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Preface

The book addresses the nature of the Earth’s rotation instabilities and associated geophysical processes. The spectrum of the Earth’s rotation instabilities that comprise variations in the length of the day, polar motion, and precession and nutation of the rotation axis in inertial space, includes periods of several hours to thousands of years. Instabilities of the Earth’s rotation are related to various geophysical processes such as terrestrial, oceanic and atmospheric gravitational and thermal tides; redistribution of air and water masses; variations in the angular momentum of the atmosphere and ocean; air mass exchange between the summer and winter hemispheres; mechanical interaction between the atmosphere, the ocean and the solid Earth; the quasibiennial wind oscillation in the equatorial stratosphere; the El Niño–Southern Oscillation, multiyear atmospheric and oceanic waves, atmospheric circulation epoch change, climate variations, evolution of ice sheets, and so forth.

All these processes are discussed in the book, their nature and the mechanism of their influence on the rotation of the Earth described as far as possible.

There are several books on the Earth’s rotation published. The publications mainly address either the celestial-mechanical or astrometry and geodetic problems of determination of the Earth’s rotation instabilities or the observation data processing methods. In contrast to these, our monograph covers the physical aspects of the nonuniformity of the Earth’s rotation and polar motion and nutation. In terms of the research area, our book is closest to the book by Munk and MacDonald (1960), but this was issued about 50 years ago. Since then the study of all aspects of the Earth’s rotation and adjacent areas has phenomenally progressed, so a new book seems long overdue.

The author has studied the Earth’s rotation instabilities and related geophysical problems for about 45 years and has received a number of fundamental scientific results. Among them are a concept of translational–rotational motion of continua, theories of zonal atmospheric circulation and seasonal variations in the Earth’s rotation rate, excitation mechanisms of the Chandler wobble and annual polar motion, methods of calculation of global water exchange and hydrometeorological forecasting based on the Earth’s rotation parameters, a concept of multiyear and
decadal fluctuations in the Earth’s rotation rate, and others. The author has discovered: diurnal nutation of the atmospheric angular momentum vector with a wide spectrum of oscillations; an interhemispheric thermal engine in the atmosphere; interannual oscillations of the Earth–ocean–atmosphere system; multiyear waves in the ocean and atmosphere; superharmonics of the Chandler period in phenomena of the El Niño–Southern Oscillation and quasi-biennial atmospheric oscillations; correlations between the decadal fluctuations in the Earth’s rotation, on the one hand, and the changes in the ice mass in Antarctica, variations of atmospheric circulation epochs and global air temperature variations, and so forth, on the other.

The results made it possible to understand the nature of many peculiarities of the Earth’s rotation. When interpreting the Earth’s rotation instabilities, the author frequently faced situations when observation data were radically contrary to generally accepted concepts. In those cases, a criterion of true was the concordance of a model with observation data rather than with abstract mathematical theorems, theories and conclusions. That is why some of the author’s models and estimations conflict with the fixed notions and have not been recognized yet (a concept of translational–rotational motion of continua, a theory of zonal atmospheric circulation, models of macroturbulent transport of the angular momentum, the El Niño–Southern Oscillation, tidal impacts on atmospheric processes, and so forth.).

The problems addressed in the book lie at the interface between astronomy, physics of the Earth, physics of atmosphere and ocean, climatology, glaciology, and so forth. The subject of the research is dealt with all the areas of geosciences. All materials in the book are presented in detail, so that the book could be accessible even to nonspecialists and some specialists may probably find this approach elementary. We had great difficulties in mathematical notations because of a variety of geophysical parameters under study. So, different parameters are sometimes denoted by identical symbols. The author apologizes in advance for such inconveniences.

Study of any natural phenomenon is confined, as a rule, to its observation, analysis, interpretation, and use in solving scientific and practical problems. In accordance with this approach, the book logically expounds the following: the results of calculation of parameters of the Earth’s rotation instabilities (Chapter 3), the lunisolar tides and their effects on the Earth’s rotation (Chapter 5), the influence of atmospheric and hydrospheric processes on the Earth’s rotation, more focus being given to the nature of these phenomena (Chapters 6–11). The studies described in Chapters 5–11 could be difficult to understand without a general knowledge about the Earth’s motion and the theory of estimation of the Earth’s rotation instabilities. Hence, a brief account of these subjects is given in the first three chapters. The closing chapter (12) addresses the use of the geodynamic laws revealed by the author in hydrometeorlogical forecasting. Tables of data on the rotation and some global processes are given in the Appendix. A list of the abbreviations used is given in the Appendix as well.

The Earth’s rotation instabilities are correlated with many characteristics of natural processes in all frequency ranges. It can be argued from the author’s multiyear experience that the Earth’s rotation variations can be used as a good
validation test for various geophysical models because these variations are a unique index to many processes in all spheres of the Earth, including the biosphere. Various problems can be solved using the Earth’s rotation parameters. The reader will find some methods in this book and can derive others from studying how some particular characteristics available to him/her are related to the parameters of the Earth’s rotation given in the Appendix.

The author is deeply obliged to Michael Efroimsky for his assistance in the publication of the book, L.P. Kuznetsova, I.V. Ruzanova and B.M. Shubik for their help in translation of the text into English, and to G.L. Averina for her help in the manuscript preparation. Many results were obtained thanks to the support of the Russian Foundation for Basic Research (Projects 02-02-16178a, 06-02-16665a).

We would be grateful if readers would send us their remarks or point out any mistakes or slips. Our address is: Hydrometcentre of Russian Federation, B. Predtechensky pereulok, 11–13, Moscow, 123242 Russia. E-mail: sidorenkov@mecom.ru
1 Introduction

The Earth’s rotation accounts for the alternation of day and night, the daily cycle of solar radiation influx, formation of diurnal and semidiurnal tidal waves and finally causes diurnal variations in all characteristics of the atmosphere, hydrosphere and biosphere. The revolution of the Earth around the barycenter of the Earth–Moon system and the revolution of the Earth–Moon system around the Sun modulate the amplitudes of the diurnal oscillations of the solar radiation influx and atmospheric tides, and in the end define the variability of terrestrial processes over periods of up to several years.

The Sun revolves around the barycenter of the Solar System along compound curves of the fourth order (conchoids of a circle), so-called “Pascal’s limacons”. The curvature of the Sun’s trajectory constantly changes and the Sun moves with varying acceleration. Being a satellite of the Sun, the Earth revolves around it and also moves with the Sun around the Solar System’s barycenter. Like the Sun, the Earth undergoes all varying accelerations. Similar to the lunisolar tides, the accelerations disturb processes in the Earth’s shells, producing decadal fluctuations in the latter.

Movements in the Earth’s shells are observed mainly from the earth surface. Reference systems for description of the movements are tied to the Earth as well. Different points of the earth surface move with different velocities and varying accelerations. For this reason any movement looks rather complicated in a reference system tied to the Earth. Newton’s laws are valid in such a reference system provided that so-called inertial forces, the Coriolis force and centrifugal force, are taken into account. The Coriolis force and centrifugal force are caused by the movement of the terrestrial reference system in an inertial system rather than by the interaction of bodies. Terrestrial processes are formed under the action of many forces. Among them the inertial forces connected with the Earth’s rotation play a key role. Their contribution to atmosphere dynamics is especially significant. As a result of the Earth’s rotation, the direction of movement of air masses deflects to the right in the Northern hemisphere and to the left in the Southern hemisphere; the cyclonic and anticyclonic vortices arise; systems of western winds and east winds (trade winds) are formed in the middle latitudes and in the equatorial latitudes, respectively; zones of higher pressure are formed in the subtropical latitudes and zones of lower pressure, near to the polar circles. The centrifugal force makes level surfaces
equigeopotential surfaces) stretch out along the equatorial axis and compress along the polar axis, as a result, these surfaces tend to form ellipsoids of rotation. Owing to the fact that the reference system is noninertial, atmospheric transfer processes seem so complicated that for the sake of their interpretation geophysical hydrodynamics has accepted the concept of negative viscosity, which contradicts to physical laws.

Bodies and particles in continua move along elliptic gravity potential surfaces and everywhere gravity is vertically directed to the center of the Earth. Gravity force tends to adjust moving bodies and particles in continua to a direction of the local gravity vertical. As a result, all bodies and particles of geophysical continua move in a translational–rotational manner. An exact description of their motion requires not only momentum conservation equations but also angular momentum conservation equations.

The Earth’s rotation around its axis gives a basis for celestial and terrestial reference systems in astronomy, serves as a natural standard of time and allows the universal time scale to be defined. The Earth’s rotation is characterized by the vector of instantaneous angular velocity, which can be decomposed into three components: one component along the mean axis of rotation and two others, in the perpendicular plane. The first component defines the instantaneous velocity of the Earth’s rotation around its mean axis, or the length of day, and the other two the coordinates of the instantaneous pole. The vector of the angular velocity of the Earth’s rotation does not remain constant. Change in the vector’s first component is manifested in nonuniformity of the Earth’s rotation, and the two other in the motion of the poles.

Polar motion is the movement of the rotation axis in the body of the Earth measured relative to the Earth’s crust. But the Earth’s rotation axis also moves relative to the inertial celestial reference system and undergoes precession and numerous nutations.

Instabilities of the Earth’s rotation (nonuniformity of rotation, polar motion, precession and nutation) distort the coordinates of celestial objects and complicate the universal time scale. The distortions can be taken into account only if peculiarities of the Earth’s rotation are known and there is a theory of the Earth’s rotation nonuniformity, polar motion, and precession and nutations. Nowadays, astronomical measurement accuracy requirements are becoming increasingly stringent in connection with the necessity of solving a number of scientific and applied problems in astronomy, geodesy, space research and so forth. Therefore, the study of the Earth’s rotation is of great importance to modern astrometry, geodesy and geophysics.

Traditionally, the Earth’s rotation instabilities are studied by astrometry. Astronomical methods register rotation instabilities. By their nature, the Earth’s rotation instabilities are purely geophysical phenomena. They are related to processes in geospheres and depend on the structure and physical properties of the Earth’s shells. The Earth’s rotation instabilities reflect geophysical processes and give irreplaceable information on the latter, serving as natural integral characteristics of them and associated phenomena. Studying instabilities of the Earth’s rotation broadens our
knowledge in various areas of Earth sciences. Data on the Earth’s rotation instabilities serve as criteria that can be used to verify some theories and models in geophysics, geology, space science, and so forth.

Doubts concerning constancy of the Earth’s rotation rate arose after E. Halley discovered the secular acceleration of the Moon in 1695. The idea of secular slowing down of the Earth’s rotation under the effect of tidal friction was first proposed by I. Kant in 1755. Nowadays, it is universally recognized that the secular slowing down of the Earth’s rotation really exists and is caused by the tidal friction. The value of the secular slowing down is only discussed (Yatskiv et al., 1976).

Simon Newcomb first suggested irregular fluctuations in the Earth’s rotation rate in 1875. Their existence was ultimately proved at the beginning of the twentieth century. During the last hundred years, deviations in the length of day from the average value reached $\pm 45 \times 10^{-4}$ s.

Evidence of polar motion was also obtained then. Seth C. Chandler discovered a 14-month period of the latitude variations in 1891. The International Latitude Service (ILS) was established in 1899 for the purpose of monitoring the North Pole’s motion. The main components of the polar motion are the Chandler motion whose amplitude is about 160 ms of arc, the annual motion, whose amplitude is about 90 ms of arc, and the secular motion toward North America with a velocity of about 10 cm/year.

In the 1930s, quartz clocks allowed seasonal variations of the Earth’s rotation rate to be discovered. A more uniform scale of the Atomic Time was created in 1955 and parameters of seasonal variations began to be determined quite confidently. The length of day was established to have annual and semiannual variations with amplitudes of $37 \times 10^{-5}$ s and $34 \times 10^{-5}$ s, respectively.

Until the 1980s, estimations of polar motion and nonuniformity of the Earth’s rotation were based on optical astrometric observations of latitude variations and the universal time variations. The observations were nonuniform and had various systematic errors. Reanalysis of the optical astrometric data in the Hipparch system, performed under the direction of J. Vondrak (Vondrak, 1999), partly eliminated these shortcomings and the data could be used in studying long-period instabilities of the Earth’s rotation.

In the late 1970s, new engineering complexes were introduced: very long baseline interferometer (VLBI), global positioning system (GPS), satellite laser ranging (SLR), lunar laser ranging (LLR), Doppler orbitography and radio navigation (DORIS service) and new methods of monitoring the Earth’s rotation instabilities with unprecedented accuracy. Instead of traditional astrooptical time and latitude estimations, scientists began to observe extragalactic radio sources and satellites of the Earth and process the results of the measurements (time and geometrical delays) to produce corrections to the universal time, the coordinates of the Earth’s pole, and corrections to precession and nutation. Thanks to these methods, the resolution and accuracy of the estimation of rotation instabilities has increased 100-fold and are now $0''.0001$ of arc for the pole coordinates and nutation, and $0.000\ 005$ s for corrections to Universal time UT1; which corresponds to several millimeters on the Earth surface. The time resolution of measurements reached several hours.
Regular rawinsonding of atmosphere by means of aerological station network started in the postwar years. The estimations based on these first, very limited data on the winds in atmosphere showed that seasonal variations in the Earth’s rotation were mostly caused by redistribution of the angular momentum between the Earth and atmosphere (Pariiski, 1954; Munk and MacDonald, 1960).

The decadal fluctuations in the Earth’s rotation rate, which are changes in the rotation rate with characteristic times of 2 to 100 years, are many times the seasonal variations. The fluctuations can be explained by extremely large increments of either the angular momentum of the atmosphere or the moment of inertia of the Earth. Therefore, it is believed that the decadal fluctuations in the Earth’s rotation rate cannot be caused by geophysical processes on the Earth’s surface (Pariiski, 1954; Munk and MacDonald, 1960). The fluctuations are usually considered to be related to the processes of interaction of the Earth’s core and mantle (Hide, 1989).

Practically all variations in the Earth’s rotation rate with periods of several days to two-three years (this range includes seasonal, quasibiennial and 55-day variations) are caused by changes in the atmospheric angular momentum (Munk and MacDonald, 1960; Lambeck, 1980; Sidorenkov, 2002a). Polar motion with a one-year period is mainly caused by seasonal redistribution of air masses between Eurasia and oceans. In the case of the Chandler wobble and nutation of the Earth’s axis, the role of the atmosphere is still unclear and requires further study.

Although the mass and moment of inertia of the atmosphere is almost a million times less than those of the Earth and a hundred times less than those of the ocean, it appears that its contribution to the Earth’s rotation instabilities with periods of several days to several years is prevailing. This paradoxical fact is explained by the high mobility of air. Whereas the characteristic velocity of movement within the Earth’s mantle is 1 mm/year and the velocity of ocean currents is 10 cm/s, the velocity of wind in jet streams may exceed 100 m/s.

As a result of strong winds, changes in the atmospheric angular momentum considerably surpass variations in the angular momentum of the ocean and the liquid core. Energy estimations confirm the reliability of that conclusion as well. In fact, the Earth’s rotation instabilities, on account of the law of angular momentum conservation, may be a consequence of movements with reversed sign in the shells surrounding the solid Earth: the atmosphere, hydrosphere, cryosphere, liquid core or the space. It is clear that the power of the energy sources exiting those movements should be not less than that of instabilities of the Earth’s rotation. For the within-year and interannual nonuniformities of the Earth’s rotation, the power is as follows:

\[
\frac{dE}{dt} = C\omega \frac{d\omega}{dt} \approx 10^{14} - 10^{15} \text{ W}
\]

where \( E \) is the kinetic energy of the Earth’s rotation, \( C \) is the polar moment of inertia, \( \omega \) is the angular velocity and \( d\omega/dt \) is the angular acceleration equal to \( 10^{-19} - 10^{-20} \text{ s}^{-2} \). The average powers of the energy sources are approximately as follows: atmospheric air movements – \( 2 \times 10^{15} \text{ W} \), oceanic currents – about \( 10^{14} \text{ W} \), geomagnetic storms – \( 10^{12} \text{ W} \), auroras polaris – \( 10^{11} \text{ W} \), earthquakes – \( 3 \times 10^{11} \text{ W} \),
volcanoes – $10^{11}$ W, heat flows from the Earth’s deep interior – $10^{13}$ W, interplanetary magnetic field and solar wind interacting with magnetosphere – less than $10^{12}$ W (Magnitskiy, 1965; Kulikov and Sidorenkov, 1977; Zharkov, 1983). The presented values indicate that only atmospheric air movements, and possibly currents in the ocean as well, are likely to cause the Earth’s rotation instabilities. The power of other geophysical processes is small compared with the power of variations of the Earth’s rotation. Note that such important, in terms of the Earth’s rotation, effects as transport of water from the ocean to the continent (including the ice sheets of Antarctica and Greenland) and global redistribution of air masses would be impossible in the absence of atmospheric air movements. Bearing all the above in mind, as well as the fact that currents in the ocean are mostly generated by winds, we come to the conclusion of the paramount importance of atmospheric processes as far as the nature of the Earth’s rotation instabilities is concerned.

Changes in the Earth’s rotation rate are partly caused by changes in the moment of inertia of the Earth, which in turn results from tidal deformations. A theory of these oscillations is well developed (Woolard, 1959; Yoder, Williams and Parke, 1981; Wahr, Sasao and Smith, 1981). Therefore, the tidal oscillations are usually excluded from evaluation of the influence of various geophysical processes on the Earth’s rotation.

The diurnal and semidiurnal atmospheric tides cause small changes in polar motion, nutation and the Earth’s rotation rate. The most important effect is the direct annual nutation whose amplitude is about 0.1 ms of arc and excitation of free nutation of the core with amplitude ranging between 0.1 and 0.4 ms of arc. However, the excitation of the Earth’s rotation instabilities by the diurnal and semidiurnal oceanic tides is approximately by two orders of magnitude greater than the corresponding influence of the atmospheric tides (Brzezinski et al., 2002).

The book consists of thirteen chapters.

Chapter 1 describes the role of the Earth’s rotation in dynamics of terrestrial processes, and gives a history of discovery and interpretation of the Earth’s rotation instabilities. Also, the structure of the book is given here.

Chapter 2 acquaints the reader with motions of the Earth around the Sun and the barycenter of the Earth–Moon system. Compound motions of the Earth’s rotation axis are described, and their geometrical interpretation given.

Chapter 3 addresses the motion of the geographical poles and variations of the angular rate of the diurnal Earth’s rotation. A history of discovery of the motion of the Geographical North Pole and nonuniformity of the Earth’s rotation rate is given in this chapter. Time series of instrumental observations of the North Pole’s coordinates and the Earth’s rotation rate are given. The results of mathematical analysis of the time series are presented, and the seasonal, multiyear and secular components are separated.

The theory of estimations of the Earth’s rotation instabilities is described in Chapter 4. The differential equations are deduced for instabilities of rotation of an absolutely firm and perfectly elastic Earth under the action of exciting functions empirically calculated. The advantages and disadvantages of “balance method” and “method of the moment of forces” used to estimate various effects on the Earth’s
rotation instabilities are presented. Polar motion under the action of a harmonious exciting function is described. Basic equations of the theory of precession and nutation are deduced.

Chapter 5 addresses the lunisolar tides and their influence on the Earth’s rotation instabilities. The derivation and decomposition of tidal potential is given in this chapter. The basic harmonics of zonal, diurnal and semidiurnal tides are given. A theory of tidal oscillations of the Earth’s rotation angular velocity, polar motion, precession and nutation of the Earth axis is expounded. Introductory information on atmospheric tides is given.

The effects of seasonal redistribution of air masses on the Earth’s rotation are addressed in Chapter 6. Detailed calculations of seasonal redistribution of air masses in the atmosphere are given. Components of the tensor of inertia of the atmosphere and the amplitude of their annual variations are calculated. Annual variations of the Earth’s rotation rate and polar motion are estimated and compared with the calculations carried out by other authors.

The results of a study into the atmospheric angular momentum are discussed in Chapter 7. Data on zonal atmospheric circulation are analyzed. Series of components of the atmospheric angular momentum calculated by David Salstein (Atmospheric and Environment Research, Inc., USA) on the basis of the NCEP/NCAR reanalysis data from 1948 to the present time are described. The results of analysis of time series of the axial and equatorial components of the angular momentum of winds in the atmosphere are given. The existence of diurnal nutation of the vector of the angular momentum of atmospheric winds is shown. Components of lunisolar tides are separated. The contribution of variations of the angular momentum of winds to seasonal variations of the Earth’s rotation rate and nutation is evaluated.

The zonal atmospheric circulation is described in Chapter 8. A concept of translational–rotational motion of geophysical continua is formulated. The origin of the zonal circulation and atmosphere superrotation is shown. A special theory of zonal circulation and subtropical maxima of pressure is developed. A new mechanism of seasonal variations of the angular momentum of the atmosphere and seasonal variations of the Earth’s rotation is suggested.

Chapter 9 addresses the interrelation of the Chandler motion with oceanic variations known as the El Niño and La Niña, and with atmospheric oscillations manifested as the Southern Oscillation and Quasibiennial Oscillation of winds. Proofs of the existence of multiyear waves in the ocean and atmosphere are offered. The results of analysis of oceanic and atmospheric characteristics indicating that there is a connection between the variations in the ocean and atmosphere and Chandler variations of the Earth are described. A new model of excitation of free polar motion is presented.

Chapter 10 addresses the moments of forces of friction of wind and pressure on mountains. A theory of mechanical interaction of the atmosphere with the underlying surface is expounded. The results of calculations of the Earth’s rotation rate by the method of moment of forces are described. A mechanism of the movement of lithosphere plates is proposed.
Chapter 11 discusses the geophysical processes that may be responsible for the
decadal components (periods of 2 to 100 years) in the Earth’s rotation rate fluctuations. The contribution of interplanetary magnetic field and solar wind is estimated; as well as the influence of glaciers and variations of the sea level on changes in the Earth’s rotation. Variations in the mass of ice in Antarctica, Greenland and the ocean, which are necessary for explanation of the observed decadal instabilities of the Earth’s rotation, are calculated. Data on the connection of the decadal fluctuations in the Earth’s rotation rate with geomagnetic variations, decadal variations in atmospheric circulation and climate change are given. The nature of these connections is discussed.

Chapter 12 discusses how laws of tidal oscillations in the Earth’s rotation can be used in hydrometeorological forecasting. Lunar cycles in variations of hydrometeorological characteristics are discovered. A technique of air-temperature forecasting is described. It is revealed that there is a connection between the extremality of natural processes and long-term variability of tidal forces. It is justified that tidal forces must be introduced into motion equations for global atmospheric and oceanic models in order to radically improve weather forecasting.

Unsolved problems of the Earth’s rotation instabilities and prospects of further researches are discussed in Chapter 13.

The Appendix contains descriptions of surface spherical functions; the figure of the Earth, list of acronyms, tables of the annual values of the Earth’s rotation velocities and secular polar motion, and the mass of ice in Antarctica, Greenland and the mass of water in the ocean, which are calculated from the above data, and indices of quasibiennial oscillations.
2
Motions of the Earth

2.1
Earth’s Revolution

2.1.1
Introduction

The Sun is the main body of the Solar System. The Sun’s diameter is 1 390 600 km, which corresponds to 109.1 diameters of the Earth. Its volume is equal to 1 301 200 volumes of the Earth, and the mass is 333 434 times greater than Earth’s mass. Since the ratio between the Sun’s and the Earth’s volumes is much higher than their mass ratio, the Sun’s average density is only 0.256 of the Earth’s density. The Sun rotates with respect to one of its diameters with various velocities in different points rather than as a rigid body, all points of which have the same angular velocity. Thus, the points on the surface of the Sun’s equatorial zone make one revolution with respect to the stars during 25.38 days, and the points laying further from the equator rotate more slowly. The further a point is from the equator the longer is the period of its rotation, and, consequently, the lower is its velocity. For example, the period of rotation of the near-pole points is 30 days or longer.

Eight planets, many minor planets, comets, meteoric streams, and meteoritic bodies move around the Sun. The Earth is the third planet distant from the Sun (after Mercury and the Venus). The Moon, its satellite, moves around the Earth at an average distance of 384 400 km from it. The diameter of the Moon is approximately 3.1 times smaller than the Earth’s diameter. During one Earth revolution around the Sun the Moon makes about 13.5 revolutions, moving almost in the orbital plane of the Earth’s motion around the Sun. Hence, the Moon is either ahead of the Earth (the last quarter) or behind it (the first quarter), between the Earth and Sun (the new moon) and further from the Earth (the full moon). Therefore, the lunisolar attraction forces acting on the Earth from the Moon and the Sun continuously change, thereby strongly complicating the Earth’s motion.

The Earth makes two apparent motions with respect to the Sun: the daily motion (from east to west) as a result of the Earth’s rotation around its axis and the annual motion (from west to east with a rate of about 1°/day) as a result of the Earth’s orbital
motion around the Sun. The trajectory of the apparent annual motion of the Sun among the stars, as seen by an observer on the Earth, passes near the ecliptic and among the constellations: Aries, Taurus, Gemini, Cancer, Leo, Virgo, Libra, Scorpio, Sagittarius, Capricornus, Aquarius, and Pisces. A more accurate determination of the ecliptic needed for our discussion is given below.

Let us consider now the plane passing through the Sun’s center $S$, the mass center of the Earth–Moon system (the barycenter) $T$, and the velocity vector $V$ of the barycenter moving around the Sun. It will be an instantaneous orbit plane of the center of mass of the Earth–Moon system. This plane does not keep its position unchanged in space (relative to the stars) but rotates around the center of the Sun $S$, due to the attraction of the Earth and the Moon (and, consequently, the barycenter) by planets.

The motion of the orbital plane of the mass center of the Earth–Moon system, which occurs due to the planets’ perturbation, can be divided into two motions: a slow displacement of the plane with a low velocity and a series of its very small periodical fluctuations.

The plane passing through the center of the Sun and possessing only the secular motion of the instantaneous orbital plane of the Earth–Moon system center of gravity is called the heliocentric ecliptic plane. The plane parallel to it and passing through the Earth’s center is called the geocentric ecliptic plane. The intersection of the celestial sphere by the geocentric ecliptic plane is called the ecliptic.

Because the ecliptic is displaced as a result of the secular motion, it is accepted to refer it to a certain time or epoch to fix the position of the vernal equinox point. For example, one talks about the ecliptic of the adopted epoch J1950.0, J2000.0, and so forth. The movable ecliptic position for any instant can be given with respect to one of the motionless ecliptics.

Let us recall that the points of intersection of the celestial sphere with an imaginary axis of the Earth’s rotation are called the celestial poles. The celestial pole found in the area of the Ursa Minor constellation is the North celestial pole, opposite to it is the South celestial pole. The great circle of the celestial sphere, which is perpendicular to the Earth’s rotation axis and whose plane passes through the celestial sphere center, is called the celestial equator. The ecliptic is intersected with the celestial equator in two diametrically opposite points. One of these points, where the Sun moves along the ecliptic passes from the southern hemisphere of the celestial sphere to the northern one, is called the vernal equinox point. At present, it is in the Pisces constellation. The opposite point of intersection of the equator and the ecliptic is the autumnal equinox point. It is situated in the Virgo constellation. The ecliptic points that are equidistant from the vernal and autumnal equinox points are called the solstice points. In the Northern hemisphere of the celestial sphere (in the Taurus constellation) the point of the summer solstice is situated, and in the Southern hemisphere (in the Sagittarius constellation) is the point of the winter solstice. The Sun passes through the vernal equinox point approximately on March 21, the summer solstice – June 22, the autumnal equinox point – September, 23, and the winter solstice – December 22.

Two diametrically opposite points of the celestial sphere, equidistant from all ecliptic points, are called the poles of the ecliptic. The north ecliptic pole is situated in the Dragon constellation, the southern one – in the Dorado constellation.
According to the universal gravitation law, two mass points (or bodies) with masses $M$ and $m$ are mutually attracted with the force directly proportional to the product of their masses and inversely proportional to the square of distance $R$ between them.

$$F = \frac{\gamma Mm}{R^2}$$

(2.1)

where $\gamma = 6673 \times 10^{-14}$ m$^3$ kg$^{-1}$ s$^{-2}$ is the coefficient of proportionality, or the gravitational constant. $M$ in the product $\gamma M = 39,860,044 \times 10^7$ m$^3$ s$^{-2}$ is the Earth’s mass.

The point of mass, on which the external forces do not act, can be only at two states: at relative rest or a uniform and rectilinear motion. This is the concept of Newton’s first law – the law of inertia.

The motion of a rigid body is more complicated. It can make the translation motion: translation and rotate simultaneously with respect to the center of mass. The center of inertia or the body center of mass (the material system) is the point in which the total mass of the body or the system is supposed to be concentrated and all external forces acting on the body points or system are applied to. The motion of the inertia center, or the center of mass follows the same laws as the motion of an individual point of mass.

The Earth makes a variety of motions of both the periodic and secular types. It rotates around its axis, doing a complete circuit in 23h 56m 04s (86 164.09 s) and revolves (that is, describes the translational motion) around the Sun with a period of 365.2422 days. Simultaneously with the motion around the Sun, the Earth’s center of gravity rotates around the center of mass of the Earth–Moon system with a period of 27.3217 days. The Earth rotation axis makes the long-periodical motion (systematically divided into precession and nutation) with a period of 25 784 years, being the generating line of the almost circular cone. The Earth’s body, in its turn, wobbles with respect to the axis of rotation, owing to which the Earth’s geographic poles are displaced over its surface, describing complicated helical curves.

The Sun, in addition to the rotation around its axis (which does not influence the Earth’s motion), rotates around the center of mass of the entire Solar System, the position of which depends on the planet’s position for the given time. The orbital motion of the Sun basically consists of two almost circular motions with a radius of about 0.003 astronomical unit and the periods close to the Jupiter and the Saturn periods of revolution. Like many stars, the Sun also has its proper motion and displaces in the direction of the Hercules constellation with a velocity of 19.5 km/s, or $6 \times 10^8$ km/year. And, finally, the Solar System moves around the Galaxy center with a velocity of 250 km/s, doing the full circuit each 200 million years. The Earth, being the Sun’s satellite, also participates in all these motions.

2.1.2

Orbit of the Earth’s Center

All the bodies of the Solar System, the Earth including, move around the Sun along their own orbits. The mean distance between the Earth and the Sun is
149 600 000 km. It is called the astronomical unit and used as a standard for all astronomical and astronomy–geodetic calculations.

Let us consider at first a simplified problem of the Earth’s motion. We will assume that the Solar System consists only of two bodies: the Sun and the Earth (without the Moon). The Sun center of gravity will be away from the mass center of the Sun–Earth system at a distance of \( X = \frac{M_S}{M_S + M_E} \cdot A = 0.00003 \) astronomical unit, \( (1:332 480 = 0.000 030 077) \), where \( M_S \) is the mass of the Sun, \( M_E \) is the mass of the Earth. The distance \( X \) is small in comparison with the astronomical unit; therefore we suppose also that the Earth moves around the motionless Sun. If we assume that the Sun and the Earth are spheres with a density decreasing to the periphery and the dimensions of the Earth and the Sun are small in comparison with the distance between them, then this problem can be solved as a problem of motion of two mass points mutually attracted by the universal gravitation law.

In this case, the Earth’s translation motion around the Sun is described by two of Kepler’s laws. The first law states that the orbit of each planet (the Earth) is an ellipse with the Sun at one focus of the ellipse. The second law defines that the line connecting the planet to the Sun (the Earth’s radius-vector) sweeps equal areas in equal time intervals.

Like any ellipse, the orbit of the Earth’s center of gravity in its motion around the Sun has two axes of symmetry – the major and the minor axes (Figure 2.1). The major axis passes through the ellipse focuses, that is, through the Sun \( S \). Its intersection points with the orbit are called the apses.

The rate of change in the distance between the Earth and the Sun in apses is equal to zero; therefore, the Earth is closest to the Sun in one of the apses and as far as possible removed from the Sun in another apse. The point \( \Pi \), where the Earth is the closest to the Sun, is called the perihelion; the most remote point \( A \) is the aphelion.

The Earth’s position in the orbit is determined by the angle \( \Pi \SE \) reckoned from the perihelion towards in the direction of the Earth’s motion up to its radius-vector \( SE \). This angle is called the true anomaly and is designated as \( \vartheta \).

Figure 2.1  Earth’s orbit.
The orbit of the Earth is determined by $a$ and $b$ semiaxes. But, as a rule, instead of the minor semiaxis $b$ the orbit eccentricity is used, equal to

$$e = \frac{c}{a} = \frac{a - P}{a} = 0.01675$$

(2.2)

where $a$ is the orbit semimajor axis, $c$ is the distance from the focus to the center of the ellipse, $P$ is the perihelion distance of the Earth from the Sun.

The distance between the Earth and the Sun continuously changes owing to the ellipticity of the Earth’s orbit. The velocity of the Earth’s motion along the orbit also changes: the further the Earth is from the Sun the lower is its velocity. In the most distant point of the orbit, Earth’s velocity is $V_{\text{min}} = 29.27$ km/s; in the nearest point (that is, in the perihelion) $V_{\text{max}} = 30.27$ km/s. The product of the radius-vector $r$ of the Earth’s inertia center by its velocity is a constant value ($rV_C = \text{const}$). It is impossible to observe directly the Earth’s motion around the Sun. But the Earth’s motion among the stars, which is observed from the Sun, will be the same as the Sun’s motion among the stars, which is observed from the Earth. Therefore, in order to study the Earth’s motion around the Sun it is necessary to observe the Sun’s motion among the stars and other distant objects.

When the distance between the Earth and the Sun is the shortest (the Earth is in the perihelion) the velocity of the Sun’s motion among the stars is the highest. It is possible to conditionally say that the Sun is in the perigee.

At the maximum distance between the Earth and the Sun, the speed of the Sun’s motion among the stars is the lowest. An apparent deceleration caused by the motion of more remote objects (which is less visible than the motion of closer objects) perpendicular to the beam of sight is also added to the true slow displacement of the Sun. Therefore, the velocity of the Sun’s motion among the stars changes during the year. To obtain the velocity of motion for some time during the year, the average velocity is taken (for example, the average arithmetic of the velocities in the perihelion and the aphelion). This average velocity is considered constant during the year; then one searches the correction for the given moment of the year. Since the true velocity within one half of the orbit is higher than the mean velocity and within another half of the orbit it is lower than the mean velocity (in the opposite points of the orbit, the corrections to the mean velocity are equal but of different sign), then it is easy to understand that the above correction changes during the year according to the sine law.

2.1.3 Motion of the Barycenter of the Earth–Moon System Around the Sun

Let us consider now the joint motion of the Earth and the Moon around the Sun. Unlike the case where the Earth’s motion around the Sun alone was considered, here the Earth’s orbit will not be an ellipse but a complicated curve whose points do not lie in one plane. The full solution of the problem of motion of the Earth–Moon system around the Sun is very difficult. Despite the efforts of the greatest mathematicians of the nineteenth and twentieth centuries, it was only possible to obtain solutions for some special cases rather than the general solution.
Let us assume that the Moon’s motion is connected with the Earth’s motion in such a way that their general center of mass moves around the Sun along an ellipse. This assumption does not quite correspond to the truth. However, since the distance to the Sun exceeds by many times the distance from the Moon to the Earth and the mass of the Sun is very large, the errors can be neglected in this case.

The position of the Earth–Moon system center of mass (further on – the barycenter) is given as usual

\[ M_E x = M_M (a_M - x) \] (2.3)

whence

\[ x = \frac{M_M}{M_E + M_M} a_M \] (2.4)

where \( M_M \) is the mass of the Moon, \( a_M \) is the distance between the Earth and the Moon.

The mean distance between the Moon and the Earth is 384 400 km, and the Earth’s mass is larger by 81.30 times than that of the Moon. Proceeding from this, \( x = 4670 \) km, that is, the mass center of the Earth–Moon system is situated inside the Earth and is closer to its surface than to the center.

Over one month, the Earth’s center of mass \( E \) describes an elliptic orbit around the barycenter \( O_b \), this orbit being similar to the orbit of the Moon mass center \( M \) around the same barycenter; however, the first orbit is smaller in the ratio \( M_M / M_E \) and is turned in its plane by 180° (Figure 2.2). The terrestrial ellipse dimensions are smaller than the lunar ellipse dimensions by as many times as the Moon’s mass \( M_M \) is

![Figure 2.2 Revolution of the Moon and Earth around the center of inertia \( O_1 \) of the Earth–Moon system.](image-url)
smaller than the Earth’s mass $M_E$. Due to the motion of the Earth and the Moon around the barycenter, the observer from the Sun will see the Earth in front of the barycenter at the Moon first quarter and behind the barycenter at the Moon last quarter (half the synodic month, or 14.76 mean solar days later) (Figure 2.3). This is the so-called lunar inequality in the Earth’s motion. The period of this inequality is the synodic month and its value $L = 6''.44$. The same pattern, that is, the same inequality, is observed from the Earth in the motion of the Sun among the stars. But the plane of the lunar orbit in its motion around the Earth does not coincide with the barycenter orbital plane and is inclined to it at an angle of $5'9''$. Hence, the Earth’s center occurs above the barycenter orbital plane or below it. The observer from the Earth’s center will see the reverse picture: the center of the Sun is situated below the barycenter orbital plane or above it. Due to this inequality (its value is approximately $0''.6$), the Sun’s geocentric latitude is not always equal to zero.

In addition to the Earth’s complicated motion caused by the Moon, other changes in the Earth’s motion occur, namely in the apsis (a straight line connecting the apses) and the orbital elements. The apsis rotates in its plane towards the Earth’s motion, due to which the orbital perihelion longitude $\pi$, that is, the angle between the directions from the Sun to the perihelion and to the equinox point $\gamma$ increases by $61'''.9$ per year. At present, the perihelion longitude is about $102''8'$. The period of the longitude change $\pi$ is equal to 20 900 years.

As for the orbital elements of the mass center of the Earth–Moon system moving around the Sun, they may be considered very stable, due to which the orbit is close to an ellipse (Kepler’s motion). The semimajor axis $a$, eccentricity $e$, and the mean velocity change only slightly and periodically. Instead of the mean velocity astronomers use the mean motion $2\pi/P$, where $P$ is the period of revolution. These elements (they are called the osculation elements) indicate that the orbit gradually changes in its form and dimensions. Notice that if the orbital elements of a body moving along an ellipse do not change or change periodically we may say about a stable motion: the body can move in the same position forever. If the orbital elements change progressively (this, for example, is characteristic of the satellites motion near the Earth), then the motion is unstable. In this case the elliptic orbit of the body can change its orbital elements, and the satellite will fall down onto the Earth.
Frequently, one asks how long the Earth will move around the Sun and whether it will suffer a catastrophe through descending from its orbit? In other words, whether one can say about the stable Earth’s motion or, generally speaking, about the stable Solar System?

Laplace, the well-known French scientist, was the first who tried to solve the problem of the Solar System stability. He proved this stability, but not completely (only in the first and second approaches). In any case, the secular perturbations of the first and second orders are absent in the semimajor axes of the major planets of the Solar System. Lagrange, another French scientist, has also approximately proved that the secular perturbations in the eccentricities and the orbital inclinations of the major planets are of the type oscillatory and are rather small. At present, one can tell with confidence that the changes in the orbits of the major planets over a future ten thousand years will be small. In particular, the Earth’s and the Moon’s orbits around the Sun over the last hundred thousand years have differed little from their present-day orbits.

In the 1960s, A.N. Kolmogorov and A.I. Arnold, the soviet mathematicians, had proved the stability of the bodies system that differed considerably from the Solar System. A.I. Arnold has also obtained the examples of the systems that are unstable in individual cases. However, all these results cannot be extended to the Solar System.

The pattern of motion will change slightly, if the motion of the barycenter around the Sun is considered taking into account the attraction of the Earth–Moon system by other planets (that is, the disturbed motion of the center of mass of the Earth–Moon system). Under the influence of the gravitational perturbations, the Earth–Moon system’s center of mass moves around the Sun along an orbit close to an elliptic one but somewhat changed (perturbed) due to the Earth’s and Sun’s attraction by planets. Owing to these perturbations, the motion of the Earth–Moon system’s center of mass deviates from the motion following by Kepler’s laws. The deviations are insignificant: the change of the longitude caused by the Moon does not exceed \( \pm 7''.377 \), by Mercury \( \pm 0''.050 \), by Venus \( \pm 17''.57 \), by Mars \( \pm 7''.02 \), by Jupiter \( \pm 15''.65 \), and by Saturn \( \pm 1''.04 \) (in total \( \pm 48''.71 \)). The latitude deviation does not exceed \( \pm 0''.8 \).

### 2.2 Motion of the Earth’s Spin Axis in Space

#### 2.2.1 Dynamics of the Spinning Top

The Earth can be considered as a huge celestial gyroscope. To understand the motion peculiarity of the Earth’s rotation axis, let us remember the laws of dynamics of rigid bodies. Let us consider the quickly rotating top. Let its axis of rotation be deviated from the normal by angle \( \theta \) (Figure 2.4). The gravity acting on the top is \( P = mg \), where \( m \) is the top mass, \( g \) is the gravity acceleration vector. One would think that under the gravity influence the top should fall. In reality the fall is not observed. The top rotation axis is continuously shifting perpendicularly to gravity rather than in its direction.
The axis describes a cone around the normal. This top axis motion is called the 
*precession*. Why does the top behave in such a way? Let us analyze its dynamics in 
order to understand this behavior.

The top’s vector of angular momentum \( H = J\Omega \), where \( J \) is the top’s moment of 
inertia with respect to its axis of rotation and \( \Omega \) is the angular velocity vector. Gravity \( P \) 
creates the force moment \( L \) with respect to the fulcrum \( O \): \( L = [RP] \), where \( R \) is the 
radius-vector of the center of gravity. Under the effect of the force moment \( L \) the top’s 
angular momentum will change with a speed \( \frac{dH}{dt} = L \). Since the vector of \( L \) is 
perpendicular to \( R \) and \( P \) and the direction of vector \( H \) coincides with that of \( R \), 
the end of vector \( H \) and the top rotation axis shift in the direction perpendicular to 
the direction of gravity \( P \). When friction is absent, vector \( H \) will change only in the 
direction: it will rotate, describing a cone with its apex at fulcrum \( O \).

What is the angular velocity \( \omega \) of the top precession? During the time interval \( dt \) 
vector \( H \) receives increment \( dH = Ldt \), perpendicular to itself and lying in the plane of 
horizon. The ratio \( dH \) to the projection of vector \( H \) on the plane of horizon \( H \sin \theta \) 
gives angle \( d\varphi \) through which this projection turns during time interval \( dt \):

\[
d\varphi = \frac{L}{H \sin \theta} \, dt \tag{2.5}
\]

The derivative \( d\varphi/dt \) is the required angular velocity of precession:

\[
\omega = \frac{L}{H \sin \theta} = \frac{mgR \sin \theta}{J\Omega \sin \theta} = \frac{mgR}{J\Omega} \tag{2.6}
\]

The angular velocity of precession is directly proportional to the value of the 
gravity moment with respect to the top fulcrum and inversely proportional to the top
angular momentum. The direction of precession is defined by the rule: the force moment $L$ sets segment $R \sin \theta$ into rotation around the point $O$ towards vector $L$.

A more rigorous consideration shows that in addition to the precession the top axis makes fast fluctuations of a small amplitude. These fluctuations (axis tremblings) are called the *nutation* (in Latin *nutatio* is wiggle).

The doubled amplitude $\theta_1 - \theta_0$ and the period $\tau$ of the top nutation are approximately equal to:

$$\theta_1 - \theta_0 \approx \frac{2AmgR \sin \theta_0}{(f\Omega)^2}; \quad \tau \approx \frac{2\pi A}{f\Omega}$$

(2.7)

where $\theta_1$ and $\theta_0$ are the limits of the angle $\theta$ change due to nutation; $A$ is the moment of the top inertia with respect to the axis passing through point $O$ perpendicularly to the axis of rotation.

2.2.2

**Precession and Nutation of the Earth’s Spin Axis**

The Earth rotates around its axis with a velocity of $7.29 \times 10^{-5}$ rad/s and moves by the elliptic orbit around the Sun $S$. The inclination angle $\Omega$ of the Earth’s rotation axis to the ecliptic plane is 66° 33′ (Figure 2.5). The Earth’s moment of inertia is equal to $8.04 \times 10^{37}$ kg m². The Earth’s figure is close to the ellipsoid of rotation with a bulge along the equator.

Let us consider the action of the solar attraction on the Earth at the moments of the vernal and autumnal equinoxes. The longitude of the Sun during these moments is
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*Figure 2.5 Effect of the Sun’s gravity on the Earth within different parts of its orbit.*
equal to 0° or 180°. The solar attraction force acts on the Earth along the line of intersection of the equator and the ecliptic planes, that is, in the plane of symmetry of the Earth’s equatorial bulge. Hence, it passes through the center of the Earth and perturbs only the translation of the Earth around the Sun, not causing any rotation (shift) of the Earth’s rotation axis. There is no any pair of forces here.

Let us consider now the action of solar attraction at the moment of the summer or winter solstices, when the Sun’s longitude is 90° or 270° (Figure 2.5). In this case the Earth’s rotation axis and the straight line connecting the Earth and Sun lie in the plane perpendicular to the ecliptic plane. Since the Sun’s attraction force that acts on a part of the Earth equatorial bulge closer to it is stronger than the force acting on its more distant part, their resultant force does not pass through the Earth’s center. Here, the attraction force is equivalent to some force applied to the Earth’s mass center and to some pair forces striving to straighten the Earth’s axis and to make it perpendicular to the ecliptic plane. However, since the rotating Earth has the possibility to turn around its mass center, this pair of forces can cause the precession and nutation of the Earth’s rotation axes around the perpendicular to the plane of ecliptic.

Below, we consider the intermediate positions of the Sun on the ecliptic, when the Sun’s longitudes differ from those of the equinoxes and solstices.

At the Sun’s longitude equal, for example, to 45°, (it is possible to decompose the moment \( m \) of the pair of forces lying in the plane of the Earth’s meridian perpendicular to this plane, into two moments \( m_\gamma \) and \( m_\beta \) by the parallelogram rule (Figure 2.6). One of them will be directed to the vernal equinox point and the pair corresponding to this moment will lie in the solstitial colure plane. Another moment will be directed to point \( B \), and the pair corresponding to it will lie in the plane of equinoctial colure. This pair will turn the Earth’s rotation axis to the point of the autumnal equinox.

At the Sun’s longitude equal to 135° the action of the first pair, having moment \( m_\gamma \), on the Earth will be the same as at a longitude of 45°. The second pair, having moment \( m_\beta \), will make the reverse action (than at the longitude of 45°), that is, it will turn the Earth’s rotation axis to the vernal equinox point.

Thus, in any position of the Sun on the ecliptic, the pair of forces created by the Sun can be decomposed into two pairs. One of them lies in the solstices plane and will always turn the Earth counterclockwise around the straight line directed to the vernal equinox point. Another pair of forces that lies in the equinoxes plane changes its direction of rotation depending on the Sun’s position on the ecliptic, shifting the Earth’s rotation axis periodically either towards the autumnal or the vernal equinoxes. It is easy to understand that the value of the pair of forces created by the Sun depends on the position of the Sun on the ecliptic (in other words, on its longitude and declination).

The Moon is closer to the Earth than the Sun and exerts a stronger influence on it. The Moon creates another pair of forces, which tends to bring the terrestrial equator plane into coincidence with the lunar orbital plane. But the motion of the Moon is much more complicated than the motion of the Sun, because the Moon moves along the orbit inclined by 5°09′ to the ecliptic. Moreover, the points of intersection of the ecliptic and the lunar orbit (called the lunar nodes) move from east to west (in the
direction opposite to the Moon motion), with a period of about 18.6 years, which markedly complicates the Moon’s motion.

Since the pair of forces caused by the Moon acts similarly to the pair caused by the Sun’s attraction, it can also be decomposed into two pairs: one situated in the solstitial colure plane, the other in the plane of the equinoctial colure.

Thus, there are two perturbing pairs of forces (from the side of the Sun and the Moon) acting counterclockwise in the plane of solstitial colure and rotating the Earth around the axis directed to the vernal equinox point. This rotation, together with the Earth’s proper daily rotation, creates a new vector of angular velocity and, consequently, a new axis of rotation, which shifts to the vernal equinox point. Owing to the continuous total action of these two pairs of forces, the Earth’s rotation axis slowly shifts (precesses) around an immobile axis, which is directed to the ecliptic pole \( P \) (Figure 2.7) and describes a conic surface with the vertex in the center of the Earth. The described secular shift of the Earth’s axis is called the lunisolar precession.

Also, two pairs of forces (from the side of the Moon and the Sun) form in the plane of the equinoctial colure. They change the direction of rotation depending on the position of the Sun in the ecliptic and the Moon in its orbit. As a result, we do not have the translation movement of the Earth’s rotation axis in the plane (the plane of the equinoctial colure) but the oscillatory–periodical movement with different periods. For example, the Sun’s motion in the ecliptic causes the annual and

Figure 2.6 Effect of the Sun’s gravity on the Earth at the Sun’s longitude equal to 45°.
semiannual periods of the Earth’s axis oscillation; the Moon’s motion produces the oscillation period of 18.6 years that corresponds to the motion of the lunar nodes by the ecliptic with the monthly and shorter oscillations. This oscillatory–periodical motion of the Earth’s rotation axis in the plane of equinocial colure, which is perpendicular to the precession, is called the nutation of the Earth’s axis (Figure 2.7).

The kinematic pattern of the precession and the Earth’s proper rotation can be interpreted as follows. One can imagine a narrow circular cone with its vertex in the Earth’s center, which is symmetric relatively to its figure axis OC and rigidly connected with the Earth (Figure 2.8). Next, let us imagine the second circular cone that does not rotate with respect to the ecliptic. Its central axis coincides with the ecliptic axis OP and the vortex is in the center of the Earth. When the Earth rotates, the first cone rolls without sliding along the second cone; the Earth, rigidly connected with it, rotates and precesses simultaneously.

The instantaneous axis of rotation is always a tangent, or the cones’ common generating line OP. As the Earth rotates together with the small cone, its instantaneous rotation axis (in the planet body) revolves every day along the circular basis of the small cone around the axis of figure OC. Hence, the pole of rotation P shifts over the Earth’s surface. This occurs when the initial rotation around the axis of figure OC is disturbed by an external force; as a result, the rotation axis OP deviates from the figure axis OC. In this case, there is an additional shift of the poles, which is superimposed upon the poles’ motion caused by the perturbing forces from the side of the Moon and the Sun. The radius of this shift is the hundredth of an arcsec. But it is impossible to disregard this shift when discussing the kinematic pattern of

---

**Figure 2.7** Diagram of the spatial motion of the Earth’s rotation axis for an extraterrestrial observer.
the Earth’s rotation. The motion of the poles described above is mainly caused by the
precession of the terrestrial axis, that is, it is a consequence of the Moon and the Sun
attraction. Therefore, it would be more correct to call it the lunisolar motion of the
poles.

The nutation distorts the above pattern of the motion of the Earth rotation axis,
being the cause of changes in the rate of precession $\psi$ and the inclination angle $\epsilon$ of
the instantaneous rotation axis to the ecliptic plane. The deviations of the angles of
precession $\Delta \psi$ and inclination $\Delta \epsilon$ are described by the trigonometric series:

$$\Delta \psi = -17'' .2064 \sin \Omega - 1'' .3171 \sin 2h - 0'' .2276 \sin 2s + 0'' .2075 \sin 2\Omega + \ldots$$

$$\Delta \epsilon = 9'' .2052 \cos \Omega + 0'' .573 \cos 2h + 0'' .0978 \cos 2s - 0'' .0897 \cos 2\Omega + \ldots$$

(2.8)

(2.9)

where $\Omega$ is the mean longitude of the ascending node of the lunar orbit, which regularly decreases with time and changes by $2\pi$ per 18.613 years; $h$ is the
mean longitude of the Sun, regularly increasing by $2\pi$ per the tropical year; $s$ is the
mean longitude of the Moon, regularly increasing with a speed of $2\pi$ per the tropical

---

Figure 2.8 Kinematic patterns of the Earth’s rotation and of the
precession of the Earth’s rotation axis.
month (27.32 days). The periods of the nutation harmonics are approximately equal to 18.61 years, 0.5 year, 13.66 days, 9.3 years, respectively. The entire series of the nutation harmonics contain the components with periods from 18.61 years to several hours.

Summarizing the aforesaid, it is possible to make the following conclusion. The total action of the Sun and the Moon attraction onto the flattened Earth leads to shifting the celestial pole around the ecliptic pole along a complicated curve. Methodically, this is a complicated motion; it is divided into two simpler motions: the secular motion (that is, the precession motion) and the periodic motion (that is, the nutation motion) (Figure 2.7).

Due to the precession, the north celestial pole $P$ moves around the ecliptic pole $\Pi$ that is considered to be immobile among the stars. This pole moves along a small circle with a spherical radius equal to 23°23′ and a constant velocity of approximately 20″/year. The trajectory of the pole $P$ passes through the constellations: Ursa Minor, Cepheus, Cygnus, and Draco. Since the vector of the pole’s shift is directed to the vernal equinox point, this point continuously steps back (shifts) along the ecliptic toward the Sun annual motion with a rate of $20"/\sin 23°26′ = 50°.371$ per year ($\approx 1°$ during 72 years). This motion of the vernal equinox point along the ecliptic towards the Sun is the lunisolar precession (the forestalling of equinoxes). The period of precession is equal to $360°/25 729$ years, where the numerator is the number of seconds in the circle (1 296 000″), the denominator is the distance covered by the vernal equinox point along the ecliptic over a year.

Due to the precession, the time period from one equinox to another (that is, the tropical year) is 20 min shorter than the period of one revolution of the Sun with respect to the zodiac constellations (that is, the sidereal year). The tropical year presents the basis for the calendar. The calendar dates, months and seasons are calculated using this year. The cyclic recurrence of the Sun’s motion by the zodiac constellations is determined using the sidereal year. The moments of the Sun’s entrance into the zodiac constellations are constantly displaced with respect to the calendar dates and seasons due to the 20-min difference between the sidereal and the tropical years.

Thus, 2100 years ago the spring came when the Sun passed the Aries constellation (the vernal equinox point was in this constellation). At present, the Sun is in the Pisces constellation in spring. After a lapse of 6000 years, the Sagittarius will be the spring constellation, 12 500 years later – the Virgo, 19 000 years – the Gemini constellation; 25 729 years later the cycle will finish, and the Pisces constellation will again be vernal. Over 25 729 years, each sign of the zodiac passes through all calendar dates, months, and seasons.

The designation of the points of equinoxes and solstices and the signs of the zodiac were introduced during the astronomy’s blossoming times in ancient Babylon and Greece over 2100 years ago. At that time the Sun passed the Aries and the Libra constellations during the moments of the vernal and the autumnal equinoxes, and the Cancer and the Capricornus constellations – during the summer and winter solstices, respectively. At present, the equinoxes coincides with the Sun’s passage
through the Pisces and the Virgo constellations, and the solstices – with the position of the Sun in the Gemini and Sagittarius constellations, respectively, (that is, almost a month earlier). All the calendar dates of the zodiac signs, which are used by astrologers, are also a month ahead of the true moments of the Sun’s entrance into the corresponding zodiac constellations. Nevertheless, the ancient schedule of dates of the zodiac signs is still used by astrologers for making horoscopes. Therefore, there is no sense in connecting the signs of the zodiac with the respective constellations.

The angle of inclination of the Earth’s rotation axis to the ecliptic (66° 33′) due to the lunisolar precession does not change, that is, the geographical coordinates of the Earth’s stations remain invariable.

The fluctuations with the periods equal to the tropical year (the period of revolution of the Sun along the ecliptic), half a year, 18.6 years (the period of the lunar nodes’ shift along the ecliptic), half the lunar month (13.7 days), and with many shorter periods are superimposed on the secular motion of the celestial pole.

The celestial pole that has only the secular – the precession – motion is called the mean celestial pole $P_0$. The celestial equator corresponding to the mean celestial pole, is the mean equator at the given moment; and the vernal equinox point on the mean equator, is the mean point of the vernal equinox at this moment.

The celestial pole having not only the secular (the precession) but also the periodical (the nutation) motion is called the true celestial pole $P$. The celestial equator and the vernal equinox point corresponding to the true polar position for the given moment of time is the true equator and the true vernal equinox point at this moment.

In the nutation relative motion, the true celestial pole $P$ moves around the mean pole, following a complicated elliptical curve, whose major axis passes through the pole of ecliptic $\Pi$. As it is mentioned above, the mean point of the vernal equinox $\gamma_0$ is progressively moving due to the secular motion of the mean celestial pole and is shifting (with a nearly constant rate) along the ecliptic to meet the Sun annual motion. As a result of periodic motion of the true celestial pole, the true vernal equinox point $\gamma$ oscillates around the mean point of the vernal equinox with different periods, the main of which is 18.6 years. The motion with this period occurs along the ellipse. The major axis of the ellipse is perpendicular to the direction of precession motion and equal to 18°.4; the minor axis is parallel to this direction and equal to 13°.7. Thus, the Earth’s rotation axis describes a wave-like trajectory on the celestial sphere, the points of the trajectory lying at an average angular distance of about 23°27′ from the pole of the ecliptic (Figure 2.7).

The forces acting on the Earth and the Moon from the side of the planets of the Solar System disturb the motion of the mass center of the Earth–Moon system and, hence, displace the ecliptic plane and its pole $\Pi$. Approximately, the motion of the north ecliptic pole occurs as follows. The ecliptic pole $\Pi$ moves with a rate of 0.47″/year (Figure 2.9) along the arc of the major circle at an angle of 7° to line $\Pi P$ passing through the celestial pole $P$ and the pole of ecliptic $\Pi$. As the ecliptic shifts (due to the planets’ perturbations), the vernal equinox point also shifts along the ecliptic towards the Sun’s motion.
Thus, the full shift of the vernal equinox point along the ecliptic is equal to $p - \lambda' \cos \varepsilon$, where $p$ is the lunisolar precession at longitude and $\lambda'$ is the planet’s precession equal to $0.13''$/year.

The orbital revolutions of many planets of the Solar System are resonantly intercorrelated. In addition, the orbital revolutions of the major natural satellites of the planets are in most cases synchronous with their spin rotations, so that the satellite’s angular velocities of orbital revolution and spin rotation appear to be equal. Due to this, the satellite always presents the same hemisphere to an attracting planet. In the celestial mechanics, this phenomenon is called “the synchronous rotation” of a satellite.

![Spatial motion of the ecliptic pole Π.](image)
3 Polar Motion and Irregularities in the Earth’s Rotation Rate

3.1 Motion of the Earth’s Poles

3.1.1 Motion of the Spin Axis in the Earth’s Body

In 1765 Leonard Euler theoretically proved that if the axis of the Earth’s rotation does not coincide with the axis of the Earth’s figure (that is, the axis of the maximum moment of inertia), then the movement of the geographical poles around the figure’s poles should take place with a period of $T_R = \frac{A}{C - A} \frac{2\pi}{\Omega} \approx 305$ sidereal days (where $A$ and $C$ are the equatorial and polar Earth’s moments of inertia; $\Omega$ is the Earth’s rotation angular velocity expressed in radians per day).

Let us explain the kinematics of this process with the help of Figure 3.1. Let the Earth’s figure axis $OC$ be deviated by the angle $\mu$ from the rotation axis $OP$ along which the vector of the instantaneous angular velocity $\omega$ is directed. Then, the direction $OH$ of the vector of the Earth’s angular momentum $H$ will not coincide with direction $OP$ of the vector $\omega$ but will be situated between $OC$ and $OP$ axes and deviated from axis $OP$ by the angle $\nu$. When the external forces are absent, $H = $ const and direction $OH$ does not change in space. In this case, the Earth’s motion occurs in such a way that axis $OP$ describes two cones: the movable wide cone with the figure axis $OC$ connected with the Earth and the, motionless in space, narrow cone with an axis of the angular momentum $OH$. The angles at the vortexes of the wide and narrow cones are equal to $2\mu$ and $2\nu$, respectively.

The wide cone hooks (by its inside surface) the narrow cone and rolls around it, whereas axis $OH$ remains motionless in space all the time, that is, it is always directed to the same point of the sky (Figure 3.2). Hence, the narrow cone as if rotates around the axis of the angular momentum $OH$. Therefore, owing to the Earth’s rotation, the wide cone rolls around the motionless narrow cone; the wide cone center $C$ moves along the circle (dotted line in Figure 3.2). The cones generatrix $OP$ is an instantaneous axis of the Earth’s rotation. In the counterclockwise motion, as viewed from the north celestial pole, point $P$ describes two circles – the bases of the cones: the circles with $C$ and $H$ centers. One revolution of the Earth around $H$ (the sidereal day)
and of point \( C \) around \( H \) (the dotted circle in Figure 3.2) occurs over the same time interval. Point \( P \) will pass the full circle (the base of the wide cone) over as many sidereal days as the circles of the narrow cone are contained in the circle of the wide cone (or however many radii of the narrow cone base are contained in the radius of the wide cone base). Since the wide cone is connected with the Earth, then point \( C \) on the Earth’s surface and the large circle with center \( C \) are motionless; the small circle with center \( H \) rolls around the inside surface of the great circle with a center \( C \) (Figure 3.3). At this time point \( P \) – the point of the circles’ inside contact – moves counterclockwise along the circle with center \( C \). Point \( P \) is the Earth’s north instantaneous pole; point \( C \) is the figure’s North Pole. Hence, as the Earth rotates, its pole moves constantly around the figure’s pole, which is called the instantaneous pole of the Earth’s rotation.

According to the theory,

\[
\frac{\mu}{v} = \frac{C}{C-A} \approx 305.6
\]  

(3.1)

The angle \( \mu \), being the deviation of the rotation axis \( OP \) from the figure axis \( OC \) of the Earth, is obtained from the astronomical observations. Its value does not exceed \( 0^\circ.5 \). Consequently, angle \( v \approx 0^\circ.001 \). Because of its small value, this angle cannot be obtained from observations. Therefore, it is assumed that the axis of the angular momentum \( H \) coincides with the Earth’s rotation instantaneous axis \( OP \).
Figure 3.2 Geometric interpretation of the Earth’s rotation axis motion.

Figure 3.3 A small circle with center $H$ rolls along the inside surface of a large circle with center $C$. 
3.1.2

**International Latitude Service**

The conclusions of Euler’s theory have stimulated the latitude observations. The analysis of some observations in the nineteenth century has shown that the geographical latitudes of observatories do not remain constant. The geographical latitude of a certain site is the angle between the vertical line at this site and the plane of the Earth’s equator. The geographical latitude changes either with the change in the direction of the local vertical line, or with the displacement of the Earth’s rotation axis inside the Earth’s spheroid.

Let us assume that the latitude of an observational station changes with the changing position of the rotation axis within the Earth’s body. Then, the values of the latitude’ changes at two stations located at the meridians 180° away from each other should be equal (the same) but of opposite sign: at one site the latitude increases, at another site it decreases by the same value.

To test this conception, the special latitude station has been built in Honolulu on the Sandwich (nowadays the Hawaiian) islands in the Pacific Ocean in 1890. It was away from Berlin at 180° in longitude. Simultaneous observations at two stations, Berlin and Honolulu, had to either confirm or deny the hypothesis about the rotation axis displacement in the Earth’s body. It was found that the curve of latitude change for Honolulu is a mirror reflection of the respective curve for Berlin. Hence, it has been proved that the change in the latitude of any point on the terrestrial surface occurs due to the displacement of the Earth’s rotation axis in the planet body itself. However, if the Earth’s rotation axis moves, the point of intersection of this axis with the Earth’s surface (in other words, the Earth’s pole) shifts along this surface, describing some curve.

Vain attempts to find the 305-day period in the series of latitude observations at the observatories of Pulkovo, Washington, Berlin, and others were repeatedly undertaken in the nineteenth century. In 1891 S. Chandler (Chandler, 1891) published the results of his analysis of the latitude observations and showed that those series had terms with periods of 428 and 365 days. At first, such unexpected results evoked some doubt. However, soon S. Newcomb pointed out that the period of 305 days is correct if we assume the Earth to be an absolutely rigid body. The Earth’s and ocean’s elastic deformations can increase this period from 10 to 14 months.

The 11th Conference of the International Geodetic Association (IGA) in Berlin (1895) proposed to organize the International Latitude Service (ILS) for obtaining more accurate data that would allow studying more comprehensively the motion of the Earth’s geographic poles. The Central Bureau (which was founded just after the conference) started practical activity – the development of a uniform observational program, choosing the sites for stations, the instrumentation, the design of pavilions identical to all stations, and so forth.

The preliminary results of the Central Bureau activity were considered and confirmed by the 12th IGA Conference in Stuttgart in 1898.

In 1898 six latitude stations were built at the parallel of 39°08' N, at the sites most suitable in terms of meteorological and seismological conditions. These sites are
Mizusawa (Japan); Tschardjui (Russia); Carloforte (Italy); Gaithersburg, Cincinnati, and Ukiah at the east, middle, and west parts of North America, respectively. All stations had pavilions of similar design and were equipped with zenith telescopes. The systematic observations at the ILS stations have been carried out since 1899. In 1962, the ILS was reorganized into the International Polar Motion Service (IPMS). In the 1980s, the astrooptical observations were replaced by new measurement methods based on using the very long baseline interferometers (VLBI), the satellites laser ranging (SLR), the lunar laser ranging (LLR), and the global positioning systems (GPS). It has become clear that due to new methods the accuracy of observations increased by many times. Therefore in 1988, IPMS and the Earth rotation section of the Bureau International de l’Heure (BIH) were reorganized into the International Earth Rotation Service (IERS). The IERS function was to calculate the universal time corrections and the coordinates of the Earth’s pole, using the results obtained by new observational methods.

3.1.3 North Pole Motion

The position of the pole is specified by the rectangular coordinates $x$ and $y$. The origin of coordinates is taken to be the pole’s average position for 1900–1905. It is called the Conventional International Origin (CIO). The $x$ axis is directed from CIO origin along the zero meridian (to Greenwich), and the $y$ axis – along the meridian of 270°E. The measurement units are tenths of an arcsec.

The instantaneous pole moves along the Earth’s surface around the mean pole in the direction of the Earth’s rotation, that is, from west to east. The trajectory of the polar motion looks like a helix that periodically twists or untwists. The maximum deviation of the instantaneous pole from the helical center does not exceed 15 m.

Figure 3.4 shows the trajectory of the instantaneous North Pole in 1990–1996. In 1990–1993, the pole was twisting, more and more approaching its mean position. In 1993 it most closely approached the helical center; then, since 1994, the pole was untwisting, moving off the mean polar position. Its maximum deviation from the mean position was registered in May–July, 1996. Then, the pole began to twist and continued twisting up to 2000, when the pole approached again at the minimum distance to the helical center (Figure 3.5).

It is shown in Figure 3.5 that the center of the helix is away from the origin of coordinates – the Conventional International Origin. The reason is the so-called secular polar motion. To obtain the coordinates of the mean pole, the annual and Chandler components are eliminated from the polar coordinates. It is found that the mean pole shifts too. The trajectory of the mean pole during 1890–2000 is shown in Figure 3.5 (solid zigzag line). One can see that during the whole observational period the mean pole was shifting along a complex zigzag curve with the predominant direction towards North America (the 290°E meridian) at a velocity of about 10 cm/year.

At present, there is a continuous series of the North Pole coordinates calculated by the International Earth Rotation Service (IERS) since 1890 up to the present, with
a discrete interval of 0.05 year (IERS Annual Report). Figures 3.6 and 3.7 shows the changes in the $x$ and $y$ polar coordinates over the whole observational period. One can see the secular- and decade-long variations and the six-year beats of the annual component. An interesting peculiarity of the polar motion is its drastic attenuating in 1925–1940 and strong “untwisting” in 1905–1915 and 1950–1960.

The classical spectral analysis of these series allows us to distinguish two dominant harmonics: Chandler’s harmonic with a frequency of about $1/1.18 = 0.85$ cycle/year and the annual one – 1.0 cycle/year (Figure 3.8).

Chandler’s harmonic is the main mode of the Earth’s free nutation. The annual harmonic is the forced oscillation caused by the seasonal movements of the air and water masses over the Earth’s surface. An addition of the Chandler and annual harmonics generates the beats, as a result of which the radius of the polar motion trajectory changes from the maximum to the minimum value (with a period of approximately 6 years) (Figures 3.6 and 3.7).

The curves 2 and 3 in Figures 3.6 and 3.7 present the temporal changes of the Chandler and annual harmonics over the whole period of observations. One can see that the Chandler harmonic has the amplitude modulation with a period of about 40 years. The maximum amplitudes were observed about 1915 and 1955, and the deep minimum – about 1930. Due to this, the spectra of the polar coordinates have a side peak at a frequency of $1/1.24$ cycle/year near the Chandler frequency peak (Figure 3.8). The parameters of the annual harmonic change with time without pronounced peculiarities. The bottom curve in Figures 3.6 and 3.7 demonstrates the

![Figure 3.4 Trajectory of movement of the North geographical pole of the Earth in 1990–1996 (the yearly parts of the trajectory are marked by the respective year).](image)
3.2 Irregularities in the Earth’s Rotation Rate

It is known that the Earth rotates around its axis with periods equal to 86 164.099 s and 86 400 s with respect to the motionless stars and the Sun, respectively. The mean solar day is equal to 1.002 738 sidereal days. However, the velocity of the Earth’s rotation is variable.

At the end of nineteenth – the beginning of twentieth centuries, the fluctuations in the motions of the Moon, Sun, Mercury, Venus, Mars, and the satellites of Jupiter were found. It appeared that all the obtained residuals are proportional to the rates of the apparent motions of these celestial bodies. This has meant that the deviations of the observed positions of celestial bodies from their calculated positions (ephemerides) are due to the fluctuations of the rate of the Earth’s daily rotation. Really, if the Earth rotation slows down, the day becomes longer and the celestial body passes this
Figure 3.6 Pole's coordinate $x$ and its components in 1890–2000 (IERS Annual Report . . . , 2002).

Figure 3.7 Pole's coordinate $y$ and its components in 1890–2000 (IERS Annual Report . . . , 2002).
or that route over a shorter time period. When calculating the ephemerides, the day length is considered to be constant. Therefore, the impression is gained that the celestial body movement accelerates. In the case of acceleration of the Earth’s rotation, on the contrary the impression is gained that the celestial body movement slows down. Thus, the necessity arose to separate the time scales.

In 1950 the concept of the ephemeris time (ET) – a uniformly running time – was introduced and had been used for calculations of the celestial bodies’ ephemerides. The Universal Time (UT) (the local mean solar time on the meridian of Greenwich) is the irregular time, because the Earth’s rotational velocity is variable. Analyzing the differences between the UT and ET time scales, it is possible to calculate the variations in the Earth’s rotation velocity around the axis, or the changes in the diurnal length. Since the seventeenth century, the instrumental observations of the Moon, the Sun and some of the planets were episodically carried out, the coordinates of the planets being calculated with low precision. It was only in the nineteenth century that the accuracy of observations made it possible to satisfactorily estimate the changes in the Earth’s rotational velocity.

A progressive jump in the accuracy of determining the changes in the Earth’s rotation velocity occurred in 1955, when the atomic clock was created and the atomic time scale (AT or TA, according to English or French) was introduced. The introduction of the atomic time has opened up a new stage in studying the irregularity of the Earth’s rotation. The reliability of determination of changes in the Earth’s rotation velocity became dependent only on the accuracy of the Universal Time determination. Over the last 20 years, the classical astronomical methods of the UT determination have been gradually replaced by the new methods based on the Doppler observations of the Earth’s artificial satellites, lunar laser ranging, and observations with the very long baseline interferometers. The accuracy of the UT determination has increased by two orders. As a result, there appeared the possibility to study the short periodical oscillations of the Earth’s rotation velocity with periods as short as one day and even (during some periods of special series of observations) several hours.

Figure 3.8 Spectrum of variations of the pole’s coordinate x.
The Earth’s rotation velocity can be characterized by the dimensionless value

\[ v = \frac{\Omega - \Omega'}{\omega} = -\frac{P - T}{P} \quad (3.2) \]

where \( T \) and \( P \) are the length of the terrestrial day and the length of the standard (the ephemeris or atom) day, respectively. The standard day is equal to 86 400 s, \( \omega = \frac{2\pi}{T} \) and \( \Omega = \frac{2\pi}{P} \) are the angular velocities corresponding to the terrestrial and standard days. Since the value of \( \omega \) changes only in the ninth-eighth decimal digit, then the \( v \) values have an order of \( 10^{-9} - 10^{-8} \).

Beginning from the seventeenth century, the velocity of the Earth’s rotation has been determined from the observations of the Moon, the Sun and some of the planets. We have the series of the mean semiannual deviations of the day length \( (T - P) \) since 1656 to the present time. The accuracy of these data for the seventeenth and eighteenth centuries is very low.

Figure 3.9 represents the curves of changes in the mean annual velocity of the Earth’s rotation obtained by the data of (McCarthy and Babcock, 1986) since 1656, (Stephenson and Morrison, 1984) since 1650, and (Brower, 1952; Sidorenkov and Svirenko, 1991; Sidorenkov, 2000c) since 1820. The years and the relative deviations of the angular velocity \( v \) (multiplied by \( 10^{10} \)) are plotted on the abscissa and ordinate axes, respectively. The divergence of the above curves allows us to judge the accuracy of determination of the rotation velocity. One can see that with time, as the accuracy increases, the agreement between the curves becomes closer and closer. The Earth’s rotation velocity changed considerably in the seventeenth century and since 1860 to

Figure 3.9 Changes in the Earth’s rotation angular velocity over the last 350 years.
the present time. In 1700–1860, the fluctuations of the velocity were much smaller. Irregular fluctuations of the angular velocity of the Earth’s rotation with characteristic periods of the order of several decades are well pronounced. The Earth rotated most quickly about 1870 (the \( n \) values attained \( +340 \times 10^{-10} \)) and most slowly about 1903 (the value \( v \) attained \( -470 \times 10^{-10} \)). From 1903 to 1934, the acceleration of the Earth’s rotation was observed and from the late 1930s to 1972 – the deceleration of rotation (which was sometimes replaced by short periods of slight acceleration). From 1973 to now, the velocity of rotation increases (the deceleration recorded in 1989–1994 was an ordinary fluctuation).

A low resolution of the Moon’s longitude discrepancy has generated a problem of “the turning points” (Munk and MacDonald, 1960) in calculating the characteristics of the Earth’s rotational velocity. Brown (Brown, 1926) thought that “the changes of the angular velocity occur most probably by jumps rather than gradually”. De Sitter (de Sitter, 1927) approximated the curve of correction \( \Delta t = UT - ET \) by straight lines, replacing the turning points by the arcs of parabolas. Brower (Brower, 1952) represented the curve \( \Delta t \) in the segments of parabolas arcs, which corresponds to the jump-like changes in accelerations \( \frac{dv}{dt} \). He assumed that fluctuations \( \frac{dv}{dt} \) are accidental and there is no correlation between their values in various years. According to Brower, the accumulation of small random fluctuations is responsible for the form of the curve of the decadal fluctuations \( v \).

In 1955, the International Atomic Time scale (TAI) was introduced. The comparison of TAI with UT makes it possible to calculate the \( (T - P) \) or the \( v \) values with a much higher accuracy than was possible earlier. There appeared the possibility to calculate the mean monthly or even five-day values of \( v \). The International Earth Rotation Service calculates the corrections UT–TAI of the Universal and Atomic Time scales. Using these data, it is easy to calculate the monthly mean velocity \( v \) of the Earth’s rotation from 1955 to now (Sidorenkov, 2002a, 2002b). Since 1984 the International Earth Rotation Service calculates daily values of \( v \).

The temporal course of the monthly means of the Earth’s rotation angular velocity \( v \) during 1955–2008 is presented in Figure 3.10. It gives a picture of the variations in the Earth’s rotation velocity with the characteristic times of more than two months (that is, about the spectrum in the range of frequencies below \( 2 \times 10^{-7} \) Hz). One can see that in 1956–1961 and in 1973–2003 the rotation of the Earth accelerated, and in 1962–1972 and from 2004 to now it decelerates. The deceleration of the Earth’s rotation, which ended in 1972, had begun in 1935, that is, outside of the period represented in Figure 3.10. The acceleration that had begun in 1973 was ended in 2003. The acceleration of rotation in 1956–1961 and the deceleration in 1989–1994 are the short-term fluctuations. The seasonal variations of the Earth rotation velocity are well seen against the background of the long-term fluctuations. The rotational velocity is minimum in April and November, and maximum in January and July. One observes the quasi-two-year cyclicity of \( v \) maxima in January and the six-year cyclicity of \( v \) maxima in July.

Figure 3.10 shows that the Earth’s rotation velocity changes gradually, without any jumps. The jumps in the data prior to 1900 are due to a large discrete interval of calculated values \( v \) (more than 5 years). The angular accelerations of the Earth’s
rotation feature neither of the unexpected jump-like changes. The seasonal variations in $\frac{dv}{dt}$ are most regular.

Over the recent twenty years, there is the possibility to calculate the daily values of the Earth’s rotation angular velocity $v$. The temporal course of the $v$ daily values in 2007 as reproduced according to the IERS Annual Report data is represented in Figure 3.11 (curve 1). In addition to the seasonal variations caused by hydrometeorological processes, the tidal variations of the Earth’s rotation velocity are also seen here. They rank slightly below the seasonal variations in amplitudes, but their periods are shorter by tens of times than the periods of seasonal variations, being close to 14 days.

The components with the annual and semiannual periods, the 13.7, 27.3, 9.1 day-long periods are distinguished in the spectrum of the variations of the Earth’s rotation velocity. The spectral analysis of all the available series of the $v$ mean values reveals the maximum of the spectral density at a period of about 70 years. Fluctuations with this period are most pronounced over the last 150 years. At the beginning of the twentieth century, the amplitude of the 70-year long fluctuations was as long as 2 ms. Slight fluctuations with periods of 33, 22, and 6 years are also distinguished.

It is known that the Earth’s rotational velocity decelerates under the influence of the tidal friction. It is very difficult to reveal this deceleration using the observations for the last 350 years. A longer series of observations is needed for this purpose. The tendency of rotation to slow down over the last 100–150 years cannot be indentified with confidence with the secular deceleration, because it can also be considered as a drop in some irregular speed change, having a typical time of some hundreds of years.

Figure 3.10 Monthly mean angular velocity of the Earth’s rotation in 1955–2007.
It is always necessary to take into account that if a random process has a component, the period of which exceeds the length of realization, a systematic change or a trend can be observed. When investigating the tidal deceleration of the Earth’s rotation velocity, one often forgets about this fact and, as a result, the estimations of the tidal deceleration are not identical for the various observational periods. For example, Morrison (Morrison, 1973), after having treated the instrumental observations for 1663–1972, has obtained the velocity deceleration equal to 1.5 ms per century. The investigations of the ancient astronomical observations (first of all, the Sun and Moon eclipses) show that for the last 3000 years the deceleration of the velocity was 2.3 ms per century (Newton, 1970; Stephenson, 1997).
4 Estimation Theory of the Effect of Atmospheric Processes on the Earth’s Spin

4.1 General Differential Equations of the Rotation of the Earth Around its Mass Center

Let us consider the motion of the Earth around its mass center. The translational motion of the Earth’s mass center in space does not concern us in this study. We assume it to be known and completely eliminated. Let us take the system of the moving Cartesian coordinates \((Ox_i)\), which is constantly fixed in the Earth and rotates with it, with angular velocity \(\omega\), relative to the inertial coordinates system \((O\xi)\) fixed in space. Let both coordinate systems have the same datum point – the Earth’s mass center \(O\) and let axes \(Ox_i\) coincide with the principal axes of the ellipsoid of inertia of the undisturbed Earth. The basis of the rotating system \(\{e_1, e_2, e_3\}\) is chosen in such a way that the first two unit vectors specify the equatorial plane and the third one is directed along axis \(Ox_3\).

As is known from theoretical mechanics, in the inertial system of coordinate \(O\xi\), the velocity of changes in the Earth’s angular momentum \(H\) relative to the mass center is equal to the moment of external forces (torque) \(M\) on the Earth relative to the same center \(O\).

\[
\frac{D}{Dt} H = M \tag{4.1}
\]

where \(D/Dt\) is the sign of the time derivative in the inertial coordinates system \(O\xi\).

If we write Equation 4.1 for the inertial coordinate system \(O\xi\), then, differentiating \(H\) with respect to time, we must also find the derivatives of the moments of inertia with respect to time, which is very inconvenient.

It is much more convenient to consider the variations in the Earth’s angular momentum \(H\) with respect to the moving coordinate system \(Ox_i\). It is known that the absolute derivative of vector \(H\) with respect to coordinate system \(O\xi\), is connected with the local derivative of the same vector relative to coordinate system \(Ox_i\) by the following equation:

\[
\frac{D}{Dt} H = \frac{d}{dt} H + [\omega \times H] \tag{4.2}
\]
The variation of vector $H$ relative to the moving coordinate system $Ox_i$ consists of two components: one is due to the variation of vector $H$ itself, whereas another is due to the motion of axes $Ox_i$ onto which it is projected. For the vector $H$ this variation is equal to $v/C^2H$, similar to the way that it was equal to $v/C^2r$ for radius vector $r$ for the linear velocity of the point $V = [\bf{\omega} \times r]$.

Substituting expression (4.2) into (4.1), we obtain the differential equation of the Earth’s motion with respect to its mass center in the moving coordinate system $Ox_i$:

$$\frac{dH}{dt} + [\bf{\omega} \times H] = M$$

(4.3)

If expressed in the projections onto axes $Ox_1$, $Ox_2$, and $Ox_3$, this equation, with account for the expansion in terms of the basis:

$$H = \sum_{i=1}^{3} H_i e_i \equiv H_i e_i, \quad \omega = \omega_i e_i, \quad M = M_i e_i,$$

takes the form:

$$\frac{dH_1}{dt} + \omega_2 H_3 - \omega_3 H_2 = M_1$$

$$\frac{dH_2}{dt} + \omega_1 H_1 - \omega_1 H_3 = M_2$$

$$\frac{dH_3}{dt} + \omega_1 H_2 - \omega_2 H_1 = M_3$$

(4.4)

Equations 4.4 are the differential equations of the Earth’s motion that are related to the moving coordinate system $Ox_i$ that is rigidly bound to the Earth.

The vector of angular momentum $H$ is specified by the equation:

$$H = \int_{A} (r \times W)\rho dV$$

(4.5)

where $r$ is the radius-vector of the unit volume $dV$, $\rho$ is the density, $A$ is the volume of the body, $W$ is the velocity of the volume motion with respect to the inertial system $O\xi_i$ (the absolute velocity):

$$W = (\bf{\omega} \times r) + u$$

(4.6)

where $u$ is the velocity of motion of volume $dV$ with respect to the moving system $Ox_i$ (the relative velocity). Substituting the expression for $W$ into (4.5), we find:

$$H = \int_{A} r \times (\bf{\omega} \times r)\rho dV + h = \int_{A} [r^2 \omega - r(\bf{\omega} r)]\rho dV + h$$

(4.7)
where \( h = \int_A (r \times u) \mathrm{d}V \) is the relative angular momentum. Introducing the tensor notations, one can rewrite Equation 4.7 in the form:

\[
H_i = \int_A \left( x_i^2 \omega_i - x_i x_k \omega_k \right) \rho \mathrm{d}V + h_i = \oint_A \left( x_i^2 \delta_{ik} - x_i x_k \right) \rho \mathrm{d}V + h_i
\]

\[
= N_{ik} \omega_k + h_i
\]  

(4.8)

Here, \( N_{ik} \) is the inertia tensor.

Hence, the projections of the angular momentum \( H_i \) onto the axes \( Ox_i \) are the linear functions of the projections of the angular velocity \( \omega_i \), whose coefficients are the components of the inertia tensor \( N_{ij} \):

\[
H_1 = N_{11} \omega_1 + N_{12} \omega_2 + N_{13} \omega_3 + h_1
\]

\[
H_2 = N_{21} \omega_1 + N_{22} \omega_2 + N_{23} \omega_3 + h_2
\]

\[
H_3 = N_{31} \omega_1 + N_{32} \omega_2 + N_{33} \omega_3 + h_3
\]  

(4.9)

The components of the inertia tensor are calculated by the formulas:

\[
N_{ij} = \begin{pmatrix}
\int_A \rho(x_1^2 + x_2^2) \mathrm{d}V & -\int_A \rho x_1 x_2 \mathrm{d}V & -\int_A \rho x_1 x_3 \mathrm{d}V \\
-\int_A \rho x_2 x_1 \mathrm{d}V & \int_A \rho(x_1^2 + x_3^2) \mathrm{d}V & -\int_A \rho x_2 x_3 \mathrm{d}V \\
-\int_A \rho x_3 x_1 \mathrm{d}V & -\int_A \rho x_3 x_2 \mathrm{d}V & \int_A \rho(x_1^2 + x_2^2) \mathrm{d}V
\end{pmatrix}
\]  

(4.10)

The diagonal components of the inertia tensor are called the Earth’s axial moments of inertia relative to the axes of \( Ox_1, Ox_2, \) and \( Ox_3 \); the other components are the centrifugal moments of inertia with respect to the same axes. The axes of the coordinates in which the inertia tensor is brought to the diagonal form are called the principal axes of inertia; and the corresponding axial moments of inertia are called the principal moments of inertia.

The \( h_i \) values are the relative angular momentums that are due to the interior motions of substances (air, water, and so on) with respect to the coordinate system \( Ox_i \):

\[
h_1 = \int_A \rho(x_2 u_3 - x_3 u_2) \mathrm{d}V
\]

\[
h_2 = \int_A \rho(x_3 u_1 - x_1 u_3) \mathrm{d}V
\]

\[
h_3 = \int_A \rho(x_1 u_2 - x_2 u_1) \mathrm{d}V
\]  

(4.11)
4.2
Disturbed Motion of the Absolutely Solid Earth

The redistribution of masses and the interior relative motions cause small displacements of the Earth relative to the axis of rotation. To describe these displacements, we use the dimensionless components of the instant angular velocity of the Earth’s rotation \( \nu_i \):

\[
\nu_1 = \frac{\omega_1}{|\omega|}, \quad \nu_2 = \frac{\omega_2}{|\omega|}, \quad \nu_3 = \frac{\omega - |\omega|}{|\omega|}
\]

Here, \(|\omega| \approx \Omega = \text{const}\) is the modulus of the vector of the angular velocity of the Earth’s rotation; \( \nu_1, \nu_2, \) and \((1 + \nu_3)\) are the direction cosines of the instant axis of the Earth’s rotation \((\nu_3 \leq 0)\). They can also be interpreted as the components of the vector of small additions \( \nu \):

\[
\nu = \frac{\omega - \Omega e_3}{\Omega} = \nu_1 e_1 + \nu_2 e_2 + \nu_3 e_3
\]

where \( \Omega = 7.29 \times 10^{-5} \text{s}^{-1} \) is the undisturbed angular velocity of the Earth’s rotation, which corresponds to the period \( T_0 = \frac{2\pi}{\Omega} = 86.174 \text{s} \); \( e_i \) are the unit vectors of the axes \( OX_i \).

In the undisturbed state, the axial moments of inertia can be considered constant values and the centrifugal moments are equal to zero. The redistribution of masses in the atmosphere, hydrosphere, and so on slightly changes (disturbs) the components of the inertia tensor. It is natural to assume these disturbances to be small values. They can be presented in the form of small additions to the values \((A, B, C, 0, 0, 0)\) of the components of the inertia tensor of the undisturbed Earth–atmosphere system:

\[
N_{11} = A + \tilde{n}_{11}; \quad N_{22} = B + \tilde{n}_{22}; \quad N_{33} = C + \tilde{n}_{33};
\]
\[
N_{12} = N_{21} = \tilde{n}_{12}; \quad N_{13} = N_{31} = \tilde{n}_{13}; \quad N_{23} = N_{32} = \tilde{n}_{23}.
\]

The relative angular momentums \( h_i \) are also assumed to be small values.

Linearizing Equation 4.4 relative to small values \( \nu_i, \tilde{n}_{ij}, h_i \), that is, neglecting the productions of the form \( \tilde{n}_{ij} \frac{dv_i}{dt}, \nu_j \frac{d\tilde{n}_{ik}}{dt}, \Omega \nu_j \tilde{n}_{ik}, \nu_j \nu_i \Omega \), we obtain:

\[
A\Omega \frac{dv_1}{dt} + \Omega^2(C - B)v_2 = \Omega^2 \tilde{n}_{23} + \Omega h_2 - \Omega \frac{d\tilde{n}_{13}}{dt} - \frac{dh_1}{dt} + M_1
\]
\[
B\Omega \frac{dv_2}{dt} - \Omega^2(C - A)v_1 = -\Omega^2 \tilde{n}_{13} - \Omega h_1 - \Omega \frac{d\tilde{n}_{23}}{dt} - \frac{dh_2}{dt} + M_2
\]
\[
C\Omega \frac{dv_3}{dt} = -\Omega \frac{d\tilde{n}_{33}}{dt} - \frac{dh_3}{dt} + M_3
\]

Let us simplify Equations 4.13. For this purpose, we consider the Earth–atmosphere system in the undisturbed state to be dynamically symmetric, that is, its moments of inertia with respect to the equatorial axes to be similar \((A = B)\).
Dividing all the terms of the first two Equations 4.13 by $\Omega^2(C - A)$ and denoting the circular frequency of the free motion of the poles of the absolutely solid Earth (Euler’s nutation) as $\sigma_r = \frac{C - A}{A} \Omega$, we found:

\[
\begin{align*}
\frac{1}{\sigma_r} \frac{dv_1}{dt} + v_2 &= \phi_2 \\
\frac{1}{\sigma_r} \frac{dv_2}{dt} - v_1 &= -\phi_1 \\
\frac{dv_3}{dt} &= \frac{d\phi_3}{dt}
\end{align*}
\]

(4.14)

Here, $\phi_i$ are the dimensionless components of the excitation function:

\[
\begin{align*}
\Omega^2(C - A)\phi_1 &= \Omega^2 \tilde{n}_{13} + \Omega h_1 + \Omega \frac{d\tilde{n}_{23}}{dt} + \frac{dh_2}{dt} - M_2 \\
\Omega^2(C - A)\phi_2 &= \Omega^2 \tilde{n}_{23} + \Omega h_2 - \Omega \frac{d\tilde{n}_{13}}{dt} - \frac{dh_1}{dt} + M_1 \\
\Omega^2 C\phi_3 &= -\Omega^2 \tilde{n}_{33} - \Omega h_3 + \Omega \int_0^t M_3 dt'
\end{align*}
\]

(4.15)

Equation 4.14 are called the Euler–Liouville equations. They link the changes in the directing cosines of the Earth’s rotation axis with the excitation functions that describe all kinds of geophysical phenomena. In particular, the terms of the excitation functions 4.15 that contain the variable components of the inertia tensor $\tilde{n}_{ij}$ and $\Omega \frac{d\tilde{n}_{ij}}{dt}$ reflect the effect of the redistribution of masses (air, water, ice, snow, and so on) occurring on the Earth, whereas the terms of the form of $\Omega h_i$ and $\frac{dh_i}{dt}$ reflect the relative movements (winds and currents). The terms $M_i$ describe the effect of the moments of external forces acting on the Earth from the outer space. The first two equations of system (4.14) describe the poles’ motion and the third equation describes changes in the Earth’s rotational velocity.

These forms of Equations 4.14 are given in the publications of Pariiski (1954) and Munk and Macdonald (1960), who, in their turn, refer to Young’s (1953) publication. However, the excitation function was already being used from the end of the nineteenth century (see, for example, Volterra (1895)).

It is shown by Barnes et al. (1983) that when estimating the effect of the atmosphere and oceans on the instability of the Earth’s rotation, it is expedient to use the functions of the angular momentum instead of the excitation functions $\phi_i$:

\[
\begin{align*}
\tilde{\chi}_1 &= \frac{1}{\Omega(C - A)}(\Omega \tilde{n}_{13} + h_1) \\
\tilde{\chi}_2 &= \frac{1}{\Omega(C - A)}(\Omega \tilde{n}_{23} + h_2) \\
\tilde{\chi}_3 &= \frac{1}{C\Omega}(\Omega \tilde{n}_{33} + h_3)
\end{align*}
\]

(4.16)

These functions do not contain derivatives, which facilitates both the calculation of their magnitudes and the interpretation of various effects.
Let us use complex values $m = v_1 + iv_2$, $\varphi = \varphi_1 + i\varphi_2$, $\bar{x} = \bar{x}_1 + i\bar{x}_2$, and $M = M_1 + iM_2$ (their meaning is the coordinates of the instant poles of rotation, excitation, angular momentum, and moment of external forces, respectively). Multiplying the first equation of system (4.14) by the value $i$ and subtracting from it the second equation, we obtain the equation for describing the motion of the Earth’s poles:

$$\frac{i \, dm}{\sigma_t \, dt} + m = \varphi = \bar{x} - i \frac{d\bar{x}}{\Omega \, dt} + \frac{iM}{\Omega^2 (C-A)}$$  \hspace{1cm} (4.17)

If excitation is absent ($\varphi = 0$) but at the initial moment $t = t_0$ there is slope of the instant axis of rotation $m(t_0) = m_0$, then the solution of Equation 4.17 has the form:

$$m = m_0 e^{i\sigma_t (t-t_0)}$$  \hspace{1cm} (4.18)

Hence, at a small deviation of the axis of the absolutely solid Earth from the axis of the maximum moment of inertia $Ox_3$, the instant axis of rotation makes the circular motion over the cone surface around $Ox_3$. The radius of this motion is constant and equal to the initial deviation $m_0$; its period is $2\pi/\sigma_t = 304.4 \text{ days}$, because

$$\frac{2\pi}{\sigma_t} = \frac{A}{C-A} \Omega = \frac{1-H}{H} \cdot 1 \text{ day}$$

where $H = \frac{C-A}{C} = \frac{1}{305.44}$ is the precession constant, or the dynamical flattening of the Earth.

However, observations are indicative of the free motion of the poles with a period of not 304.4 days but approximately 430 days (Chandler, 1891). First, Newcomb (1891) qualitatively and then Love and Larmore quantitatively (Jeffreys, 1959) have shown that this elongation of the period of the poles’ free motion is due to the fact that the Earth is not an absolutely solid body but an elastic deformable body.

### 4.3 Disturbed Motion of the Elastic Earth

The deformations of the Earth depend on both the value of the mechanical stress and its duration. In the case of the stress short duration (the characteristic time $t \leq 1 \text{ year}$), the Earth is generally assumed to be an absolutely elastic body, and its deformations are described by way of introducing the respective Love numbers (Love, 1927). The effects associated with more prolonged processes require accounting for the inelastic deformations, the theory of which has not been developed yet.

The Earth’s deformations are reflected in the values of those terms in the excitation function (4.15) that describe the pressure exerted to the Earth. Among these are the terms containing the components of the inertia tensor $n_{ij}$, which reflect the redistribution of masses over the Earth’s surface and the components of stresses of external forces $M_i$, normal to the geoid.

As an example, let us consider the action of the air mass excess on the Earth. Under the pressure of this mass $\Delta P = -mg$, the Earth deflects; at the same time, the air mass attracts the Earth. As a result, the Earth’s surface rises. The total action
of pressure and attraction shifts the Earth’s surface by value $h' U/g$, where $U$ is the internal gravitational potential caused by the excess of air mass; $g$ is the gravity acceleration; $m$ is the anomaly of mass within a unit section of the atmospheric column; $h'$ is Love’s number. The redistribution of masses in the Earth’s interior entails an additional gravitational potential $k' U$. Since the effect of pressure exceeds the effect of attraction, the Earth’s surface deflects consequently, Love’s numbers $h'$ and $k'$ are negative. Munk and Macdonald (1960) have shown that

$$k' = -\frac{1}{1 + \mu} \approx -0.30 \quad (4.19)$$

where $\mu$ is the parameter reflecting the rigidity of the Earth. Notice that the Earth is here assumed homogeneous and incompressible.

Thus, the effect of the excessive air mass over the absolutely solid Earth is expressed by the additions $n_{ij}$ to the components of the inertia tensor; in the case of the elastic Earth, further additions $k'n_{ij}$ should be introduced. The total addition will be $n'_{ij} = (1 + k')n_{ij} \approx 0.70n_{ij}$. It is natural that such effects as winds, forces of surface drag friction, and horizontal components of pressure forces do not cause the vertical deformations of the Earth. Therefore, it is not necessary to change the respective terms involved in the excitation function (4.15).

Apart from the deformations under the effect of prolonged loads and pressure, the elastic Earth is subject to deformations due to its rotation. These deformations are similar to the displacements due to the potential centrifugal forces $U_\omega = \frac{1}{2} \omega^2 l^2$, where $\omega$ is the instant angular velocity, $l$ is the distance between point $\Gamma$ and the Earth’s instant axis $PP$ (Figure 4.1).

It is seen from Figure 4.1 that

$$l^2 = r^2 \sin^2 \theta = r'^2 - r'^2 \cos^2 \theta = (x_1'^2 + x_2'^2 + x_3'^2) - [v_1 x_1 + v_2 x_2 + (1 + v_3) x_3]^2 \\
\approx x_1'^2 + x_2'^2 - 2v_3 x_3'^2 - 2x_3 (v_1 x_1 + v_2 x_2)$$

Here, $v_1$, $v_2$, and $(1 + v_3)$ are the direction cosines of the instant axis of rotation (4.12); $\theta$ is the polar angle.

Thus, the potential of centrifugal forces consists of (with an accuracy to the terms of the second order of smallness) the sum of the time-independent terms $\frac{1}{2} \omega^2 (x_1'^2 + x_2'^2 - 2v_3 x_3'^2)$, which are additions reflecting an increase in the ellipticity, and the terms $\omega^2 x_3 (v_1 x_1 + v_2 x_2)$, which vary with time. The latter terms present the spherical harmonic of degree 2 and describe the Earth’s elastic deformation that creates the gravitational potential outside the Earth:

$$V = -k \frac{a^5}{r^5} \omega^2 x_3 (v_1 x_1 + v_2 x_2) \quad (4.20)$$

where $a$ is the radius of the Earth, $r$ is the distance between the Earth’s mass center and the point of the circumterrestrial space under consideration, $k$ is Love’s number.

At the same time, it is known that the gravitational potential of the deformed Earth is described by MacCulagh’s formula (Jeffreys and Swirles, 1966):

$$W = \frac{\gamma M}{r} + \frac{\gamma}{2r^3} (N_{11} + N_{22} + N_{33} - 3I) \quad (4.21)$$
where \( M \) is the mass of the Earth; \( \gamma \) is the gravitational constant; 
\[
I = N_{11}v_1^2 + N_{22}v_2^2 + N_{33}(v_3 + 1)^2 + 2N_{12}v_1v_2 + 2N_{13}v_1(1 + v_3) + 2N_{23}v_2(1 + v_3)
\]
is the moment of inertia of the Earth relative to its instant axis of rotation \( PP' \) (Figure 4.1).

Multiplying and dividing the second term in (4.21) by \( r^2 \), one can rewrite MacCulagh’s formula, with account for equalities \( x_1 = rv_1, x_2 = rv_2, \) and \( x_3 = r(1 + v_3) \) in the form:

\[
W = \frac{\gamma M}{r} + \frac{\gamma}{2r^3} \left[ N_{11}(x_2^2 + x_3^2 - 2x_1^2) + N_{22}(x_1^2 + x_3^2 - 2x_2^2) + N_{33}(x_2^2 + x_2^2 - 2x_3^2) - 6N_{12}x_1x_2 - 6N_{13}x_1x_3 - 6N_{23}x_2x_3 \right]
\]

(4.22)

Equating the terms that contain the same factors \( x_i x_j \) in (4.20) and (4.21), we obtain:

\[
N_{13} = \frac{k}{3\gamma} \omega^2 a^5 v_1 = \frac{ka}{3} Ma^2 v_1 \equiv \Re v_1
\]

(4.23)

\[
N_{23} = \frac{k}{3\gamma} \omega^2 a^5 v_2 = \frac{ka}{3} Ma^2 v_2 \equiv \Re v_2
\]

Here, we use parameter \( q = \omega^2 a / \gamma M = 0.0034678 \), which is equal to the ratio between the centrifugal acceleration and the gravity acceleration, and introduce the designation \( \Re = \frac{ka}{3} Ma^2 \).

Now let us deduce the equations of the elastic Earth-disturbed motion. For this purpose we use the same components of the instant angular velocity of the Earth’s rotation \( v_i \) that were used before. The components of the inertia tensor of the
Earth–atmosphere system can be represented in the following form:

\[
\begin{align*}
N_{11} &= A + \ddot{n}_{11}; \quad N_{22} = B + \ddot{n}_{22}; \quad N_{33} = C + \ddot{n}_{33}; \quad N_{12} = N_{21} = \ddot{n}_{12} \\
N_{13} &= N_{31} = \Phi v_1 + \ddot{n}_{13}; \quad N_{23} = N_{32} = \Phi v_2 + \ddot{n}_{23}
\end{align*}
\]  
(4.24)

where \( \ddot{n}_{ij} = (1 + k')\ddot{n}_{ij} \); \( A, B, \) and \( C \) are the principal moments of inertia of the undisturbed Earth; \( \ddot{n}_{ij} \) is the variable components of the inertia tensor (for example, those of the atmosphere).

Linearizing Equation 4.4 relative to small values \( v_i, \ddot{n}_{ij}, \) and \( h_i \), we obtain:

\[
\begin{align*}
(A + \Phi)\Omega \frac{dv_1}{dt} + \Omega^2(C - B - \Phi)v_2 &= \Omega^2\ddot{n}_{13} + \Omega h_2 - \Omega^2 \frac{d\ddot{n}_{13}}{dt} + \frac{dh_1}{dt} + M_1 \\
(B + \Phi)\Omega \frac{dv_2}{dt} - \Omega^2(C - A - \Phi)v_1 &= -\Omega^2\ddot{n}_{13} - \Omega h_1 - \Omega^2 \frac{d\ddot{n}_{13}}{dt} - \frac{dh_2}{dt} + M_2 \\
C\Omega \frac{dv_3}{dt} &= -\Omega^2 \frac{d\ddot{n}_{13}}{dt} - \frac{dh_3}{dt} + M_3
\end{align*}
\]  
(4.25)

With a sufficient degree of accuracy, we may, as previously, assume that \( A = B \). Dividing all the terms of the first two equations of system (4.25) by \( \Omega^2(C - A - \Phi) \) and designating \( \sigma_0 = \frac{C - A - \Phi}{A + \Phi} \Omega \), we found:

\[
\begin{align*}
\frac{1}{\sigma_0} \frac{dv_1}{dt} + \nu_2 &= \psi_2 \\
\frac{1}{\sigma_0} \frac{dv_2}{dt} - \nu_1 &= -\psi_1 \\
\frac{dv_3}{dt} &= \frac{d\psi_3}{dt}
\end{align*}
\]  
(4.26)

where \( \psi_i \) are the dimensionless components of the excitation function:

\[
\begin{align*}
\Omega^2(C - A)\psi_1 &= \kappa \left( \Omega^2\ddot{n}_{13} + \Omega h_1 + \Omega^2 \frac{d\ddot{n}_{13}}{dt} + \frac{dh_2}{dt} - M_2 \right) \\
\Omega^2(C - A)\psi_2 &= \kappa \left( \Omega^2\ddot{n}_{13} + \Omega h_1 - \Omega^2 \frac{d\ddot{n}_{13}}{dt} - \frac{dh_3}{dt} + M_1 \right) \\
\Omega^2 C\psi_3 &= -\Omega^2\ddot{n}_{13} - \Omega h_3 + \Omega \int_0^t M_3 dt'
\end{align*}
\]  
(4.27)

Here, we have introduced the designation \( \frac{C - A}{C - A - \Phi} \equiv \kappa \).
It is known from the theory of the Earth's figure that \( C - A = J_2 Ma^2 \), where \( J_2 = 1.08264 \times 10^{-3} \) is the gravitational moment (Zharkov and Trubitsyn, 1978). Consequently,

\[
\kappa = \frac{J_2}{J_2 - kq/3} \approx 1.43
\]  

(4.28)

In (4.28) Love’s number \( k \) was assumed equal to 0.28. It is easy to see that \( \kappa(1 + k') \approx 1 \), that is, the increase in the disturbance resulting from deformation due to rotation is compensated by the decrease in the disturbance resulting from deflection due to load. Therefore, the first terms of expressions for \( \psi_1 \) and \( \psi_2 \) (and also for \( \chi_1 \) and \( \chi_2 \)), which describe the effect of redistribution of masses, become eventually the same as those for the absolutely solid Earth (4.15). The rest terms of the excitation functions \( \psi_1 \) and \( \psi_1 \) (and also of the functions of the equatorial angular momentum \( \chi_1 \) and \( \chi_2 \)), which are irrelevant to deformations due to deflection, increase by \( \kappa \) times because of the effect of deformations due to rotation.

The terms representing the excitation function \( \chi_3 \) and the function of the axial angular momentum \( c_3 \) are virtually irrelevant to the effect of deformations due to rotation but are associated with deformations due to load. Therefore, only the term \( \Omega^2 n_3 \) that describes the redistribution of masses should be reduced (multiplied by \( 1 + k' \approx 0.7 \)).

Let us use complex values \( m = v_1 + iv_2, \psi = \psi_1 + i\psi_2, \) and \( \chi = \chi_1 + i\chi_2 \). Then the first two Equation 4.26 that describe the poles’ motion for the elastic Earth produce:

\[
\frac{i}{\sigma_0} \frac{dm}{dt} + m = \psi = \chi - \frac{i}{\Omega} \frac{d\chi}{dt} + \frac{i\kappa M}{\Omega^2(C - A)}
\]

(4.29)

If excitation is absent (\( \psi = 0 \)) but there is slope (\( m(t_0) = m_0 \neq 0 \)), then integrating (4.29), we have:

\[
m = m_0 \exp \{i\sigma_0(t - t_0)\}
\]

(4.30)

Thus, in the case of the elastic Earth the period of the poles’ free motion \( T \) is not equal to 304 days but is described by the following expression:

\[
T = \frac{2\pi}{\sigma_0} = \frac{A + \frac{9}{2} R}{C - A - \frac{9}{2} \Omega} = \frac{J_2 \left(1 + \frac{H}{H}ight)}{J_2 - \frac{1}{2} kq} \cdot 1 \text{ day}
\]

(4.31)

It is here taken into account that \( A = C - HC = J_2 \frac{1 - H}{H} Ma^2 \). Substituting the above values of geophysical constants \( J_2, H, \) and \( q \) in Equation 4.31 and assuming Love’s number to be \( k = 0.3 \), we obtain: \( T \approx 448 \) days.

Expression (4.31) allows one to also solve the reverse problem – to estimate Love’s number \( k \) by the observed period of the poles’ free motion (Chandler’s period \( T \)). The statistical analysis of a long series of observations of the poles’ coordinates yielded the following values for Chandler’s period (in the mean solar days): 433.15 ± 2.23 (for 1899–1967, Jeffreys (1968)), 441.21 ± 2.56 (1846–1965, Rykhlova (1971)), and 433.54 ± 2.12 (1846–1971, Yatskiv et al. (1976)). Substituting these \( T \) values into (4.31), we find that Love’s number \( k \) is equal to 0.28, 0.29, and 0.28, respectively.
It is worth mentioning that the above values of $k$, $k_0$, and $k$ are only valid for the disturbances that are described by the spherical harmonics of the second order and whose characteristic time is less than one year. They are not applicable for higher harmonics and low-frequency disturbances.

Thus, the theory of motion of the elastic Earth adequately describes the extension of the period of the poles’ free motion. This theory allows one to calculate the poles’ coordinates $v_1$ and $v_2$ and the Earth’s rotational velocity $v_3$ by the components of excitation function $\psi_i$ determined from geophysical data. It is also possible to solve the reverse problem – to calculate the components of excitation function $\psi_i$, using the values of $v_i$ determined from astronomical observations, and thus to assess the respective geophysical processes (Sidorenkov, 2002a, 2002b).

4.4 Interpretation of Excitation Functions

The dimensionless excitation functions $\psi_i$ are applicable for describing all kinds of geophysical phenomena governing the motion of the Earth around its center of masses. The investigation and calculation of functions $\psi_i$ are among the fundamental issues of studying the instabilities of the Earth’s rotation. It should be kept in mind that the meaning of excitation functions $\psi_i$ depends on the particular problems and methods of investigation. Let us consider functions $\psi_i$ as applied to estimating the effect of the atmosphere on the diurnal rotation of the Earth. Two approaches are possible here (Sidorenkov, 1968a).

The first approach is based on the assumption that the Earth–atmosphere system is closed; the problem is to study the balance of angular momentum in this system. The variations in the absolute angular momentum of the atmosphere are attended with the equal in magnitude but opposite in sign variations in the angular momentum of the Earth and, as a consequence of it, with small instabilities of the Earth’s rotation. The initial causes of these changes are the variations in the intensity of atmospheric circulation and the redistribution of air masses. The effect of atmospheric circulation (of winds) is accounted for through the components of the atmosphere relative angular momentum $h_i$ and their derivatives $d h_i / dt$. The effect of air mass redistribution is estimated by way of calculating the variable parts of the components of the atmosphere’s inertia tensor $\tilde{n}_{ij}$ and their derivatives $d \tilde{n}_{ij} / dt$. In this case, the moments of forces of mechanical interaction between the atmosphere and the Earth cancel out (by virtue of Newton’s third law) and are completely eliminated from consideration; that is, the components of the excitation function have the form:

\[
\begin{align*}
\Omega^2(C-A)\psi_1 &= \Omega^2 n_{13} + \Omega \kappa h_1 + \Omega \frac{d n_{23}}{dt} + \kappa \frac{d h_2}{dt} = \Omega^2(C-A) \left( \chi_1 + \frac{1}{\Omega} \frac{d \chi_2}{dt} \right) \\
\Omega^2(C-A)\psi_2 &= \Omega^2 n_{23} + \Omega \kappa h_2 - \Omega \frac{d n_{13}}{dt} - \kappa \frac{d h_1}{dt} = \Omega^2(C-A) \left( \chi_2 - \frac{1}{\Omega} \frac{d \chi_1}{dt} \right) \\
\Omega^2 C\psi_3 &= -\Omega^2(1+k')n_{13} - \Omega h_3 = -\Omega^2 C \chi_3
\end{align*}
\]

(4.32)
where \( n_{ij} \) and \( h_i \) are the components of the atmosphere inertia tensor and relative angular momentum.

Equation 4.32 involves the effective angular momentum functions \( \chi_i \), which are specified by formulas (4.16) with account for corrections for the elastic deformations of the Earth. One can see that functions \( \psi_i \) and \( \chi_i \) are linked by the following equations:

\[
\begin{align*}
\psi_1 &= \chi_1 + \frac{1}{\Omega} \frac{d\chi_2}{dt} \\
\psi_2 &= \chi_2 - \frac{1}{\Omega} \frac{d\chi_1}{dt} \\
\psi_3 &= -\chi_3
\end{align*}
\]

The above method of estimating the instabilities of the Earth’s rotation is called the angular momentum approach.

The second approach is based on the consideration of the Earth without the atmosphere but with account for the angular momentum flux through the Earth’s surface due to mechanical interaction between the atmosphere and the Earth. In this case, the absolute angular momentum of the atmosphere in not involved into the equation of motion; instead, one estimates the moments of forces \( M_i \) acting on the Earth from the side of the atmosphere. Thus, the excitation functions have the following form:

\[
\begin{align*}
\Omega^2(C-A)\psi_1 &= -\kappa M_2 \\
\Omega^2(C-A)\psi_2 &= \kappa M_1 \\
\Omega C \psi_3 &= \int_0^t M_3 dt'
\end{align*}
\]

The method described above is called the torque approach. It is fully valid for depicting the changes in the Earth’s angular momentum due to atmospheric effects. In particular, this method accounts for the effects of both the air mass circulation (which is eventually due to isolation) and the circulation caused by the gravity field of the closest to the Earth celestial bodies (by tides) or by the electromagnetic interaction between the atmosphere and the interplanetary magnetic field, or solar wind. The effects of redistribution of air and moisture masses are also accounted for in this method, because the replacing masses never come into the state of rest relative to the Earth’s surface until an excessive (insufficient) angular momentum is transmitted through drag friction.

If the Earth–atmosphere system is closed, then both methods (the balance one and that of the moments of forces) should in principle give similar results. Thus, the choice of a method depends only on the available meteorological data. The balance method requires at least the data series for the distribution of wind over the entire globe and at all heights. The method of the moments of forces is based on the data on the distribution of wind over the entire globe but only at one level – the surface layer of the atmosphere.
However, along with this advantage the latter method has significant disadvantages, the main of which are the inadequacy of the theory of the angular momentum exchange between the atmosphere and the Earth’s surface and the uncertainty of the drag coefficients. Also, an essential disadvantage of this method is that it yields not an integral value (the increment of the Earth’s rotational velocity) but a differential one (the angular accelerations). The errors, inevitable when calculating the Earth’s rotation angular accelerations by the torque approach, accumulate when integrating and thereby misrepresent the progressive changes (trends) in the velocity of the Earth’s rotation. If we take into account that the errors of calculated angular accelerations are large whereas the progressive changes in the Earth’s rotational velocity are relatively small, then it becomes clear that the torque approach gives no way of estimating the potential contribution of atmospheric circulation to the generation of these (progressive) changes in the Earth’s rotational velocity.

The moments of forces of mechanical interaction between the atmosphere and the Earth reflect all irregular and quasiperiodical variations in the atmospheric circulation. Therefore, it is hoped that the respective irregular and quasiperiodical variations in the velocity of the Earth’s rotation (of any periods) can be determined by the torque approach with an accuracy to the constant multiplier.

The torque approach has one fundamental advantage over the angular momentum approach: the latter is based on the assumption that the atmosphere’s absolute angular momentum can solely change due to the mechanical interaction between the atmosphere and the Earth (the surface drag friction and pressure forces applied to mountain ridges). Only in this case are the moments of forces applied to the atmosphere canceled out by the, equal in magnitude and opposite in direction, moments of forces acting (by virtue of Newton’s third law) onto the Earth. If there are any other phenomena or presently unknown forces that are responsible for changes in the absolute angular momentum of the atmosphere, then the balance may fail. In this case, the balance method in the form (4.32) can only be used for the time intervals that are sufficiently small for these unknown forces to exhibit the distorting effects. At the same time, the torque approach can be used no matter what forces and phenomena are responsible for changes in the atmosphere’s absolute angular momentum, because this momentum is likely to be transmitted from the atmosphere to the Earth only due to the moments of the drag and pressure forces. Other moments of forces that are capable of transmitting the angular momentum from the atmosphere to the Earth are unknown at present.

The effect of redistribution of moisture over the globe deserves special consideration. The evaporation of moisture entails a decrease in the Earth’s inertia tensor, whereas precipitation entails its increase. If precipitation and evaporation had occurred within the same area, the components of the Earth’s inertia tensor would not have changed. However, due to the atmospheric circulation, the water vapor entering the atmosphere through evaporation is carried away for distances of thousands of kilometers before it precipitates. This redistribution of moisture alters the Earth’s inertia tensor and, as a consequence, causes the instabilities of the Earth’s rotation. It should be mentioned that using the balance method in the
above interpretation (see (4.32)), we do not obtain these instabilities of rotation, because the atmosphere is solely a mechanism of moisture redistribution, it does not virtually change components $n_{ij}$ and $h_i$. To adequately describe the effect of moisture redistribution, it is necessary to introduce the terms that account for changes in the components of the Earth’s inertia tensor $N_{ij}$ into the excitation functions (4.32). Then, the excitation functions take the form:

$$\Omega^2 (C-A)\psi_1 = \Omega^2 (n_{13} + N_{13}) + \Omega \kappa h_1 + \Omega \frac{d(n_{23} + N_{23})}{dt} + \kappa \frac{dh_2}{dt}$$

$$\Omega^2 (C-A)\psi_2 = \Omega^2 (n_{23} + N_{23}) + \Omega \kappa h_2 - \Omega \frac{d(n_{13} + N_{13})}{dt} - \kappa \frac{dh_1}{dt}$$

$$\Omega^2 (C-A)\psi_3 = \Omega^2 (1 + k') (n_{33} + \delta C) - \Omega h_3 = -\Omega^2 C \chi_3 - \Omega^2 (1 + k') \delta C$$

When considering the interannual variations with the characteristic time intervals of the order of a decade or longer, one may neglect all the terms on the right-hand side of each expression from (4.35) except for the first one. Indeed, considerable multiyear variations in the relative angular momentum of the atmosphere are not observed. As has already been mentioned, the values of derivatives $\frac{dn_{ij}}{dt}$ and $\frac{dh_i}{dt}$ are inversely proportional to the time interval (in days) under consideration.

In this case the torque approach (4.33), unlike the angular momentum approach (4.32), yields correct results and does not require any modifications. The point is that the moisture transferred by the atmospheric circulation does not retain its angular momentum. The moisture exchanges its angular momentum with the surrounding air and, eventually, with the Earth’s surface, thereby quenching the velocity of relative motion. This exchange by the angular momentum occurs at the expense of the drag friction and pressure forces. The torque approach, accounts for the total flow of the angular momentum from the atmosphere to the Earth, including the forces that arise at the Earth/atmosphere interface due to moisture redistribution.

Thus, if the torque approach accounts only for the mechanical interaction between the atmosphere and the Earth, then the angular momentum approach allows us to investigate the role of the atmosphere in the instability of the Earth’s rotation as well, thus producing more reliable results. However, as is mentioned above, this approach is applicable to relatively short time intervals, insufficient to manifest the forces of distortion. For longer periods only the torque approach is applicable, this approach being very rough. Apart from this method, the modified balance method (4.35) can be used for estimating the effect of moisture redistribution.

When studying the seasonal instabilities of the Earth’s rotation, the expressions for the excitation functions $\psi_i$ can be simplified in many cases. In order to show this, let us compare the terms containing time derivatives with the terms without time
derivatives. Components \( n_{ij} \) and \( h_i \) vary with characteristic time intervals \( T_k \). They can be approximated by expressions:

\[
n_{ij} = \bar{n}_{ij} + a_{ij} \cos \frac{2\pi}{T_k} (t + t_0)
\]

\[
h_i = \bar{h}_i + b_i \cos \frac{2\pi}{T_k} (t + t'\_0)
\]

where \( \bar{n}_{ij} \) and \( \bar{h}_i \) are the values of \( n_{ij} \) and \( h_i \) averaged over period \( T_k \); \( a_{ij} \) and \( b_i \) are their amplitudes, and \( t_0 \) and \( t'\_0 \) are the initial phases.

Let us assess the orders of ratios of the following pairs of terms (in days):

\[
0 \left( \frac{\Omega^2 \bar{n}_{ij}}{\Omega \kappa \frac{dn_{ij}}{dt}} \right) = \frac{\Omega a_{ij} \cos \frac{2\pi}{T_k} (t-t_0)}{ka_{ij} \frac{2\pi}{T_k} \sin \frac{2\pi}{T_k} (t-t_0)} \approx \frac{\Omega}{2\pi} \approx T_k
\]

\[
0 \left( \frac{\Omega \kappa h_i}{\kappa \frac{dh_i}{dt}} \right) = \frac{\Omega b_i \cos \frac{2\pi}{T_k} (t+t'\_0)}{b_i \frac{2\pi}{T_k} \sin \frac{2\pi}{T_k} (t+t'\_0)} \approx \frac{\Omega}{2\pi} \approx T_k
\]

Here, it is taken into account that the parameters of variations in the components under consideration are approximately equal; that is, \( a_{13} \approx a_{23} \), and \( b_1 \approx b_2 \).

Hence, when considering the disturbances with characteristic time intervals of an order of one year \((T_k = 365 \text{ days})\), the terms containing derivatives \( \frac{dn_{ij}}{dt} \), and \( \frac{dh_i}{dt} \) may be neglected, because they are approximately by 365 times smaller than terms \( \Omega^2 \bar{n}_{ij} \) and \( \Omega \kappa h_i \), respectively.

### 4.5 Harmonic Excitation Function and Motion of the Earth’s Poles

The instabilities of the Earth’s rotation cannot be theoretically determined, because the excitation functions (4.27) are not calculated analytically but are found from empirical data on the processes occurring in the atmosphere, oceans, and solid Earth, these processes change very irregularly. Only some particular cases of the analytical presentation of the excitation functions can be considered. One such case is the excitations’ seasonal variations, which are adequately approximated by the sum of harmonics. The relationship between \( n_3 \) and \( \psi_3 \) is trivial; therefore we only consider the relationship between complex values \( m \) and \( \psi \).

The excitation function \( \psi \) that changes with time by the harmonic law with an annual period can be represented in the form:

\[
\psi = \psi_1 + i\psi_2 = (a_1 \cos \phi + b_1 \sin \phi) + i(a_2 \cos \phi + b_2 \sin \phi)
\]

\[
= A \cos (\phi - \varphi_1) + iB \cos (\phi - \varphi_2) = \psi^C \cos \phi + \psi^S \sin \phi
\]

\[
= (a_1 + ia_2) \cos \phi + (b_1 + ib_2) \sin \phi
\]

(4.36)
where $\oplus = 2\pi t$ is the longitude of the mean Sun, $t$ is the time in fractions of a year. The values $a_1, a_2, b_1,$ and $b_2$ are expressed in terms of the amplitudes ($A$ and $B$) and phases ($\varphi_1$ and $\varphi_2$) of the excitation function $\psi$:

$$A = \sqrt{a_1^2 + b_1^2}, \quad B = \sqrt{a_2^2 + b_2^2}$$

$$\varphi_1 = \text{arctg} \frac{b_1}{a_1}, \quad \varphi_2 = \text{arctg} \frac{b_2}{a_2}$$  \hspace{1cm} (4.37)

Alternatively, the same excitation function $\psi$ can be expressed as the circular movements in the positive (anticlockwise) and negative (clockwise) directions:

$$\psi = \psi^+ e^{i\oplus} + \psi^- e^{-i\oplus} = \psi^+ \cos\oplus + i\psi^+ \sin\oplus + \psi^- \cos\oplus - i\psi^- \sin\oplus$$  \hspace{1cm} (4.39)

Comparing (4.39) with (4.36), we find the expressions that connect the linear and circular parameters of the excitation function:

$$\psi^c = \psi^+ + \psi^- = a_1 + ia_2$$  \hspace{1cm} (4.40)

$$\psi^s = i(\psi^+ - \psi^-) = b_1 + ib_2$$  \hspace{1cm} (4.41)

Hence,

$$\psi^+ = \frac{a_1 + b_2}{2} + i\frac{a_2 - b_1}{2} = |\psi^+| e^{i\lambda^+}$$  \hspace{1cm} (4.42)

$$\psi^- = \frac{a_1 - b_2}{2} + i\frac{a_2 + b_1}{2} = |\psi^-| e^{-i\lambda^-}$$  \hspace{1cm} (4.43)

The radii and initial phases of these circular movements are obviously equal to:

$$|\psi^+| = \frac{1}{2} \sqrt{(a_1 + b_2)^2 + (a_2 - b_1)^2}$$  \hspace{1cm} (4.44)

$$|\psi^-| = \frac{1}{2} \sqrt{(a_1 - b_2)^2 + (a_2 + b_1)^2}$$  \hspace{1cm} (4.45)

$$\lambda^+ = \text{arctg} \frac{a_2 - b_1}{a_1 + b_2}$$  \hspace{1cm} (4.46)

$$\lambda^- = \text{arctg} \frac{-a_2 - b_1}{a_1 - b_2}$$  \hspace{1cm} (4.47)

Summing up, the positive and negative circular movements produce the elliptical trajectory. The major axis of the ellipse is equal to the sum of radii ($|\psi^+| + |\psi^-|$) and the minor axis – to their difference ($|\psi^+| - |\psi^-|$).

The eastern longitude of the major semiaxis of the ellipse $\lambda^E$ can be found from the following considerations. When the pole passes one of the ends of the ellipse major axis, the phases of circular movements coincide: $\oplus + \lambda^+ = - (\oplus + \lambda^-)$.

Hence:

$$\oplus = - \frac{1}{2} (\lambda^+ + \lambda^-) \quad \text{and} \quad \lambda^E = \oplus + \lambda^+ = \frac{1}{2} (\lambda^+ - \lambda^-)$$  \hspace{1cm} (4.48)
The longitude of another end of the major axis is $\lambda^E = 180^\circ + \frac{1}{2}(\lambda^+ - \lambda^-)$. The longitude of the minor axis is obviously equal to $90^\circ + \frac{1}{2}(\lambda^+ - \lambda^-)$.

From Equations 4.42 and 4.43, it is easy to deduce the relationships for calculating the coefficients of trigonometric terms, using the known parameters of the circular movements:

$$
\begin{align*}
a_1 &= |\psi^+|\cos\lambda^+ + |\psi^-|\cos\lambda^- \\
b_1 &= -|\psi^+|\sin\lambda^+ - |\psi^-|\sin\lambda^- \\
a_2 &= |\psi^+|\sin\lambda^+ - |\psi^-|\sin\lambda^- \\
b_2 &= |\psi^+|\cos\lambda^+ - |\psi^-|\cos\lambda^-
\end{align*}
$$

(4.49)

Also, the formulas similar to (4.36–4.49) can be written for the pole’s complex coordinate $m$.

The changes in the pole’s coordinate $m = \nu_1 + i\nu_2$, which are due to the effect of excitation $\psi = \psi_1 + i\psi_2$, are described by Equation 4.29 (as it is shown above). With account for expressions $\sigma_0 = 2\pi/T$ and $dt = d/(2\pi)$, it takes the form:

$$
iT \frac{dm}{d\Theta} + m = \psi
$$

(4.50)

The solution of this linear inhomogeneous differential equation of the first order is easily found (for example, with the help of Bernoulli’s substitution or by the method of variation of constants):

$$
m = m_0 e^{i\sigma_0} + \frac{e^{i\sigma}}{iT} \int_{-\infty}^{\Theta} \psi e^{i\sigma'} d\Theta'
$$

(4.51)

The first item in the right side of Equation 4.51 describes the free circular movement of the pole (with Chandler’s period $T$ and radius $m_0$) and the second item – the forced oscillation. Substituting the excitation function of the form (4.36) in (4.51) and integrating the received expression, we determine the forced oscillation in the explicit form:

$$
m_b = \frac{1}{T^2 - 1} \{ [-(a_1 + Tb_2) - i(a_2 - Tb_1)] \cos \Theta + [(Ta_2 - b_1) - i(Ta_1 + b_2)] \sin \Theta \}
$$

(4.52)

And if we use the excitation function of the form (4.38), then the poles’ forced motion is described by the expression:

$$
m_b = -\frac{1}{T-1} \psi^+ e^{i\Theta} + \frac{1}{T+1} \psi^- e^{-i\Theta}
$$

(4.53)

To characterize the pole’s motion in the form similar to expressions (4.40) and (4.41), we can write the equations:

$$
m^c = m^+ + m^- = \nu_1^c + i\nu_2^c \quad m^s = i(m^+ - m^-) = \nu_1^s + i\nu_2^s
$$

(4.54)
These equations give:

\[ v_1' = \text{Re}(m^{+} + m^{-}) = -\frac{1}{T-1} |\Psi^{+}| \cos \lambda^{+} + \frac{1}{T+1} |\Psi^{-}| \cos \lambda^{-} \]

\[ v_1' = \text{Im}(-m^{+} + m^{-}) = \frac{1}{T-1} |\Psi^{+}| \sin \lambda^{+} - \frac{1}{T+1} |\Psi^{-}| \sin \lambda^{-} \]

\[ v_2' = \text{Im}(m^{+} + m^{-}) = -\frac{1}{T+1} |\Psi^{+}| \sin \lambda^{+} - \frac{1}{T+1} |\Psi^{-}| \sin \lambda^{-} \]

\[ v_2' = \text{Re}(m^{+} - m^{-}) = -\frac{1}{T-1} |\Psi^{+}| \cos \lambda^{+} - \frac{1}{T+1} |\Psi^{-}| \cos \lambda^{-}. \quad (4.55) \]

Hence, if the Earth is subject to the action of the factor that is described by the harmonic excitation function with an annual period, the poles move with the same period but different amplitude. The Earth’s dynamic system transforms the amplitudes in such a way that the amplitude of the initial excitation grows by \(1/(T-1)\) times for the positive circular movement and diminishes by \(1/(T+1)\) times for the negative circular movement \((T \approx 1.2)\).

Also, Equation 4.50 allows one to solve the reverse problem: to find the parameters of the excitation function by the known coordinates of the pole. In order to derive the calculation formulas, we substitute expressions

\[ m = v_1' \cos \Theta + v_1' \sin \Theta + i(v_2' \cos \Theta + v_2' \sin \Theta) \quad (4.56) \]

and (4.36): \( \Psi = (a_1 + ia_2) \cos \Theta + (b_1 + ib_2) \sin \Theta \) into Equation 4.50, differentiate \( m \), and equate the similar terms. As a result we obtain:

\[ a_1 = v_1' - T v_2', \quad b_1 = v_1' + T v_2' \]

\[ a_2 = v_2' + T v_1', \quad b_2 = v_2' - T v_1' \quad (4.57) \]

If we substantiate expressions

\[ m = m^{+} e^{i\Theta} + m^{-} e^{-i\Theta} \text{ and } \Psi = \Psi^{+} e^{i\Theta} + \Psi^{-} e^{-i\Theta} \quad (4.58) \]

into (4.50), then in a similar manner we obtain:

\[ \Psi^{+} = (1-T)m^{+} \text{ and } \Psi^{-} = (1-T)m^{-} \quad (4.59) \]

Relationships (4.57)–(4.59) make it possible to calculate the needed parameters of the excitation functions with the use of the observed characteristics of the Earth’s poles’ motion with an annual period.

When using functions \( \chi \), of the atmospheric angular momentum, Equation 4.29 for the poles’ motion has the form:

\[ \frac{i}{\sigma_0} \frac{dm}{dt} + m = -\frac{i}{\Omega} \frac{d\chi}{dt} - \chi \quad (4.60) \]

Here, the equatorial components of the angular momentums of the Earth and atmosphere are connected by the oscillation differential equation. The periods of the free oscillations of the Earth and atmosphere are essentially different: for the Earth \( T = 2\pi/\sigma_0 = 430 \text{ days} \) and for the atmosphere \( T_0 = 2\pi/\omega = 1 \text{ day} \).
Let at \( t = 0 \) be \( m = m_0 \), and \( \chi = \chi_0 \). Then, solving Equation 4.60 by standard methods and using the integration by parts, we find:

\[
m = e^{i\sigma} \left[ m_0 - i\sigma \left( 1 + \frac{\sigma}{\omega} \right) \chi\int_0^t e^{-i\omega\tau} d\tau \right] - \frac{\sigma}{\omega} \left[ \chi - \chi_0 e^{i\sigma} \right]
\] (4.61)

4.6
Equation of Motion of the Earth’s Spin Axis in Space

The motion of the Earth with respect to its center of masses is most convenient to be described with the help of Euler’s angles \( \psi, \theta, \) and \( \phi \). They characterize the orientation of the moving coordinate system \( O\xi \) with respect to the inertial space coordinate system \( O\xi_i \) and are shown in Figure 4.2. As is seen from this figure, the moving system \( O\xi \) can be transformed from some position of the inertial system \( O\xi_i \) into the position shown in Figure 4.2, by way of three consecutive turnings:

1. the turning through angle \( \psi \) around axis \( O\xi_3 \), after which axis \( O\xi_2 \) takes up the position of the line of knots \( ON \) and axis \( O\xi_1 \)–the position of \( OA \);
2. the turning through angle \( \theta \) around line \( ON \), after which axis \( O\xi_3 \) matches with axis \( O\xi_3 \) and line \( OA \)–with line \( OB \);
3. the turning through angle \( \phi \) around axis \( O\xi_3 \), after which line \( OB \) matches with axis \( O\xi_1 \) and line \( ON \) with axis \( O\xi_2 \).

Figure 4.2 Euler’s angles.
Resulting from these turnings, axes $Ox_i$ take up the position shown in Figure 4.2. Angles $\psi$, $\theta$, and $\varphi$ are called the angles of precession, nutation, and proper rotation, respectively.

Thus, the transition from coordinate system $O\xi_i$ to coordinate system $Ox_i$ may be represented as three successive turnings of $T_i$. The formula for transforming the coordinates is described by equation $x = TX$, where matrix $T$ may be obtained:

$$T = T_3(\varphi)T_2(\theta)T_1(\psi)$$

$$= \begin{pmatrix}
\cos\varphi & \sin\varphi & 0 \\
-sin\varphi & \cos\varphi & 0 \\
0 & 0 & 1
\end{pmatrix} \cdot \begin{pmatrix}
\cos\theta & 0 & -\sin\theta \\
0 & 1 & 0 \\
\sin\theta & 0 & \cos\theta
\end{pmatrix} \cdot \begin{pmatrix}
\cos\psi & \sin\psi & 0 \\
-sin\psi & \cos\psi & 0 \\
0 & 0 & 1
\end{pmatrix}$$

$$= \begin{pmatrix}
\cos\varphi\cos\theta\cos\psi-\sin\varphi\sin\psi & \cos\varphi\cos\theta\sin\psi+\sin\varphi\cos\psi & -\cos\varphi\sin\theta \\
-sin\varphi\cos\theta\cos\psi-\cos\varphi\sin\psi & -\sin\varphi\cos\theta\sin\psi+\cos\varphi\cos\psi & \sin\varphi\cos\theta \\
\sin\theta\cos\psi & \sin\theta\sin\psi & \cos\theta
\end{pmatrix}$$

(4.62)

The derivatives of Euler's angles are the angular velocities that form the vector of angular velocity $\omega$ of the Earth's rotation:

$$\omega = \dot{\varphi}e_\varphi + \dot{\theta}e_\theta + \psi e_\psi$$

(4.63)

where $e_\varphi$, $e_\theta$, and $e_\psi$ are the unit vectors of axes $Ox_3$, $ON$, and $O\xi_3$. Let us express the projections of vector $\omega\{\omega_1, \omega_2, \omega_3\}$ as Euler's angles and their time derivatives. For this purpose we project expression (4.63) onto axes $Ox_i$. Then we obtain:

$$\omega_1 = \dot{\theta}\sin\varphi - \psi\sin\theta\cos\varphi$$

$$\omega_2 = \dot{\varphi}\cos\varphi + \psi\sin\theta\sin\varphi$$

$$\omega_3 = \dot{\psi} + \psi\cos\theta$$

(4.64)

Equations 4.64 are called Euler's kinematics equations.

Also, one can express the derivatives of Euler's angles as projections of $\omega_i$:

$$\dot{\psi} = \frac{1}{\sin\theta}(\omega_2\sin\varphi - \omega_1\cos\varphi)$$

$$\dot{\theta} = \omega_1\sin\varphi + \omega_2\cos\varphi$$

$$\dot{\varphi} = \omega_3 + (\omega_1\cos\varphi - \omega_2\sin\varphi)\cot\theta$$

(4.65)

Let us assume Euler's angles $\psi$, $\theta$, and $\varphi$ as the generalized coordinates and express the kinetic energy $E$ of the rotation of the dynamically symmetric Earth in terms of these angles and their derivatives:

$$E = \frac{1}{2} \left[ A(\dot{\theta}^2 + \dot{\psi}^2\sin^2\theta) + C(\dot{\varphi}^2 + \dot{\psi}\cos\theta)^2 \right]$$

(4.66)

Knowing the Lagrangian function $\mathfrak{R} = E - U$, we can set Lagrange's equation:

$$\frac{d}{dt} \frac{\partial \mathfrak{R}}{\partial \dot{q}_i} - \frac{\partial \mathfrak{R}}{\partial q_i} = 0$$

(4.67)
where $U$ is the potential energy; $q_1 = \psi$, $q_2 = \theta$, and $q_3 = \varphi$ are Euler’s angles. Calculating the partial derivatives of $E$ and $U$ and substantiating them in (4.67), we obtain:

$$
\frac{d}{dt} [A\psi \sin^2 \theta + C(\phi + \psi \cos \theta) \cos \theta] = -\frac{\partial U}{\partial \psi}
$$

$$
A\dot{\theta} - A\psi^2 \sin \theta \cos \theta + C(\phi + \psi \cos \theta) \psi \sin \theta = -\frac{\partial U}{\partial \theta}
$$

(4.68)

$$
\frac{d}{dt} [C(\phi + \psi \cos \theta)] = -\frac{\partial U}{\partial \phi} = 0
$$

The potential energy does not depend on $\varphi$, because the Earth is a body of revolution and its gravity field is symmetrical with respect to the axis of rotation. From the third Equation 4.68 it follows:

$$
\dot{\psi} + \psi \cos \theta = \text{const} \approx \Omega
$$

(4.69)

With account for (4.69), Equation 4.68 can be rewritten in the following form:

$$
A\psi \sin^2 \theta + 2A\psi \dot{\psi} \sin \theta \cos \theta - C\Omega \dot{\psi} \sin \theta = -\frac{\partial U}{\partial \psi}
$$

$$
A\dot{\theta} - A\psi^2 \sin \theta \cos \theta + C\Omega \psi \sin \theta = -\frac{\partial U}{\partial \theta}
$$

(4.70)

The velocities of precession $\psi$ and nutation $\dot{\theta}$ of the Earth’s spin axis are by many orders of magnitude lower than the angular velocity of the Earth’s diurnal rotation $\phi = \Omega$. Therefore, one may neglect the first two terms in the left part of (4.70). As a result, we have:

$$
\frac{d\theta}{dt} = \frac{1}{C\Omega \sin \theta} \frac{\partial U}{\partial \psi}
$$

(4.71)

$$
\sin \theta \frac{d\psi}{dt} = -\frac{1}{C\Omega} \frac{\partial U}{\partial \theta}
$$

Complex variables are generally introduced into (4.71). In this case we obtain:

$$
\frac{d\theta}{dt} + i \sin \theta \frac{d\psi}{dt} = \frac{1}{C\Omega} \left( \frac{1}{\sin \theta} \frac{\partial U}{\partial \psi} - i \frac{\partial U}{\partial \theta} \right)
$$

(4.72)

Equations 4.71 and 4.72 are called the Poisson equations. They describe changes in the direction of the Earth’s spin axis with respect to the inertial space coordinate system $O\xi$, which occur under the effect of gravity of the Moon, Sun, and planets. These equations are the fundamental equations of the theory of precession and nutation, which will be more thoroughly discussed in Chapter 5.

Thus, the theory of instabilities of the Earth’s rotation, which is presented in this chapter, shows that these instabilities can be expressed with the help of the excitation functions, which in most cases cannot be analytically obtained. They should be determined from empirical data on the processes occurring on the Earth. In the case of the effect of the atmosphere, the excitation functions are determined either from the data on changes in the components of the moment of inertia (the effect of redistribution of the air and water masses) and the variations in the relative angular
momentum of the atmosphere (the effect of winds) or by calculating the torques of the atmosphere acting onto the Earth’s surface. In the theory of precession and nutation, the excitations are the moments of forces acting onto the Earth through the attraction of celestial bodies surrounding the Earth. There are no principal difficulties hindering the determination of these forces; the difficulties are associated with the account for the complicated structure and physical properties of all the envelopes of the Earth.
5  
Tides and the Earth’s Rotation  

5.1  
Tide-Generating Potential  

Every particle of any geosphere (either atmosphere or ocean or lithosphere) is affected by the gravitational forces of the Earth and the surrounding celestial bodies, and also the inertial and electromagnetic forces. The latter two are usually ignored in the tide-generating theories as they are much less than the former two. The surface of the geosphere corresponds to a gravitational equipotential surface of all gravitational and inertial forces. The Earth’s gravitational potential and the potential of the centrifugal forces arising from the diurnal Earth’s rotation together form an unperturbed level, while the gravitational potentials of the Moon and the Sun and the centrifugal potentials arising from the orbital motion of the Earth vary with time and perturb the geosphere level.

Let us first deduce an expression for the tide-generating potential of the Moon alone. Following Lamb (1932), we take a unit-mass particle of a geosphere (for example, ocean) at point $A$ (Figure 5.1). Let $R$ and $d_M$ be the geocentric radii-vectors of points $A$ and Moon $M$, respectively; the angle $z_M$ is the zenith distance of the Moon at point $A$, reduced to the Earth’s center. Then the gravitational potential of the Moon $W_M$ at point $A$ is as follows:

$$W_M = -\frac{\gamma M_M}{|d_M - R|} = -\frac{\gamma M_M}{d_M} \left(1 - 2 \frac{R}{d_M} \cos z_M + \left(\frac{R^2}{d_M^2}\right)^{1/2}\right)$$  

(5.1)

Here, $\gamma$ is the gravitational constant; $M_M$ is the Moon’s mass.

$$|d_M - R| = (d_M^2 + R^2 - 2d_M R \cos z_M)^{1/2}, \quad (R \cdot d_M) = Rd_M \cos z_M$$  

(5.2)

It is known that the Earth and the Moon revolve translating around the Earth–Moon system’s mass center, the Earth and the Moon moving along their trajectories, which are geometrically similar and represent ellipses with a common focus in the center of mass $O_1$ (Figure 2.2). The Earth’s ellipse $E$ is as many times less than the Moon’s ellipse of $M$ as the mass of the Moon $M_M$ is less than the mass of the Earth $M_E$.

Let us take a coordinate system whose origin is in the Earth’s center of mass and whose axes are constantly directed at fixed celestial objects. In this coordinate system, movement of substance is defined not only by the gravitational potential of the
Moon (5.1) but also by the potential of centrifugal forces $\Phi_M$ arising from the translational motion of the coordinate system revolving, together with the Earth, around the center of mass $O_1$ of the Earth–Moon system. The centrifugal forces are identical for all particles of the geosphere and parallel to vector $d_E$ (in the opposite direction of the Moon). This force compensates the lunar gravity force averaged over the total mass of the Earth $-\gamma M_M \frac{d_M}{d^2_M}$. Hence, we find an equivalent of the potential of the centrifugal force by means of integration by $dR$:

$$\Phi_M = \frac{\gamma M_M}{d_M^2} R \cos z_M + C$$

(5.3)

Summing expressions (5.1) and (5.3), we obtain:

$$U_M = W_M + \Phi_M = -\frac{\gamma M_M}{d_M} \left(1 - 2 \frac{R}{d_M^2} \cos z_M + \frac{R^2}{d_M^2} \right) + \frac{\gamma M_M}{d_M^4} R \cos z_M + C$$

(5.4)

In the center of the Earth ($R = 0$), potential $U_M$ is equal to zero, consequently $C = \frac{\gamma M_M}{d_M}$.

If the first term of the right part (5.4) is expanded into a series in powers of equatorial parallax $R/d_M$, we have:

$$U_M = -\frac{\gamma M_M}{d_M} - \frac{\gamma M_M}{d_M^2} R \cos z_M + \gamma M_M \sum_{n=2}^{\infty} \frac{R^n}{d_M^{n+1}} P_n(\cos z_M)$$

$$+ \frac{\gamma M_M}{d_M^2} R \cos z_M + \gamma M_M \sum_{n=2}^{\infty} \frac{R^n}{d_M^{n+1}} P_n(\cos z_M)$$

(5.5)

where $P_n(\cos z_M)$ is the Legendre polynomial of degree $n$.

Function $U_M$ is referred to as the tide-generating potential of the Moon. It represents a series with the rate of convergence $R/d_M$ and the Legendre polynomials $P_n(\cos z_M)$, beginning with the second degree. Since $R/d_M$ is equal to 0.016, all terms of the series, except for the first, can be neglected in the first approximation. Then we have:

$$U_{2M} = \gamma M_M \frac{R^2}{d_M^2} \left(\frac{3}{2} \cos^2 z_M - \frac{1}{2}\right)$$

(5.6)
If $U_{2M}$ is considered a function of the position of point $A$, it is a zonal spherical harmonic of the second degree with an axis parallel to $d_M$. It sufficiently accurately describes the tide-generating potential of the Moon.

Similarly, expressions for the tide-generating potentials of the Sun, planets and other celestial bodies are derived. Replacing $M_M$, $d_M$ and $z_M$ in (5.5) and (5.6) by the mass of the Sun $M_S$, its geocentric distance $d_S$ and geocentric zenith distance $z_S$, respectively, we find the tide-generating potential of the Sun $U_S$:

$$U_S = \gamma M_S \sum_{n=2}^{\infty} \frac{R^n}{d_S^n+1} P_n(\cos z_S) \approx \gamma M_S \frac{R^2}{d_S^3} \left( \frac{3}{2} \cos 2z_S - \frac{1}{2} \right)$$ \hspace{1cm} (5.7)

Let the Doodson constant $G$ be introduced. Let us denote

$$G(R) = \frac{3}{4} \gamma' \mu \frac{R^2}{c^3}$$ \hspace{1cm} (5.8)

where $\gamma'$ is the gravitational constant multiplied by the Earth’s mass; $\mu$ is the mass of a perturbing body (in units of the Earth’s mass); $c$ is the semimajor axis of the orbit of the perturbing body; $R$ is the distance from observer $A$ to the Earth’s center. The average radius of the Earth is denoted as $a$, and gravitational acceleration as $g = \gamma'/a^2$. Hence:

$$G(R) = \frac{3}{4} \mu \frac{ga^2}{c^3} R^2 = \left( \frac{R}{a} \right)^2 G$$ \hspace{1cm} (5.9)

where $G = G(a) = \frac{3}{4} \mu \frac{a^5}{c^3} = \frac{3}{4} \gamma' \mu \frac{a^2}{c^3}$ is referred to as the Doodson constant. Its value depends on the perturbing body. For tides caused by the Moon ($\mu = 1/81.30$; $c = 60.27a$; $a = 6371,012$ m; $g = 9.8204$ m/s$^2$), the Doodson constant is equal to:

$$G_M = 2.6364 \text{ m/s}^2$$ \hspace{1cm} (5.10)

For solar tides when $\mu = 332,946$ and $c = 23,466a$:

$$G_S = 1.2091 \text{ m}^2\text{s}^{-2} = 0.46 \ G_M$$ \hspace{1cm} (5.11)

The ratio of tide-generating potentials of the Moon and the Sun is equal to:

$$\frac{G_M}{G_S} = \frac{M_M}{M_S} \cdot \frac{d_S^2}{d_M^2} = 2.17$$

that is, the influence of the Moon is 2.17 times as great as that of the Sun. Similarly, it can be shown that the influence of the Moon is by several orders of magnitude greater than that of Jupiter, Venus, Saturn, and other planets.

The total influence of the lunar and solar tides gives height $\xi(m)$ of a static tide:

$$\xi = \frac{U}{g} \approx \frac{G_M + G_S}{g} \left( \cos 2z + \frac{1}{3} \right) = 0.39 \left( \cos 2z + \frac{1}{3} \right)$$ \hspace{1cm} (5.12)

that is the reference surface of the Earth may range from $+52$ cm to $-26$ cm. The Earth’s figure deformed by the tides of the type described by (5.12) is a harmonious zonal-type spheroid of the second degree whose axis goes through the perturbing body.

Expression for tide-generating potential $U_2$ contains a coordinate of horizontal system of celestial coordinates, namely geocentric zenith distance $z$ of a perturbing
body. It is inconvenient to use local coordinates. Therefore, the equatorial system of celestial coordinates is used instead of the horizontal system (instead of \(z, d\), hour angle \(H\) and astronomical coordinates of an observation point (latitude \(\phi\) and longitude \(\lambda\)) are used (Melchior, 1971, 1983). The following basic formula of a parallactical triangle is used:

\[
\cos z = \sin \varphi \sin \delta + \cos \varphi \cos \delta \cos H
\]

(5.13)

Let (5.13) be substituted in (5.6), performing the following transformations before:

\[
\cos^2 z = \sin^2 \varphi \sin^2 \delta + \cos^2 \varphi \cos^2 \delta \cos^2 H
\]

\[
+ 2 \sin \varphi \cos \varphi \sin \delta \cos \delta \cos H
\]

\[
\cos^2 H = \frac{\cos 2H + 1}{2}
\]

\[
3 \cos^2 z - 1 = 3 \sin^2 \varphi \sin^2 \delta - 1 + \frac{3}{2} \cos^2 \varphi \cos^2 \delta \cos 2H + 1
\]

\[
+ \frac{3}{2} \sin 2\varphi \sin 2\delta \cos H = 3 \sin^2 \varphi \sin^2 \delta - 1 + \frac{3}{2} \cos^2 \varphi \cos^2 \delta
\]

\[
+ \frac{3}{2} \cos^2 \varphi \cos^2 \delta \cos 2H + \frac{3}{2} \sin 2\varphi \sin 2\delta \cos H
\]

The first of these terms can be written as:

\[
3 \sin^2 \varphi \sin^2 \delta - 1 + \frac{3}{2} (1 - \sin^2 \varphi)(1 - \sin^2 \delta)
\]

\[
= 3 \sin^2 \varphi \sin^2 \delta + \frac{3}{2} \sin^2 \varphi \sin^2 \delta - \frac{3}{2} \sin^2 \varphi - \frac{3}{2} \sin^2 \delta - 1 + \frac{3}{2}
\]

\[
= \frac{3}{2} \left[ 3 \sin^2 \varphi \sin^2 \delta - \sin^2 \varphi - \sin^2 \delta + 1 \right]
\]

\[
= \frac{3}{2} \left[ 3 \left( \sin^2 \varphi - \frac{1}{3} \right) \left( \sin \delta - \frac{1}{3} \right) \right]
\]

Finally (5.6) and (5.13) give:

\[
U_2 = G \left( \frac{R}{a} \right)^2 \left( \frac{c}{d} \right)^3 \times \left[ \cos^2 \varphi \cos^2 \delta \cos 2H + \sin 2\varphi \sin \delta \cos H + 3 \left( \sin^2 \varphi - \frac{1}{3} \right) \left( \sin^2 \delta - \frac{1}{3} \right) \right]
\]

(5.14)

where \(G\) is the Doodson constant; \(c\) is the major semiaxis of the lunar orbit and \(d\) is the geocentric distance of the Moon; \(a\) is the average radius of the Earth.

Such separation of the tide-generating potential into three terms was introduced by Laplace, who first gave physical and geometrical interpretation of the terms. Each of the terms describes the corresponding type of tides and the spherical function of the second degree.

The first spherical function (sectorial harmonic) has nodal lines (zero lines) on the meridians located in 45° on every side of the meridian of a perturbing body.
These lines divide the Earth into four sectors where the function is alternately positive and negative. One of the function multipliers is $\cos 2H$, that is the described tides have a semidiurnal period. The maximal amplitudes are observed on the equator provided that the declination of the perturbing body is zero. Tides are zero at the poles. Laplace named these tides of the third type. They affect neither the short-period variations in the rate of the Earth’s rotation nor the movement of the poles but cause the Earth’s secular spin-down due to the tide-generating friction.

The second spherical function is referred to as a tesseral one. As the nodal lines, it has the equator and the meridian located in $90^\circ$ from the meridian of the perturbing body (Figure 5.2 (2)). This function divides the sphere into the areas that have the sign changed along with the change of the sign of declination $d$. The tesseral function contains factor $\cos H$, therefore it describes the tides with the diurnal period. The maximal amplitudes of the tides are observed at latitudes of $\pm45^\circ$ provided the maximal declination of the perturbing body. Zero tides are at the equator and the poles. Laplace named these tides of the second type. They influence the position of the pole of inertia, causing precession, nutation and movement of the Earth’s poles. Tides of the second type do not affect the rate of the Earth’s rotation.

The third spherical function (zonal harmonic) depends only on the latitude of a site. Its nodal lines are parallels $\pm35^\circ16'$ (Figure 5.2 (1). This spherical function does not explicitly depend on time (hour angle $H$) and its periods are defined by changes of declination $d$ and parallax $a/c$ of a perturbing body. 14-day and 27.3-day periods of lunar tides and 0.5-year and 1-year periods of solar tides prevail here. These tides are referred to as long-period tides or first-type tides by Laplace’s classification. They do not displace the pole of inertia but change the polar moment of inertia of the Earth. Therefore, the zonal tides cause significant variations of the rate of the Earth’s rotation, the variations having the above-mentioned periods. Due to zonal tides, the reference surface is constantly displaced downwards at the pole (approximately by 28 cm) and raised at the equator (approximately by 14 cm), which somewhat increases the compression of the Earth.

### 5.2 Expansion of Tide-Generating Potential

Tidal analysis and forecast should be based on solar and lunar motion theories. For a long time the calculation of tides was based on Newcomb’s theory of the
motion of the Sun and Brown’s theory of the Moon’s motion (Brown, 1905, 1919). The best known is Doodson’s research (Doodson, 1922), who used Newcomb’s and Brown’s theories in order to perform the harmonic expansion of the tide-generating potential containing 396 harmonic terms. Subsequently, the expansion was performed by Cartwright and Tayler (1971), Cartwright and Edden (1973), Büllesfeld (1985), Xi (1987, 1989), and Tamura (1987, 1995). Until recently the most accurate expansions of tide-generating potential were performed by Hartmann and Wenzel (1994, 1995) and Roosbeek (1996) who used different techniques.

Roosbeek (1996) applied an analytical method. He took ephemerides of attractive bodies from the analytical series of the ELP2000–85 theory (Chapront-Touzé and Chapront, 1988) for the spherical coordinates of the Moon and the VSOP87 theory (Bretagnon and Francou, 1988) for the orbital elements of the major planets of the Solar System. Roosbeek obtained the expansion of the tide-generating potential by consecutive multiplications of the initial analytical series for coordinates of the Moon, the Sun and the planets. The accuracy of the final expansion is obviously limited by the accuracy of the coordinates of attractive bodies in the initial analytical series (at the present time, the accuracy of the coordinates is less than that of the current numerical ephemerides of the Moon and the planets of series DE/LE calculated by NASAs JPL).

Hartmann and Wenzel (1994, 1995) used a different approach to obtain the expansion of the tide-generating potential. They used the JPL DE/LE 200 numerical ephemeris (Standish and Williams, 1981) to get the coordinates of attractive bodies. The authors prepared a table of the tide-generating potential for a 300-year period from 1850 to 2150, with a small interval, and performed Fourier analysis of the data. This approach is based on the more accurate initial ephemerides of attractive bodies as compared with the technique used by Roosbeek (1996). A classical shortcoming of any spectral method is insufficient separation of close-frequency components if the spectral analysis is carried out on the data calculated (or measured) over a rather short time period. Nevertheless, Hartmann and Wenzel’s analytical expansion of the tide-generating potential was the most accurate at that time (1995).

A similar method was applied by Kudryavtsev (2004) but he used a new technique of the expansion of an arbitrary tabulated function of the coordinates of the Moon, the Sun and the planets into Poisson’s series. The technique implies that the amplitudes and frequencies of the terms of the series are high-degree time polynomials (as opposed to classical Fourier’s analysis, where the amplitudes and frequencies of the final expansion are constants). The coordinates of perturbing bodies were taken from the most accurate long-term DE/LE-406 numerical ephemeris (Standish, 1998). The new expansion (KSM03) includes 26 753 terms in the original format (or 28 806 terms in the standard HW95 format) with amplitudes no less than $10^{-8} \text{ m}^2/\text{s}^2$.

The theories of the Moon’s motion and the Earth’s rotation employ the following fundamental arguments: the mean anomaly of the Moon $\delta = s - p$; the mean anomaly of the Sun $\delta = h - p_0$; the mean elongation of the Moon from the ascending node $F = s - N$; the mean elongation of the Moon from the Sun $D = s - h$; and the mean
longitude of the ascending node of the Moon $N$. The arguments depend on the mean longitudes $s$ and $h$ and perigees $p$ and $p_s$ of the Moon and the mean Sun, respectively. All the basic arguments are almost linear functions of time. Reduced to the fundamental epoch of 2000, January 1, 12 h TDB, they are described by the following expressions (Simon et al., 1994):

$$
\begin{align*}
 l &= 134^\circ .96340251 + 477198^\circ .8675T + 31^\prime .8792T^2 \\
 &\quad + 0^\prime\prime .051635T^3 - 0^\prime\prime .0002447T^4 \\
 l' &= 357^\circ .52910918 + 35999^\circ .050287 - 0^\prime .5532T^2 \\
 &\quad - 0^\prime\prime .000136T^3 - 0^\prime\prime .0001149T^4 \\
 F &= 93^\circ .27209062 + 483202^\circ .0172T - 12^\prime\prime .7512T^2 \\
 &\quad - 0^\prime\prime .001037T^3 + 0.00000417T^4 \\
 D &= 297^\circ .85019547 + 445267^\circ .1114T - 6^\prime\prime .3706T^2 \\
 &\quad + 0^\prime\prime .006593T^3 - 0^\prime\prime .0003169T^4 \\
 N &= 125^\circ .044555501 - 1934^\circ .1363T + 7^\prime\prime .4722T^2 \\
 &\quad + 0^\prime\prime .007702T^3 - 0^\prime\prime .00005939T^4
\end{align*}
$$

where $T$ is the time in Julian centuries (36 525 ephemeris days per century) starting from the fundamental epoch of 2000, January 1, 12 h TDB, that is from the Julian Date JD 2451545.0.

Doodson used linear combinations of the following six independent variables as arguments of some harmonics of his expansion of the tide-generating potential:

- $\tau = 180^\circ + H$ is the mean Greenwich lunar time, $H$ is the hour angle of the Moon;
- $s$ is the mean longitude of the Moon;
- $h$ is the mean longitude of the Sun;
- $p$ is the mean longitude of the lunar perigee;
- $N = -N'$, where $N$ is the mean longitude of the ascending node of the Moon’s orbit;
- $p_s$ is the mean longitude of the solar perigee.

Doodson’s variables are expressed through the fundamental arguments (5.15) as follows:

$$
\begin{align*}
 \tau &= ST + \pi - s \\
 s &= F + N \\
 h &= s - D \\
 p &= s - l \\
 N' &= -N \\
 p_s &= s - D - l'
\end{align*}
$$

The last five variables (5.16) are the mean longitudes measured along the ecliptic from the average point of the vernal equinox. Each of Doodson’s variables is an
almost linear time function. So, the mean longitudes reduced to the fundamental Epoch of 2000, January 1, 12 h TDB, are described by the following expressions:

\[
s = 218^\circ \cdot 3166456 + 481267^\circ \cdot 8809T - 5'' \cdot 279T^2 \\
+ 0'' \cdot 0067T^3 - 0'' \cdot 0000552T^4
\]

\[
h = 280^\circ \cdot 46607 + 36000^\circ \cdot 7698T + 1'' \cdot 089T^2 \\
+ 0'' \cdot 000057T^3 - 0'' \cdot 0000235T^4
\]

\[
p = 83^\circ \cdot 3532431 + 4069^\circ \cdot 0134T - 37'' \cdot 1582T^2 \\
- 0'' \cdot 0449T^3 - 0'' \cdot 000189T^4
\]

\[
N = 125^\circ \cdot 044555501 - 1934^\circ \cdot 1363T + 7'' \cdot 4722T^2 \\
+ 0'' \cdot 007702T^3 - 0'' \cdot 0000594T^4 = - N'
\]

\[
p_s = 282^\circ \cdot 9369609 + 1^\circ \cdot 71952T + 1'' \cdot 6422T^2 \\
- 0'' \cdot 000079T^3 - 0'' \cdot 00001T^4
\]

Here, as in (5.15), \( T \) is the time in Julian centuries. In (5.17), the mean longitudes are taken equal to the right ascensions.

The mean solar time \( t \) can be determined if we equate sidereal times \( ST \) calculated with the Moon \( (ST = \tau + s) \) and with the Sun \( (ST = t + h) \):

\[
t = \tau + s - h \tag{5.18}
\]

Doodson chose the variables for the expansion of the tide-generating potential so that the corresponding angular velocities were positive (therefore the changed sign of the longitude of the ascending angle \( N \)) and arranged in the decreasing order. So, upon performing differentiation on the variables (5.17) with respect to time and keeping only the constant term, we have the following angular velocities expressed in °/mean solar hour:

\[
\dot{s} = 0.5490165 \\
\dot{h} = 0.0410686 \\
\dot{p} = 0.0046418 \\
\dot{N}' = 0.0022064 \\
\dot{p}_s = 0.00000196 \\
\dot{t} = 14.492052109 \\
ST = 15.0410686 \tag{5.19}
\]

The fundamental periods given in Table 5.1 correspond to these angular velocities of the variables commonly encountered in the tidal theories:

The tropical month and the tropical year are the time intervals between two successive passages of the Moon and the Sun, respectively, through the vernal equinox. The nodical (draconic) month determines the time interval between two successive transits of the Moon through its ascending node. The anomalistic month and anomalistic year are the time intervals between two successive transits of the Moon and the Sun, respectively, through the perigee and perihelion. The synodic
month determines the period of recurrence of lunar phases. The periods of evection and variation correspond to cycles of the change of the lunar orbit’s eccentricity under the influence of the gravitational attraction of the Sun.

The declination $\delta$, the hour angle $H$ and the distance $c/d$ of the Moon and the Sun are complicated functions of time $t$. Therefore, the factors with these parameters in the expression for the tide-generating potential $U$ are expanded into the trigonometrical series (theoretically infinite). In the general case, it is usually represented in the form (Lambeck, 1988; Moritz and Müller, 1987):

$$U = \sum_{n=2}^{\infty} \sum_{m=2}^{n} P_{nm} \sin \phi \sum_{j} C_{nmj} \cos \left[ \omega_{nmj} t + \beta_{nmj} + m \lambda + (n-m) \frac{\pi}{2} \right]$$  \hspace{1cm} (5.20)

where $C_{nmj}$ and $\beta_{nmj}$ are constants; $\omega_{nmj}$ is the angular velocity; $P_{nm}(\sin \phi)$ are Legendre’s polynomials. This expansion differs from Doodson’s expansion in the signs of coefficients $C_{2mj}$ and the phase angle $(n-m) \frac{\pi}{2}$ (specifically, the signs of $C_{20j}$ and $C_{21j}$ and the angle $(2-m) \frac{\pi}{2}$).

### 5.2.1 Semidiurnal Waves

Let us deduce the basic harmonics of the tide-generating potential $U_2$ for $R = a$ by using Melchior’s approach (Melchior, 1983). Let us first consider the semidiurnal waves that are implied by the first term (5.14):

$$G \left( \frac{c}{d} \right)^3 \cos^2 \phi \cos^2 \delta \cos 2H = G_\phi \left( \frac{c}{d} \right)^3 \cos^2 \delta \cos 2H$$  \hspace{1cm} (5.21)

### Table 5.1 The fundamental frequencies in the Earth–Moon–Sun motion.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Frequency, $^\circ$/hour</th>
<th>Period, mean solar day</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>14.492052109</td>
<td>1.035050</td>
<td>The mean lunar day (24 h 50.47 min)</td>
</tr>
<tr>
<td>$s$</td>
<td>0.549016530</td>
<td>27.321582</td>
<td>The mean tropical month of the Moon</td>
</tr>
<tr>
<td>$H$</td>
<td>0.041068639</td>
<td>365.242199</td>
<td>The mean tropical year of the Sun</td>
</tr>
<tr>
<td>$P$</td>
<td>0.004641837</td>
<td>8.847 yr</td>
<td>The mean period of revolution of the lunar perigee</td>
</tr>
<tr>
<td>$N'$</td>
<td>0.002206413</td>
<td>18.613 yr</td>
<td>The mean period of regression of the lunar nodes</td>
</tr>
<tr>
<td>$p_s$</td>
<td>0.000001961</td>
<td>20.940 yr</td>
<td>The revolution period of the Earth orbital perihelion</td>
</tr>
<tr>
<td>$s - N$</td>
<td>0.551222943</td>
<td>27.21222</td>
<td>The lunar draconic month</td>
</tr>
<tr>
<td>$s - p$</td>
<td>0.544374693</td>
<td>27.55455</td>
<td>The lunar anomalistic month</td>
</tr>
<tr>
<td>$h - p_s$</td>
<td>0.041066678</td>
<td>365.25964</td>
<td>The solar anomalistic year</td>
</tr>
<tr>
<td>$s - h$</td>
<td>0.507947891</td>
<td>29.53059</td>
<td>The lunar sidereal month</td>
</tr>
<tr>
<td>$s - 2h + p$</td>
<td>0.471521089</td>
<td>31.81194</td>
<td>The evection period</td>
</tr>
<tr>
<td>$2(s - h)$</td>
<td>1.015895782</td>
<td>14.76330</td>
<td>The variation period</td>
</tr>
</tbody>
</table>

5.2 Expansion of Tide-Generating Potential
For the Moon, the hour angle \( H = \tau \). The declination changes from the maximal value \( \approx 23^\circ 26' \pm 5^\circ \) to the minimal value \( \approx -(23^\circ 26' \pm 5^\circ) \) over the tropical month (27.321 days). Therefore, \( \cos^2 \delta \) can be approximated as:

\[
\cos^2 \delta \approx 1 + n \cos 2s \quad (5.22)
\]

Because of the ellipticity of the lunar orbit, the distance between the Earth and the Moon varies over a month from 356 400 km to 406 700 km. This taken into account, we can write:

\[
\left( \frac{c}{d} \right)^3 \approx 1 + m \cos(s-p) \quad (5.23)
\]

Substituting (5.22) and (5.23) in (5.21), we have:

\[
G_0 [1 + m \cos (s-p)](1 + n \cos 2s) \cos 2\tau
\]

\[
= G_0 \cos 2\tau + G_0 m \cos (s-p) \cos 2\tau
\]

\[
+ G_0 n \cos 2s \cos 2\tau + G_0 m n \cos(s-p) \cos 2s \cos 2\tau
\]

Here, the basic wave (carrier) \( G_0 \cos 2\tau \) is separated. As the product of cosines can be written as:

\[
\cos \alpha \cos \beta = \frac{1}{2} \cos(\alpha + \beta) + \frac{1}{2} \cos(\alpha - \beta)
\]

the last three terms (5.24) give the following pairs of the side harmonics that are equidistant, in terms of the arguments, from the basic wave:

\[
 \cos(s-p) \cos 2\tau = \frac{1}{2} \cos[2\tau - (s-p)] + \frac{1}{2} \cos[2\tau + (s-p)]
\]

\[
 \cos 2s \cos 2\tau = \frac{1}{2} \cos(\tau - s) + \frac{1}{2} \cos(\tau + s)
\]

\[
 \cos 2\tau + (s-p) + \frac{1}{4} \cos[2\tau + (3s-p)]
\]

\[
 + \frac{1}{4} \cos[2\tau - (s+p)]
\]

All the above presented formulae are valid for the solar tides as well, if the lunar constants and arguments are replaced by the solar ones.

Let us specify the symbolic designations introduced by Darwin and explain the sense of the above waves.

\( M_2 \equiv G_0^M \cos 2\tau \) is the principal lunar semidiurnal wave (carrier). It corresponds to the semidiurnal tide that is created by the Moon moving uniformly along the circular orbit in the equatorial plane, at the velocity equal to the true moon’s velocity. The period of wave \( M_2 \) is equal to half a lunar day (12 hour 25 min), which corresponds to an hourly velocity of \( 28^\circ \cdot 984 \).

\( S_2 \equiv G_0^S \cos 2t \) is the principal solar semidiurnal wave (carrier) similar to the lunar wave \( M_2 \). The period of this wave is equal to half a mean solar day, that is 12 hour, and the angular frequency is \( 30^\circ \) per hour.
\[ N_2 = G_0^M m \cos[2\tau - (s - p)] \] and \[ L_2 = G_0^M m \cos[2\tau + (s - p)] \] are two lunar elliptic semidiurnal waves arising due to the variation in the distance \( c/d \). As follows from Table 5.1, the angular velocity \( s - p = 0^\circ.544 \) h\(^{-1}\). Consequently, the angular velocities \( \omega \) and the periods \( T \) of waves \( N_2 \) and \( L_2 \) are as follows:

For \( N_2 \): \( \omega = 28^\circ.984 - 0^\circ.544 = 28^\circ.440 \), \( T = 12 \) hour 39 min.

For \( L_2 \): \( \omega = 28^\circ.984 + 0^\circ.544 = 29^\circ.528 \), \( T = 12 \) hour 11 min.

The amplitude of tides reaches its maximum when the Moon is at perigee \((s - p = 0^\circ)\), and its minimum when the Moon is at apogee \((s - p = 180^\circ)\). The velocity of the Moon moving along the orbit is greater at perigee and smaller at apogee. Therefore, the amplitude and period of wave \( N_2 \) is greater than the amplitude and period of wave \( L_2 \). Because of this, wave \( N_2 \) is referred to as the principal elliptic wave and wave \( L_2 \), as the small elliptic wave.

Similar to the lunar waves \( N_2 \) and \( L_2 \), there are the following two waves \( T_2 \) and \( R_2 \) generated by the Sun:

\[ T_2 = G_0^S m \cos[2t - (h - p_S)] \] is the large elliptic semidiurnal wave whose angular velocity is \( 30^\circ - 0^\circ.041 + 0^\circ = 29^\circ.9589 \) h\(^{-1}\), and period, 12 hour 1 min;

\[ R_2 = G_0^S m \cos[2t + (h - p_S)] \] is the small elliptic semidiurnal wave whose angular velocity is \( 30^\circ.0411 \) h\(^{-1}\) and period, 11 hour 59 min;

\[ M_K_2 = \frac{m}{2} G_0^M \cos 2(\tau + s) \] is the lunar declinational semidiurnal wave (that is arising from the change of declination). The angular velocity of wave \( M_K_2 \):

\( \omega = 28^\circ.984 + 1^\circ.098 = 29^\circ.082 \) h\(^{-1}\) is easily determined from the data in Table 5.1. The period is 11 hour 58 min, which is equal to half a sidereal day;

\[ S_K_2 = \frac{m}{2} G_0^S \cos 2(t + h) \] is the solar declinational semidiurnal wave whose angular velocity and period are the same as the velocity and period of the lunar wave \( M_K_2 \). These waves cannot be separated, therefore their combination \( (M_K_2 + S_K_2) = K_2 \) is considered, referred to as the lunisolar semidiurnal wave.

Other semidiurnal waves are related to perturbations of the lunar orbit caused by the Sun. The ellipticity of the lunar orbit increases (decreases) when the Sun crosses the major (minor) axis of the lunar orbit. If the lunar perigee had not moved, the Sun would have passed through each axis of the lunar orbit precisely every half a year and the frequency of the eccentricity variation would have been \((s - 2 h)\). However, the lunar perigee moves from the west to the east with frequency \( p \). Therefore, the frequency of actual changes of the lunar orbit’s eccentricity \((\approx 20\%)\) is \((s - p) - 2 (h - p)\). This effect is referred to as evection. Its variable part can be approximated by the following expression: \([1 - \cos(s - 2h + p)]\).

Under the influence of the gravitational attraction of the Sun, the eccentricity of the lunar orbit increases at the full and new moon and decreases at the first quarter and last quarter moon. In this case, the frequency of the eccentricity variation is \(2(s - h)\), that is half a synodic month. This effect is referred to as variation. It is approximated by the following expression: \([1 - \cos 2(s - h)]\).
If multipliers \( \left[ 1 - \cos(s - 2h + p) \right] \) and \( \left[ 1 - \cos2(s - h) \right] \) are substituted in (5.24) and transformations (5.25) are performed we have a new series of pairs of the harmonics corresponding to waves \( M_2, N_2, L_2, M K_2 \), and so forth. Here, we only mention two waves of evection for \( M_2 \), named as:

- \( \lambda_2 \) with argument \( 2\pi + \left( s - 2h + p \right) \)
- \( \nu_2 \) with argument \( 2\pi - \left( s - 2h + p \right) \) and wave of variation for \( M_2 \), named as:
  - \( \mu_2 \) with argument \( 2\pi - 2(s - h) \)

The amplitudes of the evectional and variational harmonics of waves \( N_2, L_2 \) and \( M K_2 \) are small and are not addressed here.

### 5.2.2 Diurnal Waves

Diurnal waves are described by the second term of expression (5.14):

\[
G \left( \frac{C}{d} \right)^3 \sin 2\varphi \sin 2\delta \cos H = G_{2\varphi} \left( \frac{C}{d} \right)^3 \sin 2\delta \cos H
\]  

(5.29)

Here, the basic source of waves is the variations of declination \( \delta \) and distance \( c/d \) of the Moon and the Sun. Let us consider the Moon case, following Melchior (Melchior, 1983, 1971). Using the sine formula of spherical trigonometry, it can be written: \( \sin \delta = \sin \varepsilon \sin s \), where \( \varepsilon \) is the inclination of the Moon’s orbit. Consequently \( \sin \delta = \sin \varepsilon \sin s \). The average value of multiplier \( \sin 2\delta \) is equal to zero and \( \cos \delta \approx 1 \). Therefore, multiplier \( \sin 2\delta \) in (5.29) can be approximated by expression:

\[
\sin 2\delta \approx 0 + 2\sin \varepsilon \sin s
\]  

(5.30)

Substituting (5.23) and (5.30) in (5.29) and taking into account that \( H = \tau \), we have

\[
2G_{2\varphi} \left[ 1 + m \cos(s - p) \right] \sin \varepsilon \sin s \cos \tau
= 2G_{2\varphi} \sin \varepsilon \sin s \cos \tau + 2G_{2\varphi} m \sin \varepsilon \cos(s - p) \sin s \cos \tau
= G_{2\varphi} \sin \varepsilon \left[ \sin(\tau + s) - \sin(\tau - s) \right]
+ \frac{1}{2} G_{2\varphi} \sin \varepsilon \left[ \sin[\tau + s] + (s - p)] + \sin[(\tau + s) - (s - p)] \right]
- \frac{1}{2} G_{2\varphi} \sin \varepsilon \left[ \sin[(\tau - s) - (s - p)] + \sin[(\tau - s) + (s - p)] \right]
\]  

(5.31)

As the average value of \( \sin 2\delta = 0 \), there is no basic lunar diurnal wave (carrier) \( M_1 \) with argument \( \tau \) (angular velocity \( 14^°.492 \)) in the expansion (5.31). For the same reason, there also is no basic solar wave (carrier) \( S_1 \) with argument \( \tau \) and a period of 1 day. There are two declinational waves and four elliptic waves:

- \( {M}K_1 \) is the lunar declinational wave with argument \( \tau + s = ST = 14^°.492 + 0^°.549 = 15^°.041 \);
- \( O_1 \) is the principal lunar declinational wave with argument \( \tau - s = 14^°.492 - 0^°.549 = 13^°.943 \).

The amplitude of wave \( O_1 \) is a little greater than that of wave \( {M}K_1 \), so \( O_1 \) is referred to as the principal wave. The period of wave \( {M}K_1 \) is exactly equal to one sidereal day.
Each of wave $O_1$ and $^M K_1$ has two side elliptic waves:

$Q_1$, with argument $(\tau - s) - (s - p) = 13^\circ.943 - 0^\circ.544 = 13^\circ.399$ and a period of 26 hour 52 min;

$\varepsilon (O_1)$, with argument $(\tau - s) + (s - p) = 13^\circ.943 + 0^\circ.544 = 14^\circ.487$ and a period of 24 hour 51 min;

$J_1$, with argument $(\tau + s) + (s - p) = 15^\circ.041 + 0^\circ.544 = 15^\circ.585$ and a period 23 hour 6 min;

$\varepsilon(^M K_1)$ with argument $(\tau + s) - (s - p) = 15^\circ.041 - 0^\circ.544 = 14^\circ.497$ and a period of 24 hour 50 min.

The angular velocities of waves $\varepsilon (O_1)$ and $\varepsilon(^M K_1)$ are very close, for the difference between their arguments is only $2p$. The periods of waves $\varepsilon (O_1)$ and $\varepsilon(^M K_1)$ are practically the same as the period of the absent wave $M_1$, therefore their combination is usually designated by symbol $M_1$.

In the solar tides case, the expansion of the type (5.31) gives the following waves that are similar to the above-described lunar diurnal waves:

$^S K_1$, the solar declinational wave with argument $(t + h) = ST = 15^\circ.000 + 0^\circ.041 = 15^\circ.041$ and the period exactly equal to sidereal day 23 h 56 min;

$P_1$ the principal solar declinational wave $P_1$, with argument $(t - h) = 15^\circ.000 - 0^\circ.041 = 14^\circ.959$ and a period of 24 hour 4 min.

Thus, the solar wave $^S K_1$ cannot be distinguished from the lunar wave $^M K_1$. This is why their combination $K_1$, named the lunisolar diurnal wave, is addressed.

Each of the waves, $^S K_1$ and $P_1$, has a pair of side harmonics arising from the ellipticity of the Earth’s orbit:

$\pi_1$, with argument $(t - h) - (h - p_5) = 14^\circ.959 - 0^\circ.041 = 14^\circ.918$ and a period of 24 hour 9 min;

$\varepsilon (P_1)$, with argument $(t - h) + (h - p_5) = 14^\circ.959 + 0^\circ.041 = 15^\circ.000$ and a period of 24 hour;

$\psi_1$, with argument $(t + h) + (h - p_5) = 15.041 + 0^\circ.041 = 15^\circ.082$ and a period of 23 hour 52 min;

$\varepsilon(^S K_1)$, with argument $(t + h) - (h - p_5) = 15^\circ.041 - 0^\circ.041 = 15^\circ.000$ and a period of 24 hour.

Variable $p_5$ is very small, for its period is 20 940 years. Consequently, the angular velocities and periods of waves $\varepsilon (P_1)$ and $\varepsilon(^S K_1)$ are practically the same as the missing main solar wave $S_1$. So, the waves $\varepsilon (P_1)$ and $\varepsilon(^S K_1)$ are usually considered one wave that is designated by $S_1$.

Longitudes $s$ and $h$ are counted along the ecliptic, and right ascensions $\alpha$, along the equator, therefore $\alpha \approx s - 0.043 \sin 2s$. These relationships taken into account, we get new waves:

the lunar declinational second order wave $OO_1$ with argument $\tau + 3s = 14^\circ.492 + 1^\circ.647 = 16^\circ.139$ and a period of 22 hour 18 min;

the solar declinational diurnal wave $\varphi_1$ with argument $t + 3h = 15^\circ.000 + 0^\circ.123 = 15^\circ.123$ and a period of 23 hour 48 min.
The influence of the evection and the variations give rise to the diurnal waves $\rho_1$, $\delta_1$, $\chi_1$, $\sigma_1$, $SO_2$, and $\tau_1$ that have small amplitudes.

5.2.3 Long-Period Waves

Long-period waves are described by the third term of expression (5.14):

$$3G\left(\frac{c}{d}\right)^3\left(\sin^2\varphi - \frac{1}{3}\right)\left(\sin^2\delta - \frac{1}{3}\right) = \frac{3}{2} G_{3\varphi}\left(\frac{1}{3} - \cos 2\delta\right)$$

(5.32)

In this case, the waves result from the variation of the declination and distances $c/d$ of the Moon and the Sun.

The Moon’s declination $\delta$ changes with a period of 27.322 day, which corresponds to an angular velocity of $0^\circ.549\ h^{-1}$. As the expression (5.32) contains $\cos 2\delta$, the period of the lunar declinational waves is equal to half a period of $\delta$, that is 13.66 days. This wave is denoted with $M_f$, which means the lunar fortnightly wave. The wave has argument $2\varphi$ and an angular velocity of $1^\circ.098\ h^{-1}$.

The Sun’s declination varies with a period of one year, so the period of the solar declinational wave is 0.5 year. This wave is designated by symbol $S_{sa}$ and has argument $2h$ and an angular velocity of $0^\circ.082\ h^{-1}$.

Elliptic waves are created due to the variation of the distance $c/d$. Among these waves, the most appreciable is the lunar monthly wave $M_m$. Its argument is equal to $s - p = 0^\circ.5490 - 0^\circ.0046 = 0^\circ.5444$, and the period, 27.55 days.

The greatest among the solar elliptic waves is the solar annual wave $S_A$ with argument

$$h - p_S = 0^\circ.0411\ h^{-1}$$

The nodes of the lunar orbit slowly move along the ecliptic from East to West, making a complete revolution in 18.6 years. The perigee of the lunar orbit moves from West to East with a period of 8.85 years. Therefore, all the Moon-related multipliers of the three tide types slowly vary with time. Also, the parameters of the observable tides continuously vary.

5.2.4 General Classification of Tidal Waves

The arguments of all the above-described tidal waves represent linear combinations of six independent Doodson’s variables with the constant coefficients assuming the values 0, $\pm 1$, $\pm 2$, $\pm 3$, … Based on this, Doodson introduced argument numbers that allowed all tidal waves to be classified. For this purpose, in his expression for the argument of waves, he put the Doodson variables in order of decreasing angular velocities and calculated the respective coefficients by using the six code
numbers \(d_i\):
\[
d_1 \tau + (d_2 - 5)s + (d_3 - 5)h + (d_4 - 5)p + (d_5 - 5)N' + (d_6 - 5)p_S
\]  \hspace{1cm} (5.33)

All \(d_i\) are positive integers. As the arrangement of the variables in (5.33) is unchangeable, a tidal wave can be characterized by a six-digit argument number consisting of six code numbers \(d_1d_2d_3d_4d_5d_6\).

The first code number \(d_1\) is always equal to the order \(m\) of the analyzed spherical harmonic and consequently can assume values 0, 1 and 2 in the above-mentioned expansion. Other code numbers may vary from 8 to 2. For example, according to (5.33), the argument number of the solar elliptic wave \(p_1\) with argument \(t - 2h + p_S = \tau + s - 3h + p_S\) is 162 556.

As Doodson’s variables in (5.33) are arranged in order of decreasing angular velocities, the angular velocity increases with the argument number of the wave. A systematic classification of tidal waves can be based on this rule. The above-described tidal waves are listed in Table 5.2 in order of increasing argument numbers (the second column), and therefore in order of ascending angular velocities (the fourth column), or in order of descending periods (the fifth column). Note that the first code number is equal to 0 for the long-period waves; 1, for the diurnal waves; and 2, for the semidiurnal tidal waves. The sixth column presents the amplitudes of the waves calculated by Hartmann and Wenzel (1994, 1995).

### 5.3 Theory of Tidal Variations in the Earth’s Rotation Rate

Tidal deformations of the Earth’s figure result in changes in the components of the Earth’s inertia tensor. This results in changes in the rate of the Earth’s rotation. Jeffreys was the first to notice it (Jeffreys, 1928). Woolard calculated the basic harmonics of the tidal variations in the time UT1 based on his fundamental research of the tide-generating potential (Woolard, 1959). There are more accurate calculations of the tidal effects on the Earth’s rotation rate (Wahr, Sasao and Smith, 1981; Yoder, Williams and Parke, 1981). Let us consider the principles of the theory of the tide-generated instability of the Earth’s rotation.

Let us consider the fluctuations in the Earth’s rotation rate with periods of 1 to 365 days. For these periods, the angular momentum of the Earth and its atmosphere relative to the axis of rotation is constant:
\[
I_{33} \omega_3 = \text{const} \hspace{1cm} (5.34)
\]

So, differentiating (5.34) and using increments, we have:
\[
\nu = \frac{\delta \omega_3}{\omega_3} = -\frac{\delta I_{33}}{I_{33}} \hspace{1cm} (5.35)
\]
Table 5.2 The main tidal waves.

<table>
<thead>
<tr>
<th>Tide symbol</th>
<th>Doodson Number</th>
<th>Argument $a_j$</th>
<th>Frequency $o_j$ (degree/hour)</th>
<th>Period (days)</th>
<th>Amplitude $C_j$ (cm$^2$ s$^{-2}$)</th>
<th>Tide name</th>
</tr>
</thead>
<tbody>
<tr>
<td>Long-period tides</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$M_0$</td>
<td>055 555</td>
<td>0</td>
<td>0.000000</td>
<td></td>
<td>$-5944$</td>
<td>Constant flattening from Moon</td>
</tr>
<tr>
<td>$S_0$</td>
<td>055 555</td>
<td>0</td>
<td>0.000000</td>
<td></td>
<td>$-2751$</td>
<td>Constant flattening from Sun</td>
</tr>
<tr>
<td>$S_a$</td>
<td>056 554</td>
<td>$h - p_s$</td>
<td>0.0410687</td>
<td>365.25</td>
<td>$-138$</td>
<td>Solar annual</td>
</tr>
<tr>
<td>$S_{sa}$</td>
<td>057 555</td>
<td>$2h$</td>
<td>0.082137</td>
<td>365.25</td>
<td>$-855$</td>
<td>Solar semiannual</td>
</tr>
<tr>
<td>$M_{sm}$</td>
<td>063 655</td>
<td>$s - 2h + p$</td>
<td>0.471521</td>
<td>31.81</td>
<td>$-186$</td>
<td></td>
</tr>
<tr>
<td>$M_m$</td>
<td>065 455</td>
<td>$s - p$</td>
<td>0.544375</td>
<td>27.55</td>
<td>$-973$</td>
<td>Lunar monthly</td>
</tr>
<tr>
<td>$M_{sf}$</td>
<td>073 555</td>
<td>$(s - h)$</td>
<td>1.015896</td>
<td>14.77</td>
<td>$-161$</td>
<td>Lunisolar fortnightly</td>
</tr>
<tr>
<td>$M_f$</td>
<td>073 555</td>
<td>$2s$</td>
<td>1.098033</td>
<td>27.55</td>
<td>$-1841$</td>
<td>Lunar fortnightly</td>
</tr>
<tr>
<td>$M_{fm}$</td>
<td>085 455</td>
<td>$2s + N'$</td>
<td>1.100239</td>
<td>13.63</td>
<td>$-763$</td>
<td></td>
</tr>
<tr>
<td>Diurnal tides</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$2Q_1$</td>
<td>125 755</td>
<td>$\tau - 3s + 2p$</td>
<td>12.854286</td>
<td>1.1669</td>
<td>130</td>
<td>Lunar elliptic second order</td>
</tr>
<tr>
<td>$\sigma_1$</td>
<td>127 555</td>
<td>$\tau - 3s + 2h$</td>
<td>12.92714</td>
<td>1.1604</td>
<td>157</td>
<td>Lunar variational</td>
</tr>
<tr>
<td>$Q_1$</td>
<td>135 655</td>
<td>$(\tau - \phi) - (s - p)$</td>
<td>13.398661</td>
<td>1.1195</td>
<td>981</td>
<td>Lunar large elliptic: with $O_1$</td>
</tr>
<tr>
<td>$p_1$</td>
<td>137 455</td>
<td>$(\tau - p) + 2(h - s)$</td>
<td>13.471515</td>
<td>1.1315</td>
<td>186</td>
<td>Lunar large e vacional</td>
</tr>
<tr>
<td>$O_1$</td>
<td>145 555</td>
<td>$\tau - s$</td>
<td>13.943036</td>
<td>1.0758</td>
<td>5125</td>
<td>Principal lunar declinational</td>
</tr>
<tr>
<td>$M_1$</td>
<td>155 655</td>
<td>$(\tau + \phi) - (s - p)$</td>
<td>14.496694</td>
<td>1.0347</td>
<td>403</td>
<td>Lunar small elliptic: with $M K_1$</td>
</tr>
<tr>
<td>$\pi_1$</td>
<td>162 556</td>
<td>$(\tau - h) - (h - p_s)$</td>
<td>14.917865</td>
<td>1.0055</td>
<td>139</td>
<td>Solar elliptic: with $P_1$</td>
</tr>
<tr>
<td>$P_1$</td>
<td>163 555</td>
<td>$\tau - h$</td>
<td>14.958931</td>
<td>1.0027</td>
<td>2380</td>
<td>Principal solar declinational</td>
</tr>
<tr>
<td>$S_1$</td>
<td>164 556</td>
<td>$(\tau + h) - (h - p_s)$</td>
<td>15.000002</td>
<td>1.0</td>
<td>57</td>
<td>Solar elliptic: with $S K_1$</td>
</tr>
<tr>
<td>$M K_1$</td>
<td>165 555</td>
<td>$\tau + s = ST + 12^h$</td>
<td>15.041069</td>
<td>0.9973</td>
<td>4925</td>
<td>Lunar declinational</td>
</tr>
<tr>
<td>$S K_1$</td>
<td>165 555</td>
<td>$t + h = ST + 12^h$</td>
<td>15.041069</td>
<td>0.9973</td>
<td>2280</td>
<td>Solar declinational</td>
</tr>
<tr>
<td>$\psi_1$</td>
<td>165565</td>
<td>$\tau + s + N'$</td>
<td>15.043275</td>
<td>0.9971</td>
<td>−978</td>
<td>Lunar</td>
</tr>
<tr>
<td>$\varphi_1$</td>
<td>166554</td>
<td>$(t + h) + (h - p_s)$</td>
<td>15.082135</td>
<td>0.9946</td>
<td>−57</td>
<td>Solar elliptic: with $^5K_1$</td>
</tr>
<tr>
<td>$J_1$</td>
<td>167555</td>
<td>$t + 3h$</td>
<td>15.123206</td>
<td>0.9918</td>
<td>−102</td>
<td>Solar declinational</td>
</tr>
<tr>
<td>$OO_1$</td>
<td>175455</td>
<td>$(\tau + s) + (s - p)$</td>
<td>15.585443</td>
<td>0.9624</td>
<td>−403</td>
<td>Lunar elliptic: with $^M K_1$</td>
</tr>
<tr>
<td></td>
<td>185555</td>
<td>$\tau + 3s$</td>
<td>16.139102</td>
<td>0.9294</td>
<td>−220</td>
<td>Lunar declinational second order</td>
</tr>
</tbody>
</table>

**Semidiurnal tides**

| $2N_2$ | 235755 | $2\tau - 2(s - p)$ | 27.895355 | 0.5377 | +313 | Lunar elliptic second order: with $M_2$ |
| $\nu_2$ | 237555 | $2\tau - 2(s - h)$ | 27.968208 | 0.5363 | +378 | Lunar variational |
| $N_2$ | 245655 | $2\tau - (s - p)$ | 28.439730 | 0.5274 | +2366 | Principal lunar elliptic: with $M_2$ |
| $\nu_2$ | 247455 | $2\tau - (s - 2h + p)$ | 28.512583 | 0.5261 | +449 | Lunar large ejectional |
| $M_2$ | 255555 | $2\tau$ | 28.984104 | 0.5175 | +12356 | Principal lunar |
| $\lambda_2$ | 263655 | $2\tau + (s - 2h + p)$ | 29.455625 | 0.5092 | −91 | Lunar small ejectional |
| $L_2$ | 265455 | $2\tau + (s - p)$ | 29.528479 | 0.5080 | −349 | Lunar small elliptic: with $M_2$ |
| $T_2$ | 272556 | $2\tau - (h - p_s)$ | 29.958933 | 0.5007 | +336 | Solar large elliptic: with $S_2$ |
| $S_2$ | 273555 | $2\tau$ | 30.000000 | 0.5 | +5738 | Principal solar |
| $R_2$ | 274554 | $2\tau + h - p_s$ | 30.041067 | 0.4993 | −48 | Solar small elliptic: with $S_2$ |
| $^M K_2$ | 275555 | $2(t + s) = 2ST$ | 30.082137 | 0.4986 | +1067 | Lunar declinational |
| $^S K_2$ | 275555 | $2(t + h) = 2ST$ | 30.082137 | 0.4986 | +495 | Solar declinational |
| $M_3$ | 355555 | $3\tau$ | 43.476156 | 0.3450 | −150 | Principal lunar |
The Earth’s inertia tensor is as follows:

\[ I_{ij} = \iiint V r (x_i^2 \delta_{ik} - x_i x_k) \, dV \]  

(5.36)

The trace of this tensor is as follows:

\[ I_{11} + I_{22} + I_{33} = \iiint (x_1^2 + x_2^2 + x_3^2 + x_1^2 + x_2^2) \, \rho \, dV = 2 \iiint r^2 \rho \, dV \]  

(5.37)

The shape of the Earth changes due to the lunisolar tide-generating potential. In this context, however, the trace of the inertia tensor of the incompressible Earth does not change. We will prove it by following Moritz and Müller (Moritz and Müller, 1987). Differentiating (5.37) and using increments, we have:

\[ \delta(I_{11} + I_{22} + I_{33}) = 2 \iiint \delta(r^2 \rho) \, dV = 2 \iiint f(r) Y_n(\theta, \lambda) \, dV \]  

(5.38)

This expression takes into account that the reaction of an incompressible body to the \( n \)th-degree harmonic of the tide-generating potential is the \( n \)th-degree spherical harmonic \( Y_n(\theta, \lambda) \). Here, \( f(r) \) is some function of radius \( r \); \( \theta \) and \( \lambda \) are the complement of latitude and longitude, respectively; \( dV = r^2 \sin \theta \, dr \, d\theta \, d\lambda \) is a volume element.

Owing to the orthogonality of the spherical harmonics, the integral taken through the spherical surface of \( Y_n(\theta, \lambda) \) is equal to zero, so we have:

\[ \delta(I_{11} + I_{22} + I_{33}) = 2 \int_0^R f(r) r^2 \, dr \int_0^{2\pi} \int_0^\pi Y_n(\theta, \lambda) \sin \theta \, d\theta \, d\lambda = 0 \]  

(5.39)

The figure of the Earth is close to an ellipsoid of revolution, that is \( I_{11} \approx I_{22} \) and \( \delta I_{11} \approx \delta I_{22} \). Consequently, (5.39) gives:

\[ \delta I_{11} = \delta I_{22} = -\frac{1}{2} \delta I_{33} \]  

(5.40)

The tidal deformation of the Earth results in an additional potential \( \delta W \), which is proportional to the perturbing tide-generating potential \( U_{nm} \). Considering only the zonal terms of the second degree, we have

\[ \delta W = k U_{20} \]  

(5.41)

where \( k \) is the Love number.

Let us express the additional potential through the terrestrial parameters. For this purpose, we use the expression for the Earth’s gravitational potential \( W \):

\[ W = \frac{GM}{r} \left[ 1 - \left(\frac{a}{r}\right)^2 J_2 P_{20}(\cos \theta) - \ldots \right] \]  

(5.42)

Here, \( G \) is the gravitational constant; \( M \) is the Earth’s mass; \( J_2 = (I_{33} - I_{11})/Ma^2 \) is the dynamical form factor of the Earth; \( a \) is the equatorial radius. Let us
differentiate (5.42) and use increments, addressing only the harmonic of the second degree.

\[
\delta W = -GM \frac{a^2}{r^3} \delta J_2 P_{20}(\cos \theta) \tag{5.43}
\]

Here,

\[
\delta J_2 = \frac{1}{Ma^2} (\delta I_{33} - \delta I_{11}) = \frac{3}{2Ma^2} \delta I_{33} \tag{5.44}
\]

Thus, the increment of the potential \( \delta W \) on the Earth’s surface \( r = R \) can be expressed as:

\[
\delta W = - \frac{3}{2} \frac{G}{R^3} P_{20}(\cos \theta) \delta I_{33} \tag{5.45}
\]

Equating (5.41) and (5.45), we obtain:

\[
\delta I_{33} = \frac{2}{3} \frac{k}{k R^3} \frac{U_{20}}{G P_{20}(\cos \theta)} \tag{5.46}
\]

It is known that the tide-generating potential is described by series (5.20). Changes in the angular velocity of the Earth’s rotation are caused only by the zonal components of the potential \( U_{20} \). Among the zonal components, the component \( U_{20} \) of the second degree is dominating. It exceeds by 62 times the magnitude of the nearest harmonic \( U_{30} \). Hereafter, we only consider the effect of this harmonic:

\[
U_{20} = P_{20}(\cos \theta) \sum_j c_j \cos a_j \tag{5.47}
\]

Substituting (5.47) into (5.46) and taking into account (5.35) gives the following expression for the changes in the Earth’s rotation rate:

\[
\nu = \frac{2}{3} \frac{k}{G I_{33}} \sum_j c_j \cos a_j \tag{5.48}
\]

The phases \( a_j \) of the tide-generating harmonics are expressed through independent fundamental arguments (5.15).

At the present time, the time services use the series of the tidal harmonics including 62 periodic components (Yoder, Williams and Parke, 1981) for the reducing time scale UT1.

Table 5.3 lists the arguments, periods and amplitudes (amplitude coefficients of cosines) of the harmonics to be used in calculating the tidal fluctuations in the length of day and the angular velocity of the Earth’s rotation. The periods are in days, and the deviations of the day duration \( \delta \Pi \) and the angular velocity \( \delta \omega = \nu - \omega \), in \( 10^{-5} \) s and \( 10^{-14} \) rad/s, respectively.

Derived from Table 5.3, the tidal oscillations in the velocity of the Earth’s rotation (2) during period October 1, 2006 – December 31, 2007 are depicted in Figure 3.11. One can see that the tidal variations contribute most to the variations in the Earth’s rotation with periods of less than one month. The deviation of the observed curve (1)
Table 5.3 Zonal tides term in the length of day $\delta I$, and the angular velocity of the Earth $\delta \omega$ (IERS Conventions, 2003).

<table>
<thead>
<tr>
<th>No.</th>
<th>Argument</th>
<th>Period (days)</th>
<th>$\delta I$ ($10^{-5}$ s)</th>
<th>$\delta \omega$ ($10^{-14}$ rad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1 0 2 2 2 2</td>
<td>5.64</td>
<td>0.26</td>
<td>-0.22</td>
</tr>
<tr>
<td>2</td>
<td>2 0 2 0 1 6</td>
<td>6.85</td>
<td>0.38</td>
<td>-0.32</td>
</tr>
<tr>
<td>3</td>
<td>2 0 2 0 2 2</td>
<td>6.86</td>
<td>0.91</td>
<td>-0.76</td>
</tr>
<tr>
<td>4</td>
<td>0 0 2 2 1 7</td>
<td>7.09</td>
<td>0.45</td>
<td>-0.38</td>
</tr>
<tr>
<td>5</td>
<td>0 0 2 2 2 2</td>
<td>7.10</td>
<td>1.09</td>
<td>-0.92</td>
</tr>
<tr>
<td>6</td>
<td>1 0 2 0 0 9</td>
<td>9.11</td>
<td>0.27</td>
<td>-0.22</td>
</tr>
<tr>
<td>7</td>
<td>1 0 2 0 1 9</td>
<td>9.12</td>
<td>2.84</td>
<td>-2.40</td>
</tr>
<tr>
<td>8</td>
<td>1 0 2 0 2 9</td>
<td>9.13</td>
<td>6.85</td>
<td>-5.78</td>
</tr>
<tr>
<td>9</td>
<td>3 0 0 0 0 9</td>
<td>9.18</td>
<td>0.12</td>
<td>-0.11</td>
</tr>
<tr>
<td>10</td>
<td>-1 0 2 2 1 9</td>
<td>9.54</td>
<td>0.54</td>
<td>-0.46</td>
</tr>
<tr>
<td>11</td>
<td>-1 0 2 2 2 9</td>
<td>9.56</td>
<td>1.30</td>
<td>-1.10</td>
</tr>
<tr>
<td>12</td>
<td>1 0 0 0 0 9</td>
<td>9.61</td>
<td>0.50</td>
<td>-0.42</td>
</tr>
<tr>
<td>13</td>
<td>2 0 2 -2 2 12.81</td>
<td>-0.11</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>0 1 2 0 2 13.17</td>
<td>-0.12</td>
<td>0.10</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>0 0 2 0 0 13.61</td>
<td>1.39</td>
<td>-1.17</td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>0 0 2 0 1 13.63</td>
<td>14.86</td>
<td>-12.54</td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>0 0 2 0 2 13.66</td>
<td>35.84</td>
<td>-30.25</td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>2 0 0 0 -1 13.75</td>
<td>-0.10</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>2 0 0 0 0 13.78</td>
<td>1.55</td>
<td>-1.31</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>2 0 0 0 1 13.81</td>
<td>-0.08</td>
<td>0.07</td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>0 -1 2 0 2 14.19</td>
<td>0.11</td>
<td>-0.09</td>
<td></td>
</tr>
<tr>
<td>22</td>
<td>0 0 0 2 -1 14.73</td>
<td>-0.20</td>
<td>0.17</td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>0 0 0 2 0 14.77</td>
<td>3.14</td>
<td>-2.65</td>
<td></td>
</tr>
<tr>
<td>24</td>
<td>0 0 0 2 1 14.80</td>
<td>0.22</td>
<td>-0.19</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>0 -1 0 2 0 15.39</td>
<td>0.21</td>
<td>-0.17</td>
<td></td>
</tr>
<tr>
<td>26</td>
<td>1 0 2 -2 1 23.86</td>
<td>-0.13</td>
<td>0.11</td>
<td></td>
</tr>
<tr>
<td>27</td>
<td>1 0 2 -2 2 23.94</td>
<td>-0.26</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>28</td>
<td>1 1 0 0 0 25.62</td>
<td>-0.10</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>29</td>
<td>-1 0 2 0 0 26.88</td>
<td>-0.11</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>-1 0 2 0 1 26.98</td>
<td>-0.41</td>
<td>0.35</td>
<td></td>
</tr>
<tr>
<td>31</td>
<td>-1 0 2 0 2 27.09</td>
<td>-1.02</td>
<td>0.86</td>
<td></td>
</tr>
<tr>
<td>32</td>
<td>1 0 0 0 -1 27.44</td>
<td>-1.23</td>
<td>1.04</td>
<td></td>
</tr>
<tr>
<td>33</td>
<td>1 0 0 0 0 27.56</td>
<td>18.99</td>
<td>-16.03</td>
<td></td>
</tr>
<tr>
<td>34</td>
<td>1 0 0 0 1 27.67</td>
<td>-1.25</td>
<td>1.05</td>
<td></td>
</tr>
<tr>
<td>35</td>
<td>0 0 0 1 0 29.53</td>
<td>-0.11</td>
<td>0.09</td>
<td></td>
</tr>
<tr>
<td>36</td>
<td>1 -1 0 0 0 29.80</td>
<td>0.12</td>
<td>-0.10</td>
<td></td>
</tr>
<tr>
<td>37</td>
<td>-1 0 0 2 -1 31.66</td>
<td>-0.24</td>
<td>0.20</td>
<td></td>
</tr>
<tr>
<td>38</td>
<td>-1 0 0 2 0 31.81</td>
<td>3.63</td>
<td>-3.07</td>
<td></td>
</tr>
<tr>
<td>39</td>
<td>-1 0 0 2 1 31.96</td>
<td>-0.26</td>
<td>0.22</td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1 0 -2 2 -1 32.61</td>
<td>-0.04</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>41</td>
<td>-1 -1 0 2 0 34.85</td>
<td>0.16</td>
<td>-0.13</td>
<td></td>
</tr>
<tr>
<td>42</td>
<td>0 2 2 -2 2 91.31</td>
<td>0.04</td>
<td>-0.03</td>
<td></td>
</tr>
<tr>
<td>43</td>
<td>0 1 2 -2 1 119.61</td>
<td>-0.02</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>44</td>
<td>0 1 2 -2 2 121.75</td>
<td>0.98</td>
<td>-0.83</td>
<td></td>
</tr>
<tr>
<td>45</td>
<td>0 0 2 -2 0 173.31</td>
<td>-0.09</td>
<td>0.08</td>
<td></td>
</tr>
</tbody>
</table>
5.4 Precession and Nutations of the Earth’s Axis

The theory of tides is inseparably linked with the theory of precession and nutation of the Earth’s rotation axis. But whereas the theory of tides employs the reference system $O_\text{x}$ rotating along with the Earth, the precession and nutation theory is based on the inertial reference system $O\xi$, oriented on fixed celestial objects.

5.4.1 Lunisolar Moment of Forces

The absolute value of the moment of forces $L$ affecting the Earth due to the gravitational attraction of the Moon is equal to the moment of forces affecting the Moon due to the gravitational attraction of the Earth (Melchior, 1971; Melchior, 1983), that is

$$L = -\mu \left[ d \cdot \frac{\partial W}{\partial \delta} \right]$$  (5.49)

where $\mu$ and $\delta$ are the mass and declination of the Moon, respectively; $d$ is the geocentric radius-vector of the Moon; $W$ is the Earth’s gravitational potential described from the calculated curve (2) are associated with hydrometeorological processes (see Sections 6.4 and 7.6).
by the following expression:

\[
W = \frac{GM}{r} \left[ 1 - J_2 \left( \frac{a}{r} \right)^2 \left( \frac{3}{2} \sin^2 \phi - \frac{1}{2} \right) + \ldots \right] \quad (5.50)
\]

Here \( G \) is the gravitational constant; \( M \) is the mass of the Earth; \( r \) is the geocentric radius; \( J_2 = \frac{C}{M^2} \) is the dynamical form factor of the Earth; \( a \) is the equatorial radius; \( C \) and \( A \) are the polar and equatorial moments of inertia of the Earth, respectively; \( \phi \) is latitude (here it is identified with \( \delta \)). Bearing in mind that \( \phi = \delta \), and \( r = d \), we differentiate \( W \). The result is substituted into (5.49):

\[
L = \frac{3}{2} \frac{G\mu}{d^3} (C-A) \sin 2\delta
\]  

(5.51)

The vector of the moment of forces \( L \) is perpendicular to the plane of the meridian of the Moon, therefore its longitude is 90° less than the longitude of the Moon. The vector is directly related to the tesseral part of the tide-generating potential. It can be described as a complex combination of the projections \( L_1 \) and \( L_2 \) on the equatorial coordinate axes (Moritz and Muller, 1992)

\[
\begin{align*}
L &= L_1 + iL_2 = (C-A)\Omega^2 \sum_j B_j e^{-i(\omega_j t + \beta_j)} \\
&= \frac{3}{2} \frac{G\mu}{d^3} (C-A) \sin 2\delta
\end{align*}
\]  

(5.52)

where \( \Omega \) is the mean angular velocity of the Earth’s rotation; \( \omega_j \) is the angular velocity of the \( j \)th tidal wave; \( \beta_j \) is the initial phase; \( B_j \) is the dimensionless factor.

The lunisolar moment of forces \( L \) determines the motion of the poles and the precession and nutation of the Earth’s rotation axis. Let us address these phenomena.

5.4.2 Motion of the Earth’s Poles

The polar motion is due to the movement of the instantaneous axis of rotation of the Earth. For a perfectly rigid Earth model, the motion is described by Equation 4.17.

Let us substitute expression (5.52) into Equations 4.17 and neglect atmospheric and oceanic effects \( \vec{\nu} = 0 \). So we have:

\[
\frac{i}{\sigma} \frac{dm}{dt} + m = \frac{iL}{\Omega^2 (C-A)} = i \sum_j B_j e^{-i(\omega_j t + \beta_j)}
\]  

(5.53)

It is more convenient to transform this equation as follows:

\[
\frac{dm}{dr} - i\sigma \overline{m} = \sigma \sum_j B_j e^{-i(\omega_j t + \beta_j)}
\]  

(5.54)

and to assume that \( \overline{m} = m_0 \) for \( t = t_0 \). First, we find the solution of the homogeneous equation: \( \overline{m} = C e^{i\sigma r} \).

Then, for the assumed initial condition and the arbitrary constant \( C = C(t) \) being varied, we find the general solution of the nonhomogeneous Equation 5.54:
\[ m = \sum_j \frac{\sigma_j}{\omega_j + \sigma_r} B_j e^{-i(\omega_j t + \beta_j)} + m_0 e^{i \sigma_r t} \] 

(5.55)

The solution (5.55) shows that the polar motion of the perfectly rigid Earth is composed of a slow motion with an amplitude of \( m_0 \) and a period of \( 2\pi/\sigma_r \approx 304 \) days and a number of rapid small-amplitude movements (about \( 1/10 m_0 \)) with periods of the diurnal lunisolar tides.

For elastic Earth, the polar motion is described by the Equation 4.29. Substituting the expression for the moment of forces (5.52) into (4.29) and neglecting functions of the atmospheric and oceanic angular moments gives: (\( X = \ddot{X} = 0 \)),

\[ \frac{i}{\sigma_0} \frac{dm}{dt} + m = \frac{i \kappa L}{\Omega^2 (C - A)} = i \kappa \sum_j B_j e^{-(\omega_j t + \beta_j)} \] 

(5.56)

where \( \sigma_0 \) is the Chandler frequency; \( k = 1.43 \) is the parameter of the Earth’s elasticity. Let us transform (5.56) to the following form:

\[ \frac{dm}{dt} - i \sigma_0 m = \sigma_0 \kappa \sum_j B_j e^{-i(\omega_j t + \beta_j)} \] 

(5.57)

Let \( m = m_0 \) at the initial moment \( t = 0 \). Then, solving the nonhomogeneous differential Equation 5.57 in the same manner as (5.54) gives:

\[ m = i \sum_j \frac{\kappa \sigma_0}{\omega_j + \sigma_0} B_j e^{-i(\omega_j t + \beta_j)} + m_0 e^{i \sigma_r t} \] 

(5.58)

As is shown in Section 3.3, the Chandler frequency \( \sigma_0 \), and parameter \( \kappa \) are equal:

\[ \sigma_0 = \frac{\Omega (C - A - 9 \Omega)}{(A + 9 \Omega)} \]
\[ \kappa = \frac{C - A}{(C - A - 9 \Omega)} \]

Bearing in mind that \( \omega_j \approx \Omega \) and \( \sigma_r = \Omega (C - A)/A \), we have:

\[ \frac{k \sigma_0}{\omega_j + \sigma_0} = \frac{C - A}{C} = \frac{\sigma_r}{\omega_j + \sigma_r} \]

that is, the multipliers of the amplitudes \( B_j \) in expressions (5.58) and (5.55) coincide. Consequently, the effect of the lunisolar diurnal tides on the elastic Earth’s polar motion is the same as the effect of the lunisolar diurnal tides on the polar motion of the perfectly rigid Earth. In both cases, the lunisolar moment of forces causes many low-amplitude (\( \approx 0.6 \, \text{m} \)) polar movements with periods of \( 2\pi/\omega_j \) as the diurnal tides’.

The right parts of expressions (5.58) and (5.55) only differ in the second terms describing the slow polar motion with the Chandler and Eulerian frequencies, respectively.

Along with the above-discussed movement of the instantaneous axis of the Earth’s rotation, the lunisolar moment of forces causes the movement of the angular momentum vector and the axis of the Earth’s figure. These movements are described in detail in the book (Moritz and Muller, 1992).
5.4.3
Precession and Nutations

It can be shown (Moritz and Müller, 1987) that the right part of Poisson’s Equation 4.71 is expressed through the moment of forces \( L \) as follows:

\[
\frac{d\theta}{dt} + \sin \theta \frac{d\psi}{dt} = \frac{1}{C\Omega} \left( \frac{1}{\sin \theta} \frac{\partial U}{\partial \psi} - i \frac{\partial U}{\partial \theta} \right) = -\frac{i}{C\Omega} L e^{i\Omega t} \quad (5.59)
\]

Substituting the value of \( L \) from (5.52) into (5.59) gives:

\[
\frac{d\theta}{dt} + \sin \theta \frac{d\psi}{dt} = -\frac{C-A}{C} \Omega \sum_j B_j e^{-i(\Delta \omega_j t + \beta_j)} \quad (5.60)
\]

where \( \Delta \omega_j = \omega_j - \Omega; \theta \) is the nutation angle, that is the obliquity of the ecliptic to the equatorial plane, and \( \psi \) is the precession angle corresponding to the ecliptic longitude.

The frequency spectrum of the tidal waves in the expansion of the tide-generating potential is symmetrical with respect to the central frequency \( \Omega \). There are as many waves to the left of the Earth’s rotation frequency \( \Omega \) as to the right. Let us number the frequencies so as the frequency \( \omega_j \) equal \( \Omega \) has index \( j = 0 \). Then, \( \Delta \omega_0 = 0 \) and two components may be isolated in the right part of (5.60) corresponding to the cases \( j = 0 \) and \( j \neq 0 \):

\[
\frac{d\theta}{dt} + \sin \theta \frac{d\psi}{dt} = -i \frac{C-A}{C} B_0 \Omega - i \frac{C-A}{C} \sum_{j\neq0} \Omega B_j e^{-i(\Delta \omega_j t + \beta_j)} \quad (5.61)
\]

The multiplier of \( \sin \theta \) can be considered time-constant.

Let the nutation and precession angles be equal to \( \theta(t_0) \) and \( \psi(t_0) \), respectively, at the initial moment of time \( t = t_0 \). Then integration of Equation 5.61 gives:

\[
\Delta \theta + i \Delta \psi \sin \theta = -i \frac{C-A}{C} B_0 \Omega (t-t_0) + \frac{C-A}{C} \sum_{j\neq0} \Omega B_j e^{-i(\Delta \omega_j (t-t_0) + \beta_j)} \quad (5.62)
\]

where \( \Delta \theta = \theta(t) - \theta(t_0), \Delta \psi = \psi(t) - \psi(t_0) \). Let us separate the real and imaginary parts in (5.62):

\[
\Delta \theta = \frac{C-A}{C} \sum_{j\neq0} \frac{\Omega}{\Delta \omega_j} B_j \cos [\Delta \omega_j (t-t_0) + \beta_j] \quad (5.63)
\]

\[
\Delta \psi \sin \theta = -\frac{C-A}{C} B_0 \Omega (t-t_0) + \frac{C-A}{C} \sum_{j\neq0} \frac{\Omega}{\Delta \omega_j} B_j \sin [\Delta \omega_j (t-t_0) + \beta_j] \quad (5.64)
\]

Expression (5.63) describes the nutation angle \( \Delta \theta \) changing with time. One can see that it has almost periodic changes that represent superposition of theoretically infinite series of separate harmonics with frequencies of \( \Delta \omega_j \). There are no secular changes \( \Delta \theta \).
Expression (5.64) describes the precession angle $\Delta \psi$ changing with time. The first term of the right part of (5.64) increases linearly with time. It is the precession of the axis of the Earth's rotation. The second term describes almost periodic fluctuations in the precession angle—similar to the fluctuations in the nutation angle $\Delta \theta$. This is why they are combined into $\Delta \theta + i \Delta \psi \sin \theta$, which is referred to as nutation. The term $\Delta \theta$ is nutation in the inclination, whereas $\Delta \psi \sin \theta$ is nutation in the longitude.

Thus, the nutation frequency is the tidal frequency minus the frequency of the Earth's rotation $\Omega$. This can be easily understood if one bears in mind that whereas tides are observed with respect to the reference points located on the Earth and rotating with it at the angular velocity $\Omega$, the Earth's axis precession and nutation are measured with respect to the fixed celestial objects, that is with respect to an inertial reference system. Since the tidal frequencies are close to frequency $\Omega$, the frequencies of the nutational components are very low.

Two tidal waves, whose frequencies are equidistant from the frequency $\Omega$, generate one nutational wave with the frequency $\Delta \omega = \omega - \Omega$. Besides the above representation of the nutational wave in the form (5.62) (nutation in longitude and nutation in inclination), it can be approximated by the sum of two circular movements in opposite directions, with identical periods and different amplitudes:

$$\Delta \theta + i \Delta \psi \sin \theta = A e^{i \Delta \omega t} + A' e^{-i \Delta \omega t}$$

(5.65)

The counterclockwise motion of the axis (as viewed from the Celestial North Pole) which coincides with the direction of the Earth's rotation, is referred to as the direct one and the clockwise motion—as the reverse one. Positive frequency $\Delta \omega_j$ corresponds to the direct motion, whereas negative frequency $-\Delta \omega_j$ of the nutational harmonics corresponds to the opposite motion. As a result of the composition of the two movements, the axis of the Earth's rotation moves along an elliptic trajectory.

The denominator in expressions (5.62)–(4.64) for nutation includes the difference $\Delta \omega$; therefore the nearer the tidal frequency $\omega$ is to the angular velocity $\Omega$, the greater the amplitude of nutation. It is clearly demonstrated by Table 5.4 that contains the basic nutational harmonics and their amplitudes (Melchior, 1968, 1975).

The lunisolar wave $K_1$ is related to the nutation of zero frequency. This is the lunisolar precession. As a result of the precession, the angle $\psi$ decreases by $50''/3$ per year; the Moon is responsible for $2/3$ of this rate, the Sun, for $1/3$.

The principal harmonic of nutation is generated by the tidal waves whose argument numbers are 165 545 and 165 565. They are so insignificant that they are not even included in Table 5.2. The harmonic's amplitude is $-17''.2327 \times \sin 23''.44 = -6''.85$ (in longitude) and $+9''.21$ (in inclination). Next in amplitude is the semiannual nutation caused by the tidal waves $P_1$ and $Q_1$. Also, significant is the two-week nutation caused by the lunar tidal waves $O_1$ and $OO_1$.

At the present time, 106 harmonics are used in calculating the nutation (IERS Standards, 1989). The first 44 harmonics of this expansion are listed in Table 5.5.

The amplitudes of the harmonics listed in Table 5.5 differ from those in Table 5.4 because Table 5.5 is calculated in view of features of the structure of the Earth (Wahr, Sasao and Smith, 1981).
5. Introduction to the Theory of Atmospheric Tides

Atmospheric tides are forced oscillations caused by the lunisolar gravitational perturbations and the thermal air movement due to the temperature contrasts between the daylight and night hemispheres. Certainly, the atmosphere can also freely oscillate, but then there should be a mechanism to support such free oscillations.

Newton and Laplace contributed most to the development of the theory of tides. The latter formulated a tidal equation (Laplace’s tidal equation) that is true for both the atmosphere and the ocean. The main contribution to the theory of the equation was made by the English astronomer Hough (Hough, 1897, 1898). The theory of solutions to Laplace’s equation is discussed in many works. Hereafter, we will follow Lamb (1932), Dynamic meteorology (1937), Dikiy (1969), and Chapman and Lindzen (1970).

The equations of tides in the atmosphere can be represented in the form of the equations of tides in an ocean of constant depth. So, we first write the traditional equations of the tides in the ocean of constant depth $h$ on the rotating Earth of constant radius $a$ (Izekov and Kochin, 1937; Lamb, 1932):

$$\frac{\partial u_\lambda}{\partial t} + 2\omega \cos \theta v_\theta = -\frac{1}{\rho \sin \theta} \left( \frac{\partial P}{\partial \lambda} + \frac{\partial U}{\partial \lambda} \right)$$

(5.66)

<table>
<thead>
<tr>
<th>Argument number</th>
<th>Tide symbol</th>
<th>Nutation argument, frequency</th>
<th>Period (days)</th>
<th>Amplitude, arcs</th>
<th>Term and origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>135 655</td>
<td>$Q_1$</td>
<td>$3s - p = 1.642408$</td>
<td>9.1</td>
<td>$-0.030$</td>
<td>9.1 d, Moon</td>
</tr>
<tr>
<td>195 455</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>145 555</td>
<td>$O_1$</td>
<td>$2s = 1.09803$</td>
<td>13.7</td>
<td>$-0.2276$</td>
<td>Fortnightly, Moon</td>
</tr>
<tr>
<td>185 555</td>
<td>$OO_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>155 655</td>
<td>$M_1$</td>
<td>$s - p = 0.544375$</td>
<td>27.6</td>
<td>$+0.071$</td>
<td>Lunar monthly</td>
</tr>
<tr>
<td>175 455</td>
<td>$J_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>162 556</td>
<td>$\pi_1$</td>
<td>$3h - p_8 = 0.123204$</td>
<td>122</td>
<td>$-0.0517$</td>
<td>Solar terannual</td>
</tr>
<tr>
<td>168 554</td>
<td>---</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>163 555</td>
<td>$P_1$</td>
<td>$2h = 0.082137$</td>
<td>183</td>
<td>$-1.3171$</td>
<td>Solar semiannual</td>
</tr>
<tr>
<td>167 555</td>
<td>$\varphi_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>164 556</td>
<td>$S_1$</td>
<td>$h - p_8 = 0.041067$</td>
<td>365</td>
<td>$+0.148$</td>
<td>Solar annual</td>
</tr>
<tr>
<td>166 554</td>
<td>$\psi_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>165 575</td>
<td>---</td>
<td>$2N = 0.004413$</td>
<td>3399</td>
<td>$+0.207$</td>
<td>9.3 yr, Moon</td>
</tr>
<tr>
<td>165 545</td>
<td>---</td>
<td>$N = 0.002206$</td>
<td>6798</td>
<td>$-17.206$</td>
<td>Principal term, Moon</td>
</tr>
<tr>
<td>165 566</td>
<td>---</td>
<td>$\infty$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>165 555</td>
<td>$K_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

5.5

Introduction to the Theory of Atmospheric Tides

Atmospheric tides and the Earth’s Rotation
Table 5.5  The main components for nutation in longitude $\Delta l$ and obliquity $\Delta e$, referred to the mean equator and equinox of date, with $T$ measured in Julian centuries from epoch J2000.0.

<table>
<thead>
<tr>
<th>Argument</th>
<th>Period (days)</th>
<th>Longitude (0.0001°)</th>
<th>Obliquity (0.0001°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 0 0 0 1</td>
<td>-6798.38</td>
<td>-172064</td>
<td>-174.7T</td>
</tr>
<tr>
<td>0 0 2 -2 2</td>
<td>182.62</td>
<td>-13171</td>
<td>-1.7 T</td>
</tr>
<tr>
<td>0 0 0 0 2</td>
<td>13.66</td>
<td>-2276</td>
<td>-0.2 T</td>
</tr>
<tr>
<td>0 0 0 0 2</td>
<td>-3399.19</td>
<td>2075</td>
<td>0.2 T</td>
</tr>
<tr>
<td>0 1 0 0 0 0</td>
<td>365.26</td>
<td>1476</td>
<td>-3.6 T</td>
</tr>
<tr>
<td>0 1 2 -2 2</td>
<td>121.75</td>
<td>-517</td>
<td>1.2 T</td>
</tr>
<tr>
<td>1 0 0 0 0 0</td>
<td>27.55</td>
<td>711</td>
<td>0.1 T</td>
</tr>
<tr>
<td>0 0 2 0 0 1</td>
<td>13.63</td>
<td>-387</td>
<td>-0.4 T</td>
</tr>
<tr>
<td>1 0 2 0 0 2</td>
<td>9.13</td>
<td>-301</td>
<td>0.0 T</td>
</tr>
<tr>
<td>0 -1 2 -2 2</td>
<td>365.22</td>
<td>216</td>
<td>-0.5 T</td>
</tr>
<tr>
<td>0 0 2 -2 1</td>
<td>177.84</td>
<td>128</td>
<td>0.1 T</td>
</tr>
<tr>
<td>-1 0 2 0 2</td>
<td>27.09</td>
<td>124</td>
<td>0.0 T</td>
</tr>
<tr>
<td>1 0 0 -2 0</td>
<td>31.81</td>
<td>-157</td>
<td>0.0 T</td>
</tr>
<tr>
<td>1 0 0 0 0 1</td>
<td>27.67</td>
<td>63</td>
<td>0.1 T</td>
</tr>
<tr>
<td>-1 0 0 0 1</td>
<td>-27.4</td>
<td>-58</td>
<td>-0.1 T</td>
</tr>
<tr>
<td>-1 0 2 2 2</td>
<td>9.56</td>
<td>-60</td>
<td>0.0 T</td>
</tr>
<tr>
<td>1 0 2 0 1</td>
<td>9.12</td>
<td>-52</td>
<td>0.0 T</td>
</tr>
<tr>
<td>-2 0 2 0 1</td>
<td>1305.48</td>
<td>46</td>
<td>0.0 T</td>
</tr>
<tr>
<td>0 0 0 2 0</td>
<td>14.77</td>
<td>63</td>
<td>0.0 T</td>
</tr>
<tr>
<td>0 0 2 2 2</td>
<td>7.10</td>
<td>-39</td>
<td>0.0 T</td>
</tr>
<tr>
<td>2 0 0 -2 0</td>
<td>205.89</td>
<td>-48</td>
<td>0.0 T</td>
</tr>
<tr>
<td>2 0 2 0 2</td>
<td>6.86</td>
<td>-31</td>
<td>0.0 T</td>
</tr>
<tr>
<td>1 0 2 -2 2</td>
<td>23.94</td>
<td>29</td>
<td>0.0 T</td>
</tr>
<tr>
<td>-1 0 2 0 1</td>
<td>26.98</td>
<td>20</td>
<td>0.0 T</td>
</tr>
<tr>
<td>2 0 0 0 0</td>
<td>13.78</td>
<td>29</td>
<td>0.0 T</td>
</tr>
<tr>
<td>0 0 2 0 0</td>
<td>13.61</td>
<td>26</td>
<td>0.0 T</td>
</tr>
<tr>
<td>0 0 2 -2 0</td>
<td>-173.31</td>
<td>22</td>
<td>0.0 T</td>
</tr>
<tr>
<td>0 -2 0 0 0</td>
<td>-182.63</td>
<td>-17</td>
<td>0.1 T</td>
</tr>
<tr>
<td>0 2 2 -2 2</td>
<td>91.31</td>
<td>-16</td>
<td>0.1 T</td>
</tr>
<tr>
<td>-1 0 0 2 1</td>
<td>31.96</td>
<td>15</td>
<td>0.0 T</td>
</tr>
<tr>
<td>0 1 0 0 1</td>
<td>386.00</td>
<td>-14</td>
<td>0.0 T</td>
</tr>
<tr>
<td>1 0 0 -2 1</td>
<td>31.66</td>
<td>-13</td>
<td>0.0 T</td>
</tr>
<tr>
<td>0 -1 0 0 1</td>
<td>346.64</td>
<td>-13</td>
<td>0.0 T</td>
</tr>
<tr>
<td>2 0 -2 0 0</td>
<td>1095.18</td>
<td>-11</td>
<td>0.0 T</td>
</tr>
<tr>
<td>-1 0 2 2 1</td>
<td>9.54</td>
<td>-10</td>
<td>0.0 T</td>
</tr>
<tr>
<td>1 0 2 2 2</td>
<td>5.64</td>
<td>-8</td>
<td>0.0 T</td>
</tr>
<tr>
<td>0 -1 2 0 2</td>
<td>14.19</td>
<td>-7</td>
<td>0.0 T</td>
</tr>
<tr>
<td>0 0 2 2 1</td>
<td>7.09</td>
<td>-7</td>
<td>0.0 T</td>
</tr>
<tr>
<td>1 1 0 -2 0</td>
<td>34.85</td>
<td>-7</td>
<td>0.0 T</td>
</tr>
<tr>
<td>0 1 2 0 2</td>
<td>13.17</td>
<td>8</td>
<td>0.0 T</td>
</tr>
<tr>
<td>-2 0 0 2 1</td>
<td>199.84</td>
<td>-6</td>
<td>0.0 T</td>
</tr>
<tr>
<td>0 0 0 2 1</td>
<td>14.80</td>
<td>-6</td>
<td>0.0 T</td>
</tr>
<tr>
<td>2 0 2 -2 2</td>
<td>12.81</td>
<td>6</td>
<td>0.0 T</td>
</tr>
<tr>
<td>1 0 0 2 0</td>
<td>9.61</td>
<td>6</td>
<td>0.0 T</td>
</tr>
</tbody>
</table>
\[
\frac{\partial \nu_\theta}{\partial t} - 2\omega \cos \theta \ u_\lambda = - \frac{1}{a} \left( \frac{1}{\rho} \frac{\partial P}{\partial \theta} + \frac{\partial U}{\partial \theta} \right) \]
\[
0 = \frac{\partial P}{\partial z} - g \rho \]

Here, \( u_\lambda \) and \( \nu_\theta \) are the velocity components directed from west to east and from north to south, respectively; \( \theta = 90^\circ - \phi \) is the colatitude of latitude \( \phi \); \( \lambda \) is the east longitude; \( z \) is the depth; \( P \) and \( \rho \) are the pressure and the density, respectively; \( \omega \) is the angular velocity of the Earth’s rotation; \( U \) is the potential of the tide-generating forces, the vertical component of which can be ignored, as compared with the gravity \( g \).

Let \( \zeta(\theta, \lambda, t) \) be the elevation of a point on the ocean’s surface above the average ocean level. Let us integrate Equation 5.68 between the ocean’s perturbed surface \( \zeta \), where \( P = P_0 \), and the constant level \( z \):

\[
P = \rho \ g \zeta - \rho \ gz + P_0 \tag{5.69}
\]

If we denote

\[
- \frac{U}{g} = \zeta(\theta, \lambda, t) \tag{5.70}
\]

and take (5.69) into account, we have:

\[
\frac{\partial u_\lambda}{\partial t} + 2\omega \cos \theta \ v_\theta = - \frac{g}{\sin \theta} \frac{\partial (\zeta - \zeta)}{\partial \lambda} \tag{5.71}
\]

\[
\frac{\partial \nu_\theta}{\partial t} - 2\omega \cos \theta \ u_\lambda = - \frac{g}{a} \frac{\partial (\zeta - \zeta)}{\partial \theta} \tag{5.72}
\]

Note that the velocities \( u_\lambda \) and \( \nu_\theta \) in the above-described tide-generating movements do not depend on \( z \), that is, they are horizontal movements.

The next equation to describe the tides is the equation of continuity:

\[
\frac{\partial \zeta}{\partial t} + \frac{h}{\sin \theta} \left[ \frac{\partial (\nu_\theta \sin \theta)}{\partial \theta} + \frac{\partial u_\lambda}{\partial \lambda} \right] = 0 \tag{5.73}
\]

Equations 5.71–5.73 are the equations of the theory of the oceanic tides. Here, \( \zeta(\theta, \lambda, t) \) is considered a prescribed function, and \( u_\lambda, \nu_\theta \) and \( \zeta \), unknowns.

Let us now derive equations for the atmospheric tides. Let the pressure, density and temperature corresponding to equilibrium of the atmosphere be denoted by \( \bar{P}, \bar{\rho} \) and \( \bar{T} \), respectively. These variables depend only on the height \( z \) and are interrelated as follows: \( P = \bar{P} R T \) and \( \frac{\partial \bar{P}}{\partial z} = -g \bar{\rho} \), where \( R \) is the gas constant. The former formula is an equation of state, and the latter is an equation of hydrostatic equilibrium. Thus, there is one free variable, for example \( T(z) \).

We consider small fluctuations in the atmosphere around its equilibrium, so:

\[
P = \bar{P} + P'; \quad \rho = \bar{\rho} + \rho'; \quad T = \bar{T} + T' \tag{5.74}
\]
where \( P', \rho', T' \) are the small deviations of the pressure, density and temperature from their average values \( P, \rho, \) and \( T, \) respectively. Linearizing the traditional equations of atmosphere dynamics (that is, rejecting products of small deviations) gives a system of equations for the perturbations of the first order:

\[
\frac{\partial u_\theta}{\partial t} + 2\omega \cos \theta \, v_\theta = -\frac{1}{a \sin \theta} \left( \frac{1}{\rho} \frac{\partial P'}{\partial \lambda} + \frac{\partial U}{\partial \lambda} \right)
\]

\[
\frac{\partial v_\theta}{\partial t} - 2\omega \cos \theta \, u_\lambda = -\frac{1}{a} \left( \frac{1}{\rho} \frac{\partial P'}{\partial \theta} + \frac{\partial U}{\partial \theta} \right)
\]

\[
0 = -\frac{\partial P'}{\partial z} - \bar{g} \rho'
\]

\[
\frac{\partial u_\lambda}{\partial t} + u \frac{\partial \bar{P}}{\partial z} + \bar{\rho} \chi = 0
\]

where \( w \) is the vertical component of the velocity, and \( \chi \) is the three-dimensional divergence:

\[
\chi = \frac{1}{a \sin \theta} \frac{\partial u_\theta}{\partial \lambda} + \frac{1}{a \sin \theta} \frac{\partial}{\partial \theta} (v_\theta \sin \theta) + \frac{\partial w}{\partial z}
\]

Here, (5.75) and (5.76) are linearized equations of horizontal motion; (5.77) is the equation of hydrostatic equilibrium; (5.78), the continuity equation.

The heat inflow equation closes the system of equations (Chapman and Lindzen, 1970):

\[
\frac{\partial P'}{\partial t} + w \frac{d \bar{P}}{d z} = \kappa g H \frac{d \bar{P}}{d t} + (\kappa - 1) \bar{\rho} \bar{J}
\]

where \( \kappa = c_p/c_v = 1.4; \) \( c_p = 0.2405 \text{ cal/(g degree)}, \) and \( c_v = 0.1719 \text{ cal/(g degree)} \) are the heat capacities of air at constant pressure and constant volume, respectively; \( H = RT/g \) is the equivalent height of the homogeneous atmosphere; \( J \) is the heat inflow caused by an external source.

The atmosphere is a thin skin of air that covers the Earth. Its thickness is negligibly small in comparison with the Earth’s radius. Therefore, in the first approximation, the atmosphere can be considered two-dimensional, with its characteristics averaged over its thickness. Formally, we can derive two-dimensional equations if we assume that the vertical velocity is equal to zero and other characteristics do not depend on the height:
Comparison of the derived equations with Equations 5.71–5.73 for the oceanic tides shows that there is a perfect analogy between them. The following variables reciprocally correspond to each other:

\[
\begin{align*}
\bar{u} & \leftrightarrow \bar{u}_k, \quad \bar{v} \leftrightarrow \bar{v}_0, \\
\zeta & \leftrightarrow \frac{1}{g} (P' + U), \\
\zeta & \leftrightarrow \frac{1}{g} (P' - gT'), \\
\bar{h} & \leftrightarrow H \; \text{for} \; \zeta = \frac{U}{g} + gT_0.
\end{align*}
\]

Consequently, from the point of view of the tidal theory, the atmosphere can be regarded as an ocean of constant depth \(H\), which is affected by the perturbing potential \(-g\zeta = U + gT'\) that partly consists of the lunisolar tide-generating potential \(U\) and partly of the potential \(gT'\) related to the nonhomogeneous heating of the atmosphere. For an isothermal atmosphere, whose air particles’ state changes adiabatically, the depth \(H\) is equal to:

\[
H = \frac{\kappa RT}{g} = \kappa H_0 = 1.4 \cdot 8.0 = 11.2 \text{ km}
\]

where \(H_0\) is the height of the homogeneous atmosphere. For isothermal changes, \(\kappa = 1\) and \(H = H_0 = 8\) km. Calculation for the real atmosphere gives \(H \approx 10\) km.

The tide-generating forces are periodic functions of time and longitude. Therefore, we assume that changes in wind \(u_\lambda, v_\theta\), pressure \(P'\), density \(\rho'\), and gravitational potential \(U\) are periodic functions of time and longitude:

\[
x = \chi (\theta, z) e^{i (\sigma + \dot{\omega} t)} \quad \text{(5.84)}
\]

where \(\chi (\theta, z)\) is the complex function of latitude and height, \(\sigma\) is the excitation frequency, \(s\) is the wave number \((s = 0 \pm 1, \pm 2, \ldots)\). Observed diurnal variations of wind and pressure confirm such an approximation (Hsu and Hoskins, 1989). Using (5.84), we derive the expressions for velocities \(u_\lambda\) and \(v_\theta\):

\[
u_\lambda = \frac{-\sigma}{4a\omega^2 (f^2 - \cos^2 \theta)} \left( \frac{\cos \theta}{f} \frac{\partial}{\partial \theta} + \frac{s}{\sin \theta} \right) \left( \frac{P'}{\rho} + U \right)
\]

\[
u_\theta = \frac{i \sigma}{4a\omega^2 (f^2 - \cos^2 \theta)} \left( \frac{\partial}{\partial \theta} + \frac{s}{\cot \theta} \right) \left( \frac{P'}{\rho} + U \right)
\]

where \(f = \sigma/2\omega\) is the dimensionless frequency.

Substituting (5.85) and (5.86) into (5.79) gives:

\[
\frac{\partial \bar{\omega}}{\partial z} = \frac{i \sigma}{4a^2 \omega^2} F \left( \frac{P'}{\rho} + U \right)
\]

where \(F\) is the Laplace operator in the following form:

\[
F = \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \frac{\sin \theta}{f^2 - \cos^2 \theta} \frac{\partial}{\partial \theta} \right) - \frac{1}{f^2 - \cos^2 \theta} \left( \frac{s}{f} \right) \left( \frac{f^2 + \cos^2 \theta}{f^2 - \cos^2 \theta} + \frac{s^2}{\sin^2 \theta} \right)
\]

\[
(5.88)
\]
The main unknown function in the tidal theory is:

\[
G = -\frac{1}{\kappa P} \frac{dP}{dt} \tag{5.89}
\]

Using Equations 5.87, 5.89, 5.80, 5.78 and 5.77, we can formulate one equation to find \( G \):

\[
H \frac{\partial^2 G}{\partial z^2} + \left( \frac{\partial H}{\partial z} - 1 \right) \frac{\partial G}{\partial z} = \frac{g}{4a^2 \omega_0^2} F \left[ G \left( \frac{\partial H}{\partial z} + \gamma \right) - \frac{\gamma f}{\kappa g H} \right] \tag{5.90}
\]

Here, the term \( \sigma /g \left( \frac{\partial^2 U}{\partial z^2} \right) \) is omitted because of its vanishing smallness. Factor \( \gamma \equiv (\kappa - 1) / \kappa = 2/7 \).

The method of separation of variables is used to solve Equation 5.90. Let us assume that

\[
G(\theta, \lambda, z, t) = \sum_n K_n(z) \Psi_n(\theta) e^{i(\sigma t + s \lambda)} \tag{5.91}
\]

and the system of functions \( \Psi_n(\theta) \) is complete within the interval \( 0 \leq \theta \leq \pi \) if \( n \) runs through all the values. Then, the function \( J \) can be expanded into a series in functions \( \Psi_n(\theta) \):

\[
J(\theta, \lambda, z, t) = \sum_n J_n(z) \Psi_n(\theta) e^{i(\sigma t + s \lambda)} \tag{5.92}
\]

Substituting (5.91) and (5.92) into (5.90) gives the following system of equations to determine functions \( K_n(z) \) and \( \Psi_n(\theta) \):

\[
F(\Psi_n(\theta)) + \frac{4a^2 \omega_0^2}{gh_n} \Psi_n(\theta) = 0 \tag{5.93}
\]

\[
H \frac{d^2 K_n}{dz^2} + \left( \frac{dH}{dz} - 1 \right) \frac{dK_n}{dz} + \frac{1}{h_n} \left( \frac{dH}{dz} + \gamma \right) K_n = \frac{\gamma f_n}{\kappa g h_n} \tag{5.94}
\]

where \( h_n \) is the constant of separation of variables, \( F \) is the Laplace operator.

Equation 5.93 is Laplace's tidal equation. The boundary conditions for the equation are as follows: the functions \( \Psi_n(\theta) \) are bounded at the poles, that is, for \( \theta = 0 \) and \( \pi \). Given the boundary conditions, Laplace's equation determines a system of the eigenfunctions and eigenvalues \( h_n \).

The boundary conditions for Equation 5.94 are as follows: \( w \) is zero on the Earth surface, and the solutions are bounded at infinity.

The general solution of the equations is a sum of the solutions:

\[
G(z, \theta, \lambda, t) = \sum_{l,s,n} K_{l,s}^{l,s}(z) \Psi_{l,s}^{l,s}(\theta) \exp[i(\sigma t + s \lambda)] \tag{5.95}
\]

Analogous expressions can be derived for other unknowns. The fluctuations under study are characterized by numbers \( l \) and \( s \). A set of waves with wave numbers \( s = 0 \), \( s = \pm 1 \), \( s = \pm 2 \ldots \) corresponds to every excitation frequency \( \sigma \). For given \( l \) and \( s \), the equation has an infinite number of solutions \( \Psi_{l,s}^{l,s}(\theta) \), each of which is related to the
respective depth $h_n$. Variables $h_n$ are the eigenvalues of operator $F$. The eigenfunctions $\Psi_n^{l,s}(\theta)$ are the Hough functions.

Similar to $\sigma$, the frequency $f = \sigma/2\omega_0$ can be positive or negative. Since the operator $F$ (5.88) includes the ratio $s/f$, so Equation (5.93) has a solution for $-s$ and $-f$ provided that it has a solution for $s$ and $f$. In other words, the solutions always form pairs $\exp(\pm i(\sigma t + s\lambda))\Psi_n(\theta)$. Let $s$ be positive and $\sigma$ be either positive or negative. The real solutions can be represented as $\cos(\sigma t + s\lambda)\Psi_n(\cos \theta)$ and $\sin(\sigma t + s\lambda)\Psi_n(\cos \theta)$. In that case, the waves propagate from east to west, if $s/f > 0$, and from west to east, if $s/f < 0$.

The wave corresponding to the azimuthal number $s = 0$ is a standing wave, that is, it is a function of universal time. The wave corresponding to $s = 1$ travels westward, along with the Sun, and is proportional to a function of local time.

According to experimental data (Chapman and Lindzen, 1970), the amplitude of the wave with $s = l$ is maximal in spite of the fact that, for every frequency $l$, there is a set of waves with respective $s$. Thus, for example, the main wave of the lunar semidiurnal tide is the wave with $s = 2$. The amplitudes of the waves with numbers $s = 0$ and $s = -2$ are $\sim 1/10$ of the amplitude of the main wave.

The main wave of the solar diurnal tide is the wave with $s = 1$. The global mode of that type is caused only by the planetary distribution of water vapor. Thus, if we consider only the basic tidal modes (that is, the diurnal tides with $s = 1$ and the semidiurnal tides with $s = 2$), details of the water-vapor distribution may be ignored, and we can use the zone-averaged climatic data to calculate the function of heating.

The semidiurnal tide is excited, in the first place, by ozone heating in the stratosphere. For the diurnal motion of the Sun, the thermal excitation is not described by a unique diurnal harmonic; it contains higher harmonics as well. The largest is the semidiurnal harmonic.

Laplace’s tidal Equation 5.93 is studied in detail in a number of works (Siebert, 1961; Dikiy, 1969; Longuet-Higgins, 1968). Solutions of the equation are given by the Hough functions that can be represented in the form of a series in terms of the associated Legendre polynomials.

There are several methods to solve Equation 5.93. Here, we put Equation 5.93 in the form of a system of two second-order equations. The method was developed by Eckart (Eckart, 1960).

Let a new variable, $\mu = \cos \theta$ be introduced; now Equation 5.93 can be formulated as follows:

$$
\left\{ -\frac{d}{d\mu} \left[ \frac{1}{f^2-\mu^2} \left( (1-\mu^2) \frac{d}{d\mu} + \frac{s\mu}{f} \right) \right] + \frac{1}{j^2-\mu^2} \left( \frac{s\mu}{f} \frac{d}{d\mu} - \frac{s^2}{1-\mu^2} \right) \right\} \Psi_n(\mu) + \frac{4a^2\omega_0^2}{gh_n} \Psi_n(\mu) = 0
$$

(5.96)

Such an equation is obtained for each pair of wave numbers ($s$, $l$). Eckart (1960) suggested that a new function $\xi_n(\mu)$, should be introduced. The definition of the function is the expression in brackets. Then, Equation (5.96) becomes a system of linear equations:
\[
\frac{1}{f^2-\mu^2} \left( -(1-\mu^2) \frac{d}{d\mu} + \frac{s\mu}{f} \right) \Psi_n(\mu) = \xi_n(\mu)
\]
(5.97)

where \( \Gamma = 4\alpha^2a_0^2/gh_n \).

As Hough showed, the eigenfunctions of the operator \( F \) asymptotically is either the Legendre function \( P^s_n(\mu) \) (for large values of \( f \)) or the linear combination of two Legendre functions (for \( \Gamma^{-1} \rightarrow \infty \)). Naturally, solutions for other values of parameters, \( f \) and \( \Gamma \), should be obtained by Galerkin’s method, that is, in the form of a linear combination of the Legendre functions (Dikiy, 1969).

Let the operator on the left part of the Legendre equation be designated by \( L \) (the operator defines the Legendre polynomials). Then:

\[
L = (1-\mu^2) \frac{d^2}{d\mu^2} - 2\mu \frac{d}{d\mu} \left( \frac{s^2}{f^2} - (1-\mu^2) \Gamma \right)
\]

Equation 5.97 are represented in the following form (Dikiy, 1969):

\[
\left( L + \frac{s}{f} \right) \xi = \Gamma \left[ \frac{s}{f} + 2 \right] (1-\mu^2) \frac{d}{d\mu} \Psi_n(\mu)
\]
(5.98)

\[
\left[ L - \frac{s}{f} + \frac{s^2}{f^2} + (f^2-1) \Gamma \right] \Psi_n(\mu) = \left[ (1-\mu^2) \frac{d}{d\mu} + \mu \left( \frac{s}{f} - 2 \right) \right] \xi_n(\mu)
\]

The solutions of system (5.98) are determined in the form of a series in terms of the normalized Legendre polynomials:

\[
\Psi_n(\mu) = \sum_{n=s}^{\infty} a^{(m)}_n \sqrt{\frac{2n+1}{2} \frac{(n-s)!}{(n+s)!}} P^s_n(\mu)
\]

\[
\xi_n(\mu) = \sum_{n=s}^{\infty} a^{(m)}_n \sqrt{\frac{2n+1}{2} \frac{(n-s)!}{(n+s)!}} P^s_n(\mu)
\]

Substituting the series into system (5.98) and taking the following recurrent relationships

\[
\mu P^s_n(\mu) = \frac{n-s+1}{2n+1} P^s_{n+1}(\mu) + \frac{n+s}{2n+1} P^s_{n-1}(\mu)
\]

\[
(1-\mu^2) \frac{dP^s_n(\mu)}{d\mu} = -\frac{n(n-s+1)}{2n+1} P^s_{n+1}(\mu) + \frac{(n+1)(n+s)}{2n+1} P^s_{n-1}(\mu)
\]

\[
LP^s_n(\mu) = -n(n+1) P^s_n(\mu)
\]

into account gives the difference equation for factors \( \alpha_n \):

\[
\Gamma^{-1} a_n = L_{n-2} a_{n-2} + M_n a_n + L_n a_{n+2}, \quad n \geq s
\]
(5.99)
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where
\[
L_n = \frac{1}{f} \left( \frac{n-s+1}{n+1} \right) (n+2) \sqrt{\frac{(n-s+1)(n+s+1)(n-s+2)(n+s+2)}{(2n+1)(2n+3)(2n+3)(2n+5)}}
\]
\[
M_n = \frac{f^2-1}{(s \frac{n}{f} + n) \left( \frac{s}{f} - n - 1 \right)} + \frac{\left( \frac{s}{f} - n + 1 \right)(n-s)(n+s)}{(s \frac{n}{f} + n + 2) \left( \frac{s}{f} - n - 1 \right) \left( \frac{s}{f} - (n+1)(n+2) \right) (2n+1)(2n+3)}
\]

It is apparent that system (5.99) falls into two parts: for one of them, \( n = s, s + 2, \ldots \), for another, \( n = s + 1, s + 3, \ldots \) Nontrivial solutions of the system exist provided that the determinant is zero. Consequently, we have the following condition for the first of the systems \( n = s, s + 2, \ldots \):

\[
\begin{vmatrix}
M_s - \Gamma^{-1} & L_s & 0 & 0 & \ldots & 0 \\
L_s & M_{s+2} - \Gamma^{-1} & L_{s+2} & 0 & \ldots & 0 \\
0 & L_{s+2} & M_{s+4} - \Gamma^{-1} & L_{s+4} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & L_{N-2} & M_N - \Gamma^{-1}
\end{vmatrix} = 0
\]
(5.100)

whereas we have the following condition for the second one \( n = s + 1, s + 3, \ldots \):

\[
\begin{vmatrix}
M_{s+1} - \Gamma^{-1} & L_{s+1} & 0 & 0 & \ldots & 0 \\
L_{s+1} & M_{s+3} - \Gamma^{-1} & L_{s+3} & 0 & \ldots & 0 \\
0 & L_{s+3} & M_{s+5} - \Gamma^{-1} & L_{s+5} & \ldots & 0 \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & L_{N-1} & M_{N+1} - \Gamma^{-1}
\end{vmatrix} = 0
\]
(5.101)

Expressions (5.100)–(5.101) represent the characteristic equation \( Ax = \lambda x \) in the matrix form. In that case, the determination of the eigenvalues and eigenvectors is facilitated by the symmetry and three-diagonal form of the matrix (Wilkinson and Reinsch, 1976). To solve the Laplace equation, Zharov (1996b) defined the values of parameter \( \frac{1}{f} \) by using the frequencies of the gravitational and thermal excitation. He determined \( s \) and \( f \), then the eigenvalues \( \Gamma^{-1} \), \( h_n \), the coefficients \( a_n^{(m)} \) and, eventually, the Hough function \( \Psi_n(\mu) \).

If the eigenvalue and the coefficients \( a_n^{(m)} \) are obtained from system (5.100), the expansion contains functions \( P_s^\rho, P_{s+2}^\rho, P_{s+4}^\rho, \ldots \). If the coefficients are obtained from (5.101), the expansion includes functions \( P_{s+1}^\rho, P_{s+3}^\rho, P_{s+5}^\rho, \ldots \). In the former case, the functions \( \Psi_n(\mu) \) are even, in the latter case, odd.
The wave corresponding to some wave number \( n \), is referred to as a mode. Thus, the solution of the tidal equation falls into the symmetric and antisymmetric modes with respect to the equator of mode.

Let us now consider the vertical structure Equation 5.94. Usually, this equation is reduced to the canonical form, with variable \( z \) replaced by \( x \) using the formula:

\[
x = \int_0^z \frac{dz}{H(z)}
\]

and \( K_n \) replaced with \( y_n \) using the formula \( K_n y_n \exp(x/2) \). Then, (5.94) takes the form (Chapman and Lindzen, 1970):

\[
\frac{d^2 y_n}{dx^2} - \left[ 1 - \frac{1}{h_n} \left( \gamma H + \frac{dH}{dx} \right) \right] y_n = \frac{\gamma J_n(x)}{\kappa g h_n} e^{-x/2}
\]  
(5.102)

Equation 5.102 is solved for every value of \( h_n \).

Unknown parameters \( u, v, w, p \) are defined by (5.95), where \( K_n(x) \) is equal to one of the functions \( u_n(x), v_n(x), w_n(x), p_n(x) \). Then:

\[
u_n(x) = \xi g h_n e^{x/2} \left( \frac{dy_n}{dx} - \frac{1}{2} y_n \right) \cdot \frac{1}{f^2 - \cos^2 \theta} \left( \frac{\partial}{\partial \theta} + \frac{s}{\sin \theta} \right)
\]  
(5.103)

\[
u_n(x) = \frac{\kappa g h_n e^{x/2}}{4a\omega_0^2} \left( \frac{dy_n}{dx} - \frac{1}{2} y_n \right) \cdot \frac{1}{f^2 - \cos^2 \theta} \left( \frac{\partial}{\partial \theta} + \frac{s \cot \theta}{f} \right)
\]  
(5.104)

\[
u_n(x) = -\frac{i \sigma U_n}{g} + \kappa h_n e^{x/2} \left( \frac{dy_n}{dx} + \left( \frac{H}{h_n} - \frac{1}{2} \right) y_n \right)
\]  
(5.105)

\[
u_n(x) = \frac{P_0(0)}{H(x)} \left[ -\frac{U_n}{g} e^{-x} + \frac{\kappa h_n}{i \sigma} e^{-x/2} \left( \frac{dy_n}{dx} - \frac{1}{2} y_n \right) \right]
\]  
(5.106)

Here, the expansion of the potential in the Hough functions is used:

\[
U = \sum_n U_n(x) \Psi_n(\theta)
\]

\( P_0(0) \) is the pressure on the Earth surface.

Equation 5.102 is solved under the boundary conditions. The lower boundary \((x = z = 0)\) condition is as follows: the vertical velocity is zero, that is \( w = 0 \). Then, we obtain from (5.102) at \( x = 0 \):

\[
\frac{dy_n}{dx} + \left( \frac{H}{h_n} - \frac{1}{2} \right) y_n = \frac{i \sigma}{\kappa g h_n} U_n
\]  
(5.107)

Thus, for the gravitational tides, Equation 5.102 turns out to be homogeneous \((J_n = 0)\), the excitation being taken into account only through the lower boundary condition (5.107). For the gravitational tides, the excitation energy is concentrated on the Earth surface.
The upper boundary condition usually is either the boundedness condition of $y_n(x)$ at $x \to \infty$ or the radiation condition (Chapman and Lindzen, 1970). If the height $H$ is constant above some level $x_{\text{max}}$ and $J_n = 0$, then (5.102) is of the form:

$$\frac{d^2 y_n}{dx^2} - \left(1 - \frac{\gamma H}{h_n}\right) y_n = 0$$

If $h_n < 4\gamma H$, the solution of this equation is:

$$y_n = A e^{i\alpha x} + B e^{-i\alpha x}$$

where $\alpha = \sqrt{\gamma H/h_n - 0.25}$. The wave $A e^{i\alpha x}$ propagates downward and the wave $B e^{-i\alpha x}$ upward. If there are no sources of excitation above the level $x_{\text{max}}$, then $B = 0$.

For $h_n > 4\gamma H$, one of the solutions of Equation 5.108 represents a decaying exponential and another – a growing exponential, that is $y_n = C \exp(\pm kx)$, where $k = \sqrt{0.25 - \gamma H/h_n}$. We try the solutions bounded at infinity, therefore the desired solution is as follows: $y_n = C \exp(-kx)$.

To sum up, the solutions of the vertical structure equation can be obtained separately for the gravitational and thermal excitations.
The Air-Mass Seasonal Redistribution and the Earth’s Rotation

6.1 Air-Mass Seasonal Redistribution

Sidorenkov and Stehnovskii have performed investigations of the air-mass seasonal redistribution in the atmosphere (Sidorenkov and Stekhnovsky, 1971, 1972; Stekhnovsky, 1962; Stekhnovsky and Sidorenkov, 1977). The initial data for them were the climatological charts and tables of the sea-level atmospheric pressure (Stekhnovsky, 1960) and the mean monthly temperatures for January and July (Batyayeva, 1960) and the mean height of the ground above see level, $z$. The surface of the Earth was divided by the parallels separated by $4^\circ$ into 46 latitudinal zones (44 four-degree zones in the belt from $88^\circ$N to $88^\circ$S and two two-degree polar caps). Each of these zones was in turn divided into trapezoids by the meridians at intervals of $4^\circ$ in the belt from $40^\circ$N to $40^\circ$S, $6^\circ$ in the belt from $\pm 40^\circ$ to $\pm 72^\circ$, and $60^\circ$ in the belt from $\pm 72^\circ$ to $\pm 88^\circ$. Each of the two-degree polar caps was taken as a single trapezoid.

In each $i$th trapezoid of the $j$th latitude zone we recorded the long-term mean monthly pressure, reduced to the sea level and the normal gravity, $P_{ij}(0, g_{45^\circ}, 0)$, for January and July. For those trapezoids that included dry land, we also recorded the mean monthly temperatures $T_{ij}(0)$ for January and July and the mean height of the ground above sea level, $z_{ij}$.

For the pressure measured at the basis of an air column is necessary to divide by the acceleration of gravity (referred to the height of the center of gravity of this column) in order to calculate the mass of a particular atmospheric column.

Since in practice we can use only the pressure reduced to the sea level and the normal gravity $P(\varphi, \lambda, 0, g_{45^\circ}, 0)$, we must perform the inverse operation of reducing the pressure to the Earth’s surface and the actual gravity $P(\varphi, \lambda, z, g_{\varphi, z})$. Assuming that the atmosphere is polytropic up to the land maximum height, the mass $m$ of an atmospheric unit column was calculated by the formula:

$$m(\varphi, \lambda) = \frac{P(\varphi, \lambda, z, g_{\varphi, z})}{g_{\varphi, h}} = \frac{P(\varphi, \lambda, 0, g_{45^\circ}, 0)}{g_{45^\circ, h}} \left[ \frac{T(\varphi, \lambda, z)}{T(\varphi, \lambda, 0)} \right]^{\frac{g_{h}}{R g_{1}}}$$

(6.1)

Here, $\varphi$ and $\lambda$ are the latitude and the longitude; $z$ is the height of the Earth’s surface above the see level; $h = 7$ km is the height of the center of gravity of the atmosphere; $T$
is the absolute temperature; \( R = 0.287 \times 10^7 \text{ erg g}^{-1} \text{ deg}^{-1} \) is the gas constant; \( \gamma_1 = 6/\text{km} \) is the mean temperature gradient; \( g_{\phi,z} = g_{45^\circ,0}(1 - \alpha \cos 2\phi)(1 - \beta z) \) is the acceleration of gravity at the given latitude \( \phi \) and height \( z \); \( \alpha = 1/298.25 \) is the flattening of the Earth; \( \beta = 0.315 \times 10^{-3} \text{ km}^{-1} \); \( \tilde{g} = 9.80618 \text{ m/s}^2 \); \( g_{45^\circ,7 \text{ km}} = 9.78455 \text{ m/s}^2 \). In expression (6.1) it has been kept in mind that as \( z \ll h \), therefore

\[
\frac{g_{\phi,z}}{g_{\phi,h} \cdot g_{45^\circ,0}} = \frac{g_{45^\circ,0}(1 - \alpha \cos 2\phi)(1 - \beta z)}{g_{45^\circ,0}(1 - \alpha \cos 2\phi)(1 - \beta h)g_{45^\circ,0}} \approx \frac{1}{g_{45^\circ,h}}
\]

Based on the respective calculations, a map of the long-term mean seasonal redistribution of the atmospheric air over the globe has been constructed (Stekhnovsky and Sidorenkov, 1977) (Figure 6.1). The map represents the isolines of air-mass increments (g/cm²) from July to January.

This map validates the known regularities of the air-mass seasonal redistribution: a tendency for air-mass accumulation over continents in winter and over oceans in summer. In addition, the map demonstrates some special features of this redistribution. In particular, it shows that the air-mass seasonal redistribution occurs with the opposite sign over the largest mountains and the surrounding plains. Within vast expanses of Eurasia and northern Africa over which the air mass increases in winter, there are mountain areas over which the air-mass outflows (or inflows but little). Over the Plateau of Tibet, for example, the air-mass negative increments from July to

Figure 6.1 Global redistribution of air masses from July to January. Isolines (g/cm²): solid – the air-mass inflow; broken – the air-mass outflow.
January are about \(-16.3\ \text{g/cm}^2\); over the Cordilleras (of the Northern Hemisphere), these increments are up to \(-7\ \text{g/cm}^2\), while over central areas of North America the air-mass increments are positive.

In the Southern Hemisphere (summer), the air-mass outflows over plains and inflows over the Andes narrow ridge. The air-mass inflow is also characteristic of central Antarctica, where it exceeds \(15\ \text{g/cm}^2\). This peculiar regime of the air-mass seasonal redistribution over mountain areas may be due to the changes in atmospheric pressure with height under the effect of air cooling/warming in the plain and mountain areas. With cooling, the air pressure grows over plains and drops over mountains, and vice versa: with warming, the atmospheric pressure decreases over plains and increases over mountains.

Over the oceans of the Northern Hemisphere, the center of the seasonal largest changes in air pressure (>15 g/cm\(^2\)) is located in the region of the Aleutian Low. The center of air-mass negative increments in the region of the Icelandic Low, which is shown in the earlier published maps, is absent in our map. Its absence may be due to the dominant effect of the air mass changes over Greenland.

In the region subjected to the influence of the Siberian High, the respective air-mass increments are not very significant (about 15 g/cm\(^2\)) and are comparable in absolute value with the respective increments over the North Pacific Ocean. There are also centers of an intense air-mass inflow over the northeastern part of China (up to 25 g/cm\(^2\)) and the Hindustan and Arabian peninsulas (about 20 g/cm\(^2\)), both centers being due to the monsoon circulation.

In the subtropical zone of the Southern Hemisphere, the air-mass negative increments prevail, the centers of these changes being shifted to the continents’ eastern parts. In the moderate zone of this hemisphere, the respective isolines present a complicated but well-defined pattern showing the alteration of the air-mass inflow and outflow. They reflect the seasonal shifts of frontal zones, along which the cyclones of moderate latitudes move.

Under close examination of the map one can see that in the Southern Hemisphere, the outflow of air mass prevails over its inflow in summer. Since the air mass cannot disappear, one may suppose that the atmospheric air outflows into the Northern Hemisphere.

The seasonal flow of air from one hemisphere to another was first postulated by Shaw (1936). Studying the deviations of the mean monthly fields of atmospheric pressure from its mean yearly field over the Northern Hemisphere, Shaw concluded that the air-mass redistribution occurs not only within one hemisphere, but also between the hemispheres. Rough estimates of the seasonal air exchange between the hemispheres are given in (Bonchkovskaya, 1956; Stekhnovsky, 1960, 1962). These estimates vary between \(3.87 \times 10^{15}\) and \(5.95 \times 10^{15}\) kg.

According to our calculations (Sidorenkov and Stekhnovsky, 1971), in the Northern Hemisphere the air masses in January and July are \(2.5778 \times 10^{18}\) and \(2.5740 \times 10^{18}\) kg, respectively; and in the Southern Hemisphere they are \(2.5794 \times 10^{18}\) and \(2.5839 \times 10^{18}\) kg, respectively. In the first case the difference between January and July is \(+3.8 \times 10^{15}\) kg (1.5 g/cm\(^2\)) and in the second case is \(-4.5 \times 10^{15}\) kg (−1.8 g/cm\(^2\)). Thus, the air mass in the Northern Hemisphere decreases by about \(4 \times 10^{15}\) kg
between January and July, while the mass in the Southern Hemisphere increases by the same amount. These figures give the long-term mean seasonal exchange of air mass between the hemispheres.

The contributions of individual latitudinal zones to this process are illustrated by Figure 6.2, in which the abscissa is the latitudinal zones and the ordinate is the air-mass increments between January and July in each latitudinal zone. We see that in the subtropical zones, the air mass decreases markedly from winter to summer. This decrease is due to a significant air inflow into the subtropical zone of the opposite hemisphere, together with a less-marked air inflow to the high-latitude zones within the same hemisphere. It is interesting that the change of sign of the air-mass seasonal redistribution does not occur at the equator, but somewhat to the north (about 6°N). The total decrease in the air mass from January to July in the belt from 6 to 48°N is about $4.7 \times 10^{15}$ kg, of which about $4.0 \times 10^{15}$ kg (85%) flows from the zones between 32 and 12°, with a maximum at about 25°N. This decrease in the air mass is due to a slight flow of air to the high latitudes of the Northern Hemisphere ($0.4 \times 10^{15}$ kg, or 9%), and a very large southward flow ($4.3 \times 10^{15}$ kg, or 91%). In the subtropical zones of the Southern Hemisphere (8–36°S), the air-mass increment between January and July is about $5.2 \times 10^{15}$ kg.

The belt of the air-mass negative increments extends from 6°N to 60°S, where the air-mass accumulation from January to July makes about $6.5 \times 10^{15}$ kg. Apart from a considerable air-mass inflow from the sub-tropics of the Northern Hemisphere ($4.3 \times 10^{15}$ kg, or 67%), a relatively large quantity of air inflows from the Antarctic regions ($2.1 \times 10^{15}$ kg or 33%) into this belt.

Thus, the most intense air-mass exchange between hemispheres occurs across the 6°N parallel through which about $4.3 \times 10^{15}$ kg of air flows southward from January to July and northward from July to January. About $1.1 \times 10^8$ kg of air flows back and
forth each year through each meter of the 6°N parallel in the active layer of the atmosphere. We recall that as a result of the monsoon activity, about $1 - 1.5 \times 10^8$ kg of air is transferred (in the active layer of the atmosphere) through each meter of the shore line from oceans to continents in winter and from continents to oceans in summer (Bonchkovskaya, 1956).

The results of calculations of the air-mass redistribution between continents and oceans are published in (Sidorenkov and Stekhnovsky, 1972). It is shown that over the continents of the Northern Hemisphere, as the land cools and the anticyclonic circulation intensifies from July to January, the air mass increases in a wide latitudinal zone ($68° - 8°$N) and makes $5.8 \times 10^{15}$ kg. At the same time, the air mass over oceans significantly decreases, most intensely in the zone of $52° - 40°$N, where the air-mass increment from July to January makes $1.28 \times 10^{15}$ kg. In the zone of $0° - 8°$N, the pattern is reverse: the air-mass outflows from land to oceans, which is characteristic of the Southern Hemisphere during this season. Since the land area in the Southern Hemisphere makes up only 25% of the total area (that is, much less than in the Northern Hemisphere, where it makes up 50.7%) and since land areas are situated in the low and high latitudes, the air-mass seasonal redistribution between continents and oceans is insignificant there. It is approximately 6 times less than that in the Northern Hemisphere.

The air mass over the entire land of the globe increases from July to January by $4.57 \times 10^{15}$ kg and decreases over oceans by $5.29 \times 10^{15}$ kg. The difference between these values is likely to be due to the air-mass decrease from July to January (at the expense of the decreased air humidity, for example). The atmospheric mass in January is $5.157 \times 10^{18}$ kg and that in July is $5.158 \times 10^{18}$ kg. The mean planetary pressure of the atmosphere on the Earth's surface is 987.1 hPa in January and 987.3 hPa in July (Sidorenkov and Stekhnovsky, 1971).

Burlutskii (Sonechkin and Burlutskiy, 2005) has shown that changes in the hemisphere-average surface pressure for two hemispheres are specularly symmetric. If air pressure increases in the Northern Hemisphere, it decreases in the Southern hemisphere by the same value (the coefficient of correlation is $-0.94$). He has shown that changes in the global surface pressure are in close correlation with changes in the amount of water vapor in the global atmosphere. The mass of the entire dry atmosphere is constant. Changes in the atmospheric mass are mainly due to changes in the amount of water vapor in it. Hence, the variations in the mean global value of the surface pressure are the reliable indicators of variations in the global value of water vapor in the atmosphere, the latter value significantly affects the temperature of the surface layer of the atmosphere.

### 6.2 Components of the Inertia Tensor of the Atmosphere

The components of the inertia tensor of the atmosphere are the fundamental geophysical parameters to be known when developing a high-precision theory of the nutation of the Earth's rotation axis. Some of these parameters are needed for better understanding and interpreting the specific features of atmospheric
circulation and the Earth’s gravitational field. In this connection, let us calculate the components of the inertia tensor of the atmosphere.

We choose a coordinate system that is rigidly bound to the Earth and participates in all its motions. We place the origin of this system at the Earth’s center of inertia. The $x_3$ axis points to the mean position of the North Pole, and the $x_1$ and $x_2$ axes, which lie in the plane of the equator, are directed at the Meridian of Greenwich and $90^\circ$ to the east of it, respectively. As we know, the components of the inertia tensor of the atmosphere $n_{ij}$ in the Cartesian system of coordinates may be described in the same way as $N_{ij}$ in matrix (4.10) in Section 4.1. Since the Earth’s atmosphere is spheroidal, it will be more convenient to use the spherical coordinate system for calculations. In this system, the coordinates are: $x_1 = r \sin \theta \cos \lambda; x_2 = r \sin \theta \sin \lambda; x_3 = r \cos \theta$; a volume element is $dV = r^2 \sin \theta dr d\theta d\lambda$. Substituting these expressions in (4.10), we may find the inertia-tensor component in the spherical coordinates:

$$
\begin{align*}
n_{11} &= \iiint \rho r^4 \left(1 - \sin^2 \theta \cos^2 \lambda\right) \sin \theta \, d\lambda \, d\theta \, dr \\
n_{22} &= \iiint \rho r^4 \left(1 - \sin^2 \theta \sin^2 \lambda\right) \sin \theta \, d\lambda \, d\theta \, dr \\
n_{33} &= \iiint \rho r^4 \sin^3 \theta \, d\lambda \, d\theta \, dr \\
n_{12} &= -\iiint \rho r^4 \sin \theta \cos \lambda \sin \lambda \, d\lambda \, d\theta \, dr \\
n_{13} &= -\iiint \rho r^4 \sin^2 \theta \cos \theta \cos \lambda \, d\lambda \, d\theta \, dr \\
n_{23} &= -\iiint \rho r^4 \sin^2 \theta \cos \theta \sin \lambda \, d\lambda \, d\theta \, dr
\end{align*}
$$

(6.2)

Here, $\rho$ is the air density, $r$ is the geocentric distance, $\theta$ is the colatitude, and $\lambda$ is the eastern longitude; $n_{12} = n_{21}; n_{13} = n_{31}; n_{23} = n_{32}$. The integration over the height yields:

$$
\int_{R+z}^{\infty} \rho r^4 \, dr = \frac{(R + h)^4}{g_{0,h}} \int_0^P \frac{dp}{g_{0,h}} \approx \frac{(R + h)^4}{g_{45^\circ,h}} P(\theta, \lambda, \zeta, g_{0,\zeta})
$$

(6.3)

where $R$ is the radius of the sea-level surface, $h$ is the height of the center of gravity of the given unit volume of the atmosphere, $g_{0,h}$ is the acceleration of gravity at the given $\theta$ and $h$, and $P(\theta, \lambda, \zeta, g_{0,\zeta})$ is the atmospheric pressure at the point with coordinates $(\theta, \lambda)$, at height $z$ above sea level, for the acceleration of gravity $g_{0,\zeta}$.

We approximate the radius of the center-of-gravity surface of the atmosphere using the expression:

$$
R + h = (a + h)(1 - \alpha \cos^2 \theta)
$$

(6.4)

and the acceleration of gravity, with the expression:

$$
g_{0,h} = g_{90^\circ,0}(1 + 0.005288 \cos^2 \theta - 0.59 \times 10^{-5} \sin^2 2\theta - 0.315 \times 10^{-3} h)
$$

(6.5)
6.2 Components of the Inertia Tensor of the Atmosphere

Taken into account (6.3)–(6.5), expression (6.2) can be written

\[
\begin{align*}
    n_{11} &= A \int_{0}^{\pi} \int_{0}^{2\pi} \sin^3 \theta \cos^2 \theta (1 - \alpha \cos^2 \theta)^4 P d\lambda d\theta \\
    n_{22} &= A \int_{0}^{\pi} \int_{0}^{2\pi} \sin^3 \theta \sin^2 \lambda (1 - \alpha \cos^2 \theta)^4 P d\lambda d\theta \\
    n_{33} &= A \int_{0}^{\pi} \sin^3 \theta (1 - \alpha \cos^2 \theta)^4 P d\lambda d\theta \\
    n_{12} &= -\frac{1}{2} A \int_{0}^{\pi} \sin^3 \theta (1 - \alpha \cos^2 \theta)^4 \int_{0}^{2\pi} P \sin 2\lambda d\lambda d\theta \\
    n_{13} &= -A \int_{0}^{\pi} \sin^2 \theta \cos \theta (1 - \alpha \cos^2 \theta)^4 \int_{0}^{2\pi} P \cos \theta d\lambda d\theta \\
    n_{23} &= -A \int_{0}^{\pi} \sin^2 \theta \cos \theta (1 - \alpha \cos^2 \theta)^4 \int_{0}^{2\pi} P \sin \theta d\lambda d\theta
\end{align*}
\]

(6.6)

Here, \( A = 10^3 (a + h)^4 / g_{45^\circ} \); \( P \) is the pressure in hectoPascals (hPa), and \( a \) and \( \alpha \) are the equatorial radius and the flattening of the Earth.

The initial data for calculations were the data on atmospheric pressure described in Section 6.1.

The components of the inertia tensor were calculated by the numerical integration over the following expressions:

\[
\begin{align*}
    n_{11} &= A \left( \sum_{j=1}^{46} \Phi_j \Delta \lambda_j \sum_{i=1}^{N} P_{ij} - \sum_{j=1}^{46} X_j \sum_{i=1}^{N} \Lambda_i P_{ij} \right) \\
    n_{22} &= A \left( \sum_{j=1}^{46} \Phi_j \Delta \lambda_j \sum_{i=1}^{N} P_{ij} - \sum_{j=1}^{46} X_j \sum_{i=1}^{N} K_i P_{ij} \right) \\
    n_{33} &= A \sum_{j=1}^{46} X_j \Delta \lambda_j \sum_{i=1}^{N} P_{ij} \\
    n_{12} &= -A \sum_{j=1}^{46} X_j \sum_{i=1}^{N} I_i P_{ij} \\
    n_{13} &= -A \sum_{j=1}^{46} \Omega_j \sum_{i=1}^{N} \Pi_i P_{ij} \\
    n_{23} &= -A \sum_{j=1}^{46} \Omega_j \sum_{i=1}^{N} O_i P_{ij}
\end{align*}
\]

(6.7)
where \( N \) is the number of trapezoids in the \( j \)th zone, \( \Delta \lambda_j = \bar{\lambda} - \lambda = 2\pi/N \), 
\( A = 1.698795 \times 10^{28} \text{ kg m}^2/\text{hPa} \) (it was assumed that \( a = 6378.14 \text{ km}, h = 7 \text{ km}, \) and \( g_{45.7 \text{ km}} = 9.78455 \text{ m/s}^2 \)), \( \alpha = 1/298.25 \), and \( P_{ij} \) is the pressure of the \( j \)th trapezoid of the \( i \)th zone, expressed in hPa,

\[
\Phi_j = \int_0^{\pi} \sin \theta (1 - \alpha \cos^2 \theta)^4 d\theta \approx \left( -\cos \theta + \frac{4\alpha}{3} \cos^3 \theta \right)^{\frac{\tilde{\theta}}{\phi}}
\]

\[
X_j = \int_0^{\pi} \sin^3 \theta (1 - \alpha \cos^2 \theta)^4 d\theta \approx \left( -\cos \theta + \frac{1 + 4\alpha}{3} \cos^3 \theta - \frac{4\alpha}{5} \cos^5 \theta \right)^{\frac{\tilde{\theta}}{\phi}}
\]

\[
\Omega_j = \int_0^{\pi} \sin^2 \theta \cos \theta (1 - \alpha \cos^2 \theta)^4 d\theta \approx \left( -\frac{4\alpha}{3} \sin^3 \theta + \frac{4\alpha}{5} \sin^5 \theta \right)^{\frac{\tilde{\theta}}{\phi}}
\]

\[
\Lambda_i = \left( \frac{1}{2} \lambda + \frac{1}{4} \sin 2\lambda \right)^{\frac{\tilde{\lambda}}{\phi}} \quad K_i = \left( \frac{1}{2} \lambda - \frac{1}{4} \sin 2\lambda \right)^{\frac{\tilde{\lambda}}{\phi}}
\]

\[
I_i = \frac{1}{2} \sin^2 \lambda^{\frac{\tilde{\lambda}}{\phi}} \quad \Pi_i = \sin \lambda^{\frac{\tilde{\lambda}}{\phi}} \quad O_i = -\cos \lambda^{\frac{\tilde{\lambda}}{\phi}}
\]

The inertia tensor components are calculated for two “climatic” months – mean January and mean July. Since the rheological properties of land and ocean must be taken into account, the summations were made separately over the trapezoids occupied by ocean and the trapezoids occupied by land or closed bodies of water. In the latter case, calculations were carried out using the atmospheric-pressure data specified in two variants. In the first variant, we used the sea-level pressure \( P_{ij} = P_{ij}(0, g_{45.7 \text{ km}}) \), and in the second was the pressure reduced to the average height of the Earth’s surface in a particular trapezoid, \( P_{ij} = P_{ij}(z, g_{45.7 \text{ km}}) \). The respective expressions and the description of details can be found in (Sidorenkov, 1973).

As we know, the atmospheric pressure varies with a one-year period. These variations are for the most part due to the variations of temperature over the year. The hemisphere-averaged pressure increases from summer to winter, and it decreases from winter to summer. The atmospheric-pressure annual variations are most conspicuous in the middle latitudes. In winter, when the ocean surface is considerably warmer than the land surface, the atmospheric pressure over oceans is lower than that over continents. The thermal situation is the reverse in summer, so that a lower pressure is registered over continents and a higher one over oceans. Since at most localities on the Earth’s surface the pressure, like the temperature, varies harmonically over the year, and then, as we see from (6.6), the inertia tensor components should vary in a similar fashion:

\[
n_{ij} (\oplus) = \bar{n}_{ij} + E_{ij} \cos (\oplus - \beta_{ij})
\]

where \( \bar{n}_{ij} \) is the annual mean value, \( E_{ij} \) and \( \beta_{ij} \) are the amplitude and phase of the annual variations of the component under consideration, \( \oplus = 2\pi t/365.25 \text{ day} \) is
the longitude of the mean sun reckoned from the beginning of the year, and \( t \) is the time in days. In most cases, the extreme values of the annual atmospheric-pressure variation coincide approximately in time with the temperature extremes. It may be assumed that for the Earth as a whole, they are observed in January and July. Consequently, \( \bar{n}_{ij} \) and \( E_{ij} \), are in first approximation determined as the half-sum and half-difference of their values in July and January, respectively:

\[
\bar{n}_{ij} \approx \frac{1}{2} \left[ n_{ij}(I) + n_{ij}(VII) \right]
\]

\[
E_{ij} \approx \frac{1}{2} \left[ n_{ij}(I) - n_{ij}(VII) \right]
\]

and the phase \( \beta \) equals zero.

Table 6.1 gives the annual-average values and the ranges of the annual variations of the atmosphere’s inertia-tensor components, as calculated in this way. It also includes the absolute values of air mass and average atmospheric pressure, together with the ranges of their annual variations. All these characteristics are given separately for the regions of integration, which extend over land, ocean, and the entire planet. For land and the planet as a whole, the above calculations are made with and without account for land elevation above sea level. The corrections for height are given in a separate column. The areas of integration are given in the last line.

### Table 6.1

Mean values \( \bar{n}_{ij} \) and amplitudes \( E_{ij} \) of annual variations in the atmospheric inertia tensor components (in units of \( 10^{28} \text{ kg m}^2 \)), atmospheric masses \( M \) (in units of \( 10^{15} \text{ kg} \)), and pressures \( \langle P \rangle \) (in hPa).

<table>
<thead>
<tr>
<th>Element</th>
<th>Region</th>
<th>Ocean</th>
<th>Sea-level pressure</th>
<th>Land-level pressure</th>
<th>Height correction</th>
<th>Planet as a whole</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Sea-level pressure</td>
<td>Land-level pressure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \bar{n}_{11} )</td>
<td></td>
<td>8294</td>
<td>5867</td>
<td>5588</td>
<td>279</td>
<td>14161</td>
</tr>
<tr>
<td>( E_{11} )</td>
<td></td>
<td>-4.6</td>
<td>19.9</td>
<td>8.9</td>
<td>11.1</td>
<td>15.3</td>
</tr>
<tr>
<td>( \bar{n}_{22} )</td>
<td></td>
<td>8935</td>
<td>5228</td>
<td>5008</td>
<td>219</td>
<td>14162</td>
</tr>
<tr>
<td>( E_{22} )</td>
<td></td>
<td>-9.5</td>
<td>13.4</td>
<td>5.8</td>
<td>7.6</td>
<td>3.9</td>
</tr>
<tr>
<td>( \bar{n}_{33} )</td>
<td></td>
<td>9374</td>
<td>4995</td>
<td>4753</td>
<td>242</td>
<td>14370</td>
</tr>
<tr>
<td>( E_{33} )</td>
<td></td>
<td>-7.4</td>
<td>9.0</td>
<td>3.7</td>
<td>5.4</td>
<td>1.6</td>
</tr>
<tr>
<td>( \bar{n}_{12} )</td>
<td></td>
<td>-164.2</td>
<td>164.2</td>
<td>179.1</td>
<td>-14.9</td>
<td>0.04</td>
</tr>
<tr>
<td>( E_{12} )</td>
<td></td>
<td>-0.17</td>
<td>-1.80</td>
<td>-1.39</td>
<td>-0.41</td>
<td>-1.63</td>
</tr>
<tr>
<td>( \bar{n}_{13} )</td>
<td></td>
<td>301.0</td>
<td>-303.8</td>
<td>-301.2</td>
<td>-2.52</td>
<td>-2.76</td>
</tr>
<tr>
<td>( E_{13} )</td>
<td></td>
<td>-1.40</td>
<td>-0.89</td>
<td>-0.76</td>
<td>-0.14</td>
<td>-2.30</td>
</tr>
<tr>
<td>( \bar{n}_{23} )</td>
<td></td>
<td>320.0</td>
<td>-326.1</td>
<td>-284.7</td>
<td>-41.3</td>
<td>-6.06</td>
</tr>
<tr>
<td>( E_{23} )</td>
<td></td>
<td>-0.86</td>
<td>-6.97</td>
<td>-4.54</td>
<td>-2.43</td>
<td>-8.83</td>
</tr>
<tr>
<td>Mass ( M )</td>
<td></td>
<td>3271</td>
<td>1979</td>
<td>1888</td>
<td>910</td>
<td>5250</td>
</tr>
<tr>
<td>( E_M )</td>
<td></td>
<td>-2.64</td>
<td>5.23</td>
<td>2.28</td>
<td>2.95</td>
<td>2.59</td>
</tr>
<tr>
<td>Pressure ( \langle P \rangle )</td>
<td></td>
<td>1011.4</td>
<td>994.4</td>
<td>948.7</td>
<td>45.7</td>
<td>1004.9</td>
</tr>
<tr>
<td>( E_\langle P \rangle )</td>
<td></td>
<td>-0.82</td>
<td>2.64</td>
<td>1.14</td>
<td>1.49</td>
<td>0.50</td>
</tr>
<tr>
<td>( S \times 10^{-14} \text{ m}^2 )</td>
<td></td>
<td>3.164</td>
<td>1.948</td>
<td>5.112</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
The principal moments of inertia of the atmosphere are needed for estimating the instabilities of the Earth’s rotation. We should recall that the mean moment of inertia of the atmosphere relative to the polar axis (the axial moment of inertia) is equal to \( n_{33} = 1.413 \times 10^{32} \text{ kg m}^2 \). The mean values of the inertia moments of the atmosphere over the Northern and Southern Hemispheres are \( n_{33} = 0.702 \times 10^{32} \text{ kg m}^2 \), and \( n_{33} = 0.711 \times 10^{32} \text{ kg m}^2 \), respectively. The equatorial inertia moments are equal to \( n_{11} = 1.388 \times 10^{32} \text{ kg m}^2 \) and \( n_{22} = 1.394 \times 10^{32} \text{ kg m}^2 \), respectively.

It is practically impossible to estimate (with whatever reliability) the errors of the characteristics given in Table 6.1. It can only be assumed that the errors of their absolute values are within the tenths of a per cent, while those of the amplitudes make a few per cent.

6.3 Estimations of Instabilities in the Earth’s Rotation

As is shown in Section 4.4, the effect of air-mass seasonal redistribution on the Earth’s rotation is described by the equations:

\[
\begin{align*}
\frac{1}{\sigma_0} \frac{d v_1}{d t} + v_2 &= \Psi_2 = \frac{\tilde{n}_{33}}{C - A} \\
\frac{1}{\sigma_0} \frac{d v_2}{d t} - v_1 &= -\Psi_1 = -\frac{\tilde{n}_{13}}{C - A} \\
\frac{d v_3}{d t} &= \frac{d \Psi_3}{d t} = -\frac{1 + k' \tilde{n}_{33}}{C} \frac{d t}{d t}
\end{align*}
\]  \( (6.11) \)

Substituting the appropriate values of \( \tilde{n}_{ij} \) from the last column of Table 6.1 into (6.11) and assuming \( C - A = 2.63 \times 10^{42} \text{ g cm}^2 \), \( C = 8.04 \times 10^{44} \text{ g cm}^2 \), and \( \Omega = 7.29 \times 10^{-5} \text{ s}^{-1} \), we obtain, in units of \( 10^{-8} \),

\[
\begin{align*}
\Psi_1' &= -8.2 \cos \Theta, \quad \Psi_2' = -24.3 \cos \Theta, \quad \Psi_3' = 0.033 \cos \Theta
\end{align*}
\]  \( (6.12) \)

The excitation function would have these components if the entire Earth (together with oceans) behaved as an absolutely rigid body. But actually, the Earth is deformed due to variations in the load onto its surface that result from the air-mass redistribution in the atmosphere. Here, the global ocean apparently responds to the seasonal atmospheric-pressure variations like an inverted barometer. Where the pressure increases, the sea level drops, and vice versa. If we consider only the effect of the air-mass redistribution in the atmosphere, the annual pressure variations at a certain depth in oceans, should be coordinate independent. We see from Table 6.1 that \( \langle P_0 \rangle \) (the pressure averaged over the surface of the World Ocean), varies over the year in accordance with:

\[
\langle P_0 \rangle = (1011.4 - 0.82 \cos \Theta) \text{ hPa}
\]  \( (6.13) \)

Also, we calculated the components of the atmosphere inertia tensor for this case of the pressure distribution over the World Ocean (the case of the “inverted
The atmospheric pressure over the entire ocean was assumed to be 1010.58 and 1012.22 hPa in January and July, respectively. The initial data on the pressure over land were taken as unchanged, as well as the calculation formulas (6.7). The results are given in Table 6.2.

Substituting the values $\tilde{n}_{13}$, $\tilde{n}_{23}$ and $\tilde{n}_{33}$ from Table 6.2 into expressions (6.11), we find that when the ocean responds to the atmospheric-pressure variations as an inverted barometer, the components of the excitation function have the following values (multiplied by $10^{-8}$):

$$
\psi_1 = -3.8 \cos \Theta, \quad \psi_2 = -18.2 \cos \Theta, \quad \psi_3 = 0.034 \cos \Theta \quad (6.14)
$$

The first two components that describe the motion of the excitation pole can also be written in the form of circular motion. Then using the formulas of transition (4.39)–(4.48), we obtain:

$$
\psi_1 + i\psi_2 = 9.2e^{i(\Theta + 258^\circ)} + 9.3e^{-i(\Theta + 102^\circ)}
$$

(6.15)

In the 1980s, the calculations of the atmospheric excitation functions were organized both in operational and in a retrospective way, known as reanalysis. They were based on the analyses of the surface pressure and wind fields, which were performed using the global atmospheric models developed in the world’s major meteorological centers: the U.S. National Centers for Environmental Prediction (NCEP), the European Center for Medium-range Weather Forecasting (ECMWF), the UK Meteorological Office (UKMO), and the Japan Meteorological Agency (JMA). These models are widely used in the calculations and correlation analysis of the time series of the pole’s coordinates (Barnes et al., 1983; Salstein et al., 1993; Salstein, 2000; Nastula, Ponte, and Salstein, 2000; Wilson, 2000). We should underline that the atmosphere excitation functions that were obtained in the above centers with the use of the detailed and accurate atmospheric pressure fields, nevertheless, do not account fully for the distortions due to land topography.

The excitation functions of the form of $\psi_i = a_i \cos \Theta + b_i \sin \Theta$ describe the forced motion of the poles and the variations of the Earth’s rotation velocity with an annual period. As is shown in Section 4.5, they can be found by the following

<table>
<thead>
<tr>
<th>Region</th>
<th>Component</th>
<th>$n_{11}$</th>
<th>$E_{11}$</th>
<th>$n_{22}$</th>
<th>$E_{22}$</th>
<th>$n_{33}$</th>
<th>$E_{33}$</th>
<th>$n_{12}$</th>
<th>$E_{12}$</th>
<th>$n_{13}$</th>
<th>$E_{13}$</th>
<th>$n_{23}$</th>
<th>$E_{23}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocean</td>
<td></td>
<td>8301</td>
<td>-6.7</td>
<td>8942</td>
<td>-7.3</td>
<td>9359</td>
<td>-7.6</td>
<td>-164.5</td>
<td>0.13</td>
<td>300.3</td>
<td>-0.24</td>
<td>317.5</td>
<td>-0.26</td>
</tr>
<tr>
<td>Land</td>
<td></td>
<td>5588</td>
<td>8.9</td>
<td>5008</td>
<td>5.8</td>
<td>4753</td>
<td>3.7</td>
<td>179.1</td>
<td>-1.39</td>
<td>-301.2</td>
<td>-0.76</td>
<td>-284.7</td>
<td>-4.54</td>
</tr>
<tr>
<td>Entire planet</td>
<td></td>
<td>13890</td>
<td>2.2</td>
<td>13950</td>
<td>-1.4</td>
<td>14113</td>
<td>-3.9</td>
<td>14.6</td>
<td>-1.26</td>
<td>-0.9</td>
<td>-1.00</td>
<td>32.8</td>
<td>-4.79</td>
</tr>
</tbody>
</table>

Table 6.2 Mean values of $\tilde{c}_{ij}$ and amplitudes of annual variations $D_{ij}$ of the components of the atmosphere inertia tensor, $10^{-8}$ kg m$^2$, with the World Ocean behaving as the “inverted barometer”.

6.3 Estimations of Instabilities in the Earth’s Rotation
formulas:
\[ n_1 + in_2 = \frac{1}{T^2-1} \{ -(a_1 + T b_2) - i(a_2 - T b_1) \} \cos \oplus + \{(T a_2 - b_1) - i(T a_1 + b_2)\} \sin \oplus \]
\[ n_3 = \psi_3 = a_3 \cos \oplus + b_3 \sin \oplus \]  

(6.16)

Substituting \( T = 1.2 \) year, and the coefficients of the excitation function components from (6.14) \( (a_1 = -3.8, b_1 = 0, a_2 = -18.2, b_2 = 0, a_3 = 0.034, b_3 = 0) \) into expressions (6.16), we obtain the final expressions for the annual motion of the pole and the variations of the Earth’s rotation velocity that are caused by the redistribution of air mass in the atmosphere (units of \( 10^{-8} \)):

\[ n_1 + in_2 = 8.6 \cos \oplus - 49.7 \sin \oplus + i(41.4 \cos \oplus + 10.4 \sin \oplus) \]  

(6.17)

\[ n_3 = 0.034 \cos \oplus \]  

(6.18)

If the trajectory of the excitation pole is given in the form of circular movements (6.15), then the forced movement of the pole of rotation is:

\[ n_1 + in_2 = - \frac{1}{T-1} |\psi_1| e^{i(\oplus + \lambda_1)} + \frac{1}{T+1} |\psi_2| e^{-i(\oplus + \lambda_2)} \]

\[ = 46.5 e^{i(\oplus + 78^\circ)} + 4.2 e^{-i(\oplus + 102^\circ)} \]  

(6.19)

By comparison, if the effect of the “inverted barometer” in the ocean is not accounted for (that is, if the excitation functions (6.12) are used instead of (6.14)), then the parameters of the poles’ motion and of the Earth’s rotation irregularities would be:

\[ n_1 + in_2 = 18.6 \cos \oplus - 66.4 \sin \oplus + i(55.3 \cos \oplus + 22.4 \sin \oplus) \]

\[ = 64.2 e^{i(\oplus + 71^\circ)} + 5.9 e^{-i(\oplus + 109^\circ)} \]  

(6.20)

\[ n_3 = 0.033 \cos \oplus \]  

(6.21)

6.4 Discussion of Results

Let us compare the above results with astronomical observations, by computing the annual variations of the length of day. According to astronomical observations, the Earth’s rotational velocity varies with a 1-year period in the following manner (Sidorenkov, 1975a) (units of \( 10^{-8} \)):

\[ n_3 = -0.42 \cos \oplus - 0.19 \sin \oplus = 0.46 \cos (\oplus - 205^\circ) \]  

(6.22)

Comparing (6.18) and (6.22), we conclude that the redistribution of masses in the atmosphere cannot account for the observed annual variations of the Earth’s rotational velocity. The calculated amplitude of variations makes only 7% of the observed value, and the calculated phase is 250° larger than the observed phase (that
This is in good agreement with the results of previous investigations (Munk and Mcdonald, 1960; Lambeck, 1980).

Let us now turn to the annual motion of the pole of the Earth’s rotation. The trajectory of the annual motion of the North Pole has been determined from astronomical observations several times. The results of most of these studies are summarized in (Munk and McDonald, 1960; Lambeck, 1980). In part I of Table 6.3 we list the values obtained from analysis of the longest series of the pole coordinates (Walker and Young, 1957; Rykhlova, 1971; Jeffreys, 1968; Gaposchkin, 1972; Korsun, Mayor, and Yatskiv, 1974; Vondrak and Pejovic, 1988).

The parameters of the pole of rotation circular movements, which correspond to the trajectories presented in Table 6.3, are given in Table 6.4. They are calculated by the formulas of transition (4.39)–(4.48) with the use of the values of \( v_1^C, v_1^S, v_2^C, v_2^S \) from Table 6.3.

We should note that the initial data used in the works of A. Walker, A. Young, and G. Jeffreys are the pole coordinates in the system of the International Latitude Service (ILS), which are known to be referred to several different starting epochs. L. Rykhlova used the pole coordinates referred to the mean pole of the observation epoch (the system of A. Orlov). E. Gaposchkin used mainly Rykhlova’s data and partly the ILS data. That is why the trajectory of the North Pole of the Earth’s rotation calculated by

### Table 6.3 Annual-motion trajectories of the Earth’s North Pole of rotation, according to various authors (in units of \( 10^{-8} \) radian).

<table>
<thead>
<tr>
<th>Author</th>
<th>Period</th>
<th>( v_1^C )</th>
<th>( v_1^S )</th>
<th>( v_2^C )</th>
<th>( v_2^S )</th>
<th>( F )</th>
<th>( \varphi_1 ), deg</th>
<th>( N )</th>
<th>( \varphi_2 ), deg</th>
<th>( \lambda ), deg</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Astronomical observations (Walker and Young)</td>
<td>1899–1954</td>
<td>-31.0</td>
<td>-34.4</td>
<td>33.9</td>
<td>-22.3</td>
<td>46.3</td>
<td>228</td>
<td>40.6</td>
<td>326</td>
<td>132</td>
</tr>
<tr>
<td></td>
<td>1899–1967</td>
<td>-23.3</td>
<td>-37.2</td>
<td>33.7</td>
<td>-13.6</td>
<td>43.9</td>
<td>238</td>
<td>36.4</td>
<td>338</td>
<td>125</td>
</tr>
<tr>
<td>Rykhlova</td>
<td>series 1</td>
<td>-14.5</td>
<td>-40.2</td>
<td>30.1</td>
<td>-12.1</td>
<td>42.7</td>
<td>250</td>
<td>32.4</td>
<td>338</td>
<td>116</td>
</tr>
<tr>
<td></td>
<td>series 2</td>
<td>-31.5</td>
<td>-20.8</td>
<td>29.6</td>
<td>-16.0</td>
<td>37.7</td>
<td>213</td>
<td>33.6</td>
<td>332</td>
<td>137</td>
</tr>
<tr>
<td>Gaposchkin</td>
<td>1891–1970</td>
<td>-20.5</td>
<td>-38.6</td>
<td>27.9</td>
<td>-16.5</td>
<td>43.7</td>
<td>242</td>
<td>32.4</td>
<td>330</td>
<td>126</td>
</tr>
<tr>
<td>Korsun et al.</td>
<td>series 1</td>
<td>-48.2</td>
<td>-14.3</td>
<td>21.4</td>
<td>-25.0</td>
<td>50.2</td>
<td>197</td>
<td>32.2</td>
<td>310</td>
<td>156</td>
</tr>
<tr>
<td></td>
<td>series 2</td>
<td>-22.0</td>
<td>-38.2</td>
<td>28.1</td>
<td>-16.3</td>
<td>44.1</td>
<td>240</td>
<td>32.5</td>
<td>330</td>
<td>128</td>
</tr>
<tr>
<td></td>
<td>series 3</td>
<td>-15.3</td>
<td>-42.8</td>
<td>36.7</td>
<td>-18.4</td>
<td>45.5</td>
<td>250</td>
<td>41.1</td>
<td>333</td>
<td>113</td>
</tr>
<tr>
<td>2. Air-mass redistribution (Sidorenkov)</td>
<td>8.6</td>
<td>-49.7</td>
<td>41.4</td>
<td>10.4</td>
<td>50.4</td>
<td>280</td>
<td>42.6</td>
<td>14</td>
<td>78</td>
<td></td>
</tr>
<tr>
<td>(Wilson and Haubrich)</td>
<td>7.9</td>
<td>-28.6</td>
<td>23.9</td>
<td>9.1</td>
<td>29.7</td>
<td>285</td>
<td>25.5</td>
<td>21</td>
<td>72</td>
<td></td>
</tr>
<tr>
<td>(Kikuchi)</td>
<td>16.7</td>
<td>-51.6</td>
<td>41.1</td>
<td>19.3</td>
<td>54.2</td>
<td>288</td>
<td>45.4</td>
<td>25</td>
<td>68</td>
<td></td>
</tr>
<tr>
<td>(Munk and Hassan)</td>
<td>6.8</td>
<td>-35.6</td>
<td>29.9</td>
<td>7.2</td>
<td>36.3</td>
<td>281</td>
<td>33.3</td>
<td>14</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td>(Munk and McDonald)</td>
<td>8.2</td>
<td>-42.3</td>
<td>34.4</td>
<td>8.2</td>
<td>43.1</td>
<td>281</td>
<td>35.4</td>
<td>13</td>
<td>77</td>
<td></td>
</tr>
<tr>
<td>(Byzova)</td>
<td>12.5</td>
<td>-55.7</td>
<td>45.2</td>
<td>15.0</td>
<td>57.1</td>
<td>283</td>
<td>47.6</td>
<td>18</td>
<td>74</td>
<td></td>
</tr>
<tr>
<td>(Rosenhead)</td>
<td>9.8</td>
<td>-67.8</td>
<td>56.5</td>
<td>12.4</td>
<td>68.5</td>
<td>278</td>
<td>57.8</td>
<td>12</td>
<td>80</td>
<td></td>
</tr>
<tr>
<td>(Jeffreys)</td>
<td>-4.8</td>
<td>-49.9</td>
<td>43.4</td>
<td>-2.9</td>
<td>50.1</td>
<td>264</td>
<td>43.5</td>
<td>356</td>
<td>96</td>
<td></td>
</tr>
</tbody>
</table>

\[
\mathbf{v} = \mathbf{v}_1^C \cos \Theta + \mathbf{v}_1^S \sin \Theta + i(\mathbf{v}_2^C \cos \Theta + \mathbf{v}_2^S \sin \Theta) = F \cos (\Theta - \varphi_1) + iN \cos (\Theta - \varphi_2), \lambda \text{ is the Eastern Longitude of the Pole at } \Theta = 0^\circ.
\]

is the resultant effect is of the opposite sign). This is in good agreement with the results of previous investigations (Munk and Mcdonald, 1960; Lambeck, 1980).
Table 6.4 Parameters of circular movements of the Earth’s rotation pole with the annual period (in units of $10^{-8}$ rad).

<table>
<thead>
<tr>
<th>Author</th>
<th>Period</th>
<th>$v^+$</th>
<th>$\lambda^+$</th>
<th>$v^-$</th>
<th>$\lambda^-$</th>
<th>$v^+ - v^-$</th>
<th>$e_v$</th>
<th>$\lambda_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Astronomical observations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Walker and Young</td>
<td>1899–1954</td>
<td>43.3</td>
<td>128</td>
<td>4.4</td>
<td>177</td>
<td>47.7</td>
<td>38.9</td>
<td>0.18</td>
</tr>
<tr>
<td>Jeffreys</td>
<td>1899–1967</td>
<td>40.0</td>
<td>118</td>
<td>5.2</td>
<td>160</td>
<td>45.2</td>
<td>34.8</td>
<td>0.23</td>
</tr>
<tr>
<td>Rykhlova series 1</td>
<td>1891–1960</td>
<td>37.6</td>
<td>111</td>
<td>5.2</td>
<td>103</td>
<td>42.8</td>
<td>32.4</td>
<td>0.24</td>
</tr>
<tr>
<td>series 2</td>
<td>1846–1915</td>
<td>34.6</td>
<td>134</td>
<td>8.9</td>
<td>210</td>
<td>43.5</td>
<td>25.7</td>
<td>0.41</td>
</tr>
<tr>
<td>Gaposhkin series 1</td>
<td>1891–1970</td>
<td>38.1</td>
<td>119</td>
<td>5.7</td>
<td>111</td>
<td>43.8</td>
<td>34.7</td>
<td>0.26</td>
</tr>
<tr>
<td>Korsun et al. series 1</td>
<td>1846–1889</td>
<td>40.7</td>
<td>154</td>
<td>12.1</td>
<td>197</td>
<td>52.8</td>
<td>28.6</td>
<td>0.46</td>
</tr>
<tr>
<td>series 2</td>
<td>1890–1956</td>
<td>38.3</td>
<td>120</td>
<td>5.8</td>
<td>119</td>
<td>44.1</td>
<td>32.5</td>
<td>0.26</td>
</tr>
<tr>
<td>series 3</td>
<td>1957–1971</td>
<td>43.2</td>
<td>113</td>
<td>3.4</td>
<td>63</td>
<td>46.6</td>
<td>39.8</td>
<td>0.15</td>
</tr>
<tr>
<td>Vondrak</td>
<td>1976–1985</td>
<td>40.7</td>
<td>115</td>
<td>2.4</td>
<td>94</td>
<td>43.1</td>
<td>38.3</td>
<td>0.11</td>
</tr>
</tbody>
</table>

2. Air-mass redistribution

<table>
<thead>
<tr>
<th>Author</th>
<th>Period</th>
<th>$v^+$</th>
<th>$\lambda^+$</th>
<th>$v^-$</th>
<th>$\lambda^-$</th>
<th>$v^+ - v^-$</th>
<th>$e_v$</th>
<th>$\lambda_v$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vondrak</td>
<td>1977–1985</td>
<td>39.8</td>
<td>78</td>
<td>3.4</td>
<td>99</td>
<td>43.1</td>
<td>36.4</td>
<td>0.16</td>
</tr>
<tr>
<td>Wilson and Haubrich</td>
<td>1977–1985</td>
<td>27.6</td>
<td>72</td>
<td>2.4</td>
<td>105</td>
<td>30.0</td>
<td>25.2</td>
<td>0.16</td>
</tr>
<tr>
<td>Sidorenkov</td>
<td>1977–1985</td>
<td>46.5</td>
<td>78</td>
<td>4.2</td>
<td>102</td>
<td>50.8</td>
<td>42.3</td>
<td>0.17</td>
</tr>
<tr>
<td>Kikuchi</td>
<td>1977–1985</td>
<td>49.7</td>
<td>69</td>
<td>5.4</td>
<td>104</td>
<td>55.1</td>
<td>44.3</td>
<td>0.20</td>
</tr>
<tr>
<td>Munk and Hassan</td>
<td>1977–1985</td>
<td>33.5</td>
<td>78</td>
<td>2.9</td>
<td>94</td>
<td>36.4</td>
<td>30.6</td>
<td>0.19</td>
</tr>
<tr>
<td>Munk and McDonald</td>
<td>1977–1985</td>
<td>39.2</td>
<td>78</td>
<td>3.9</td>
<td>90</td>
<td>43.1</td>
<td>35.3</td>
<td>0.18</td>
</tr>
<tr>
<td>Byzova</td>
<td>1977–1985</td>
<td>52.3</td>
<td>75</td>
<td>5.4</td>
<td>103</td>
<td>57.7</td>
<td>46.9</td>
<td>0.19</td>
</tr>
<tr>
<td>Rosenhead</td>
<td>1977–1985</td>
<td>63.1</td>
<td>80</td>
<td>5.8</td>
<td>103</td>
<td>68.9</td>
<td>57.3</td>
<td>0.17</td>
</tr>
<tr>
<td>Jeffreys</td>
<td>1977–1985</td>
<td>46.8</td>
<td>95</td>
<td>3.4</td>
<td>106</td>
<td>50.4</td>
<td>43.4</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Walker and Young is in good agreement with those calculated by Jeffreys and the trajectory calculated by Rykhlova agrees with those calculated by Gaposhkin. However, there are some distinctions between those trajectories. Rykhlova’s results, which are obtained for the period of 1846–1915, are not very reliable, because they are based on observations from a very sparse network of observatories that existed in the nineteenth century and the beginning of the twentieth century. Korsun, Mayor, and Yatskiv (1974) used the homogeneous series of the pole’s coordinates for 1846–1971, which was obtained in the Main Astronomical Observatory of the Ukrainian Academy of Sciences (Fedorov et al., 1972). The authors of this work averaged the parameters of the pole’s annual motion over three time intervals, which approximately correspond to the periods when the accuracy of determination of the poles’ coordinates sharply increased. Their estimates of parameters for the 1890–1956 period are close to previous estimates. The respective estimates for other observation periods are markedly different. This is likely to be indicative of a nonstationary annual motion of the pole. J. Vondrak used the data of the Bureau International de l’Heure (BIH) for 1976–1985 (Vondrak and Pejovic, 1988).

The comparison of the trajectories of the pole of rotation, which we calculated from the meteorological data (the meteorological trajectory) and from the astronomical observations (the astronomical trajectory) (Figure 6.3) indicates that the two are similar, though the axes of the meteorological trajectory are approximately 1–2 times
longer than the axes of the trajectory observed by astronomers. In both cases, the pole moves along an ellipse with a small eccentricity in the positive direction (from west to east, or counterclockwise). The meteorological pole has a phase lag of about 45° behind the astronomical pole. Thus, at the beginning of the year (at \( \alpha = 0° \)), the meteorological pole is on the meridian of 78°E, and the astronomical pole at 120°E.

Let us compare all these values with the estimates obtained earlier by other authors from the data on the seasonal variations in the global atmospheric pressure.

The first attempt to estimate the influence of the air-mass distribution on the motion of the Earth's poles was made in (Spitaler, 1901). This estimate was very rough and is only of historical interest. The first detailed calculation of this effect was carried out by Jeffreys (1916), who used Bartholomew's meteorological atlas (1899). Rosenhead (1929) performed similar study using the data from Shaw's Handbook of Meteorology (1928). More detailed calculations were made in (Byzova, 1947) on the basis of the Ocean Atlas maps (Morskoy atlas, 1953) of seasonal air-mass transport.

Munk and Hassan (1961) used for their calculations the data on the atmospheric pressure (not reduced to the sea level) from a set of continental meteorological stations situated mainly in the Northern Hemisphere. Wilson and Haubrich (1976) reestimated the effect of air-mass redistribution on the poles' motion. They used the pressure series from 1325 meteorological stations for 1901–1970. These data for 1901–1940 nearly coincide with the data used in (Munk and Hassan, 1961).
Kikuchi (1971) investigated the effect of air-mass shifts on the Earth’s rotation by expanding the atmospheric-pressure field in a spherical-function series. The basic data were the climatic values of the mean monthly atmospheric pressure at sea level that were published in 1968 by the Meteorological Research Institute of the Japanese Meteorological Agency.

In the papers cited above, the effect of air-mass distribution was estimated in different ways, and the results were expressed in arbitrary units. For comparison, we reduced the available results to a unique system, namely: the values of coefficients were converted to radians; the argument was the longitude of the mean sun reckoned from the beginning of the year; the ocean’s response to the atmospheric pressure variations was assumed to be of the type of an inverted barometer. The coefficients for the expression of the trajectory of the excitation pole, which were determined in the above way by various authors, are given in Table 6.5.

### Table 6.5 Trajectories of the annual motion of the North excitation pole, according to various authors (in units of 10⁻⁸ radian).

<table>
<thead>
<tr>
<th>Author</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(a_1)</td>
</tr>
<tr>
<td>1. Air-mass redistribution</td>
<td></td>
</tr>
<tr>
<td>Sidorenkov</td>
<td>–3.8</td>
</tr>
<tr>
<td>Wilson and Haubrich</td>
<td>–3.1</td>
</tr>
<tr>
<td>Kikuchi</td>
<td>–6.5</td>
</tr>
<tr>
<td>Munk and Hassan</td>
<td>–1.8</td>
</tr>
<tr>
<td>Munk and McDonald</td>
<td>–1.7</td>
</tr>
<tr>
<td>Byzova</td>
<td>–5.5</td>
</tr>
<tr>
<td>Rosenhead</td>
<td>–5.0</td>
</tr>
<tr>
<td>Jeffreys</td>
<td>–1.4</td>
</tr>
<tr>
<td>2. Correction for land elevation</td>
<td></td>
</tr>
<tr>
<td>Sidorenkov</td>
<td>0.52</td>
</tr>
<tr>
<td>Rosenhead</td>
<td>0.49</td>
</tr>
<tr>
<td>Munk and McDonald</td>
<td>–0.10</td>
</tr>
<tr>
<td>Jeffreys</td>
<td>0.67</td>
</tr>
<tr>
<td>3. Astronomical observations</td>
<td></td>
</tr>
<tr>
<td>Walker and Young</td>
<td>–4.3</td>
</tr>
<tr>
<td>Jeffreys</td>
<td>–6.9</td>
</tr>
<tr>
<td>Rykhlova series 1</td>
<td>0</td>
</tr>
<tr>
<td>Rykhlova series 2</td>
<td>–12.3</td>
</tr>
<tr>
<td>Gaposhkin</td>
<td>–0.7</td>
</tr>
<tr>
<td>Korsun et al., 1846–1889</td>
<td>–18.1</td>
</tr>
<tr>
<td>Korsun et al., 1890–1956</td>
<td>–3.4</td>
</tr>
<tr>
<td>Korsun et al., 1957–1971</td>
<td>6.8</td>
</tr>
</tbody>
</table>

\[\psi = a_1 \cos \theta + b_1 \sin \theta + i(a_2 \cos \theta + b_2 \sin \theta) = A \cos (\theta - \xi_{x1}) + iB \cos (\theta - \xi_{x2}); \ \lambda \text{ is the Eastern Longitude of the Pole at } \theta = 0^\circ.\]
The parameters of the excitation pole circular movements, which correspond to the trajectories in Table 6.5, are given in Table 6.6. They are calculated by the formulas of transition (4.39)–(4.48) from Section 4.5, with the use of the values of $a_1$, $a_2$, $b_1$, and $b_2$ from Table 6.5.

Figure 6.4 illustrates the motion of the North pole of excitation, as estimated by various authors. We see that according to all estimations the (meteorological) excitation pole moves along the ellipses with the eccentricity close to unity. The minor axes of these ellipses do not exceed $\frac{4}{C_2}$ (25 cm on the Earth’s surface).

The direction of the excitation pole motion is estimated as negative (from east to west) in (Kikuchi and Byzova) and positive in (Jeffreys, Munk and Hassan). This indicates that the minor axis of the respective ellipse is rather small to be determined from available meteorological data. The major axis of the ellipse is determined with greater confidence. It makes $\sim 38 \times 10^{-8}$ rad, or 240 cm on the Earth’s surface. The excitation pole is the farthest from its mean position at $\oplus \approx 0^\circ$ (the beginning of January) and $\oplus \approx 180^\circ$ (the beginning of July), which correspond to $\sim 100^\circ$W and $\sim 80^\circ$E, respectively. This type of motion of the meteorological excitation pole indicates that, as we should expect, the seasonal variations of the air mass above the Eurasian continent is the basic factor in this motion.

To estimate the excitation pole movement by astronomical observations, we used (4.57) to calculate the trajectory of its motion from the parameters given in part 1 of the table. The parameters of the excitation pole circular movements, which correspond to the trajectories in Table 6.5, are given in Table 6.6. They are calculated by the formulas of transition (4.39)–(4.48) from Section 4.5, with the use of the values of $a_1$, $a_2$, $b_1$, and $b_2$ from Table 6.5.

Figure 6.4 illustrates the motion of the North pole of excitation, as estimated by various authors. We see that according to all estimations the (meteorological) excitation pole moves along the ellipses with the eccentricity close to unity. The minor axes of these ellipses do not exceed $\frac{4}{C_2}$ (25 cm on the Earth’s surface).

The direction of the excitation pole motion is estimated as negative (from east to west) in (Kikuchi and Byzova) and positive in (Jeffreys, Munk and Hassan). This indicates that the minor axis of the respective ellipse is rather small to be determined from available meteorological data. The major axis of the ellipse is determined with greater confidence. It makes $\sim 38 \times 10^{-8}$ rad, or 240 cm on the Earth’s surface. The excitation pole is the farthest from its mean position at $\oplus \approx 0^\circ$ (the beginning of January) and $\oplus \approx 180^\circ$ (the beginning of July), which correspond to $\sim 100^\circ$W and $\sim 80^\circ$E, respectively. This type of motion of the meteorological excitation pole indicates that, as we should expect, the seasonal variations of the air mass above the Eurasian continent is the basic factor in this motion.

To estimate the excitation pole movement by astronomical observations, we used (4.57) to calculate the trajectory of its motion from the parameters given in part 1 of

<table>
<thead>
<tr>
<th>Author</th>
<th>Parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\psi^+$</td>
</tr>
<tr>
<td>1. Air-mass redistribution</td>
<td></td>
</tr>
<tr>
<td>Sidorenkov</td>
<td>9.2</td>
</tr>
<tr>
<td>Wilson and Haubrich</td>
<td>5.4</td>
</tr>
<tr>
<td>Kikuchi</td>
<td>9.9</td>
</tr>
<tr>
<td>Munk and Hassan</td>
<td>6.7</td>
</tr>
<tr>
<td>Munk and McDonald</td>
<td>7.8</td>
</tr>
<tr>
<td>Byzova</td>
<td>10.5</td>
</tr>
<tr>
<td>Rosenhead</td>
<td>12.6</td>
</tr>
<tr>
<td>Jeffreys</td>
<td>9.4</td>
</tr>
<tr>
<td>2. Astronomical observations</td>
<td></td>
</tr>
<tr>
<td>Walker and Young</td>
<td>8.7</td>
</tr>
<tr>
<td>Jeffreys</td>
<td>8.0</td>
</tr>
<tr>
<td>Rykhlova series 1</td>
<td>7.5</td>
</tr>
<tr>
<td>Rykhlova series 2</td>
<td>6.9</td>
</tr>
<tr>
<td>Gaposhkin</td>
<td>7.6</td>
</tr>
<tr>
<td>Korsun et al., 1846–1889</td>
<td>8.1</td>
</tr>
<tr>
<td>Korsun et al., 1890–1956</td>
<td>7.7</td>
</tr>
<tr>
<td>Korsun et al., 1957–1971</td>
<td>8.6</td>
</tr>
</tbody>
</table>
Table 6.3. The results are given in part 3 of Table 6.5. The parameters of circular movements of the excitation pole, which are calculated from the data of astronomical observations, are given in Table 6.6. By way of illustration, Figure 6.4 shows the astronomical trajectories of the excitation pole from Rykhlova’s (series I) and Jeffreys’ (1968) data.

Figure 6.4 Trajectories of the Earth’s excitation pole as obtained from meteorological (1–6) and astronomical (7, 8) data. (1) Sidorenkov (1973); (2) Jeffreys (1916); (3) Rosenhead (1929); (4) Byzova (1947); (5) Munk and Hassan (1961); (6) Kikuchi (1971); (7) Rykhlova (1971); (8) Jeffreys (1968).
Thus, according to both the astronomical and the meteorological data, the excitation pole moves along an ellipse, the semiaxes of the ellipse being similar in both cases.

In order to understand why the conclusions of astronomers on the excitation pole motion are so conflicting, let us analyze the parameters of circular movements of the Earth’s rotation pole (Table 6.4). It is seen that the observed radius of the positive movement is approximately 10 times larger than that of the negative movement. With this, the standard errors of determination of both radii from astronomic observations are similar. This is easily deduced with the help of formulas (4.44)–(4.45) (for example), which are written for radii $|\mathbf{v}^+|$, $|\mathbf{v}^-|$. Consequently, the relative error of determination of the parameters of the positive circular movement is smaller by ten times than that for the negative circular movement. With this, from Equation 4.59 at $T = 1.2$ year we have:

$$\mathbf{v}^+ = -0.2\mathbf{v}^+; \quad \mathbf{v}^- = 2.2\mathbf{v}^-$$

Hence, the positive circular movement of the pole of rotation (more reliably determined) is transmitted to the excitation pole, being decreased by 5 times; and the respective negative movement (less reliably determined) is transmitted, being increased by 2.2 times. It is clear that the trajectory of the excitation pole is less precise than the trajectory of the pole of rotation.

In view of the above, it is more advantageous to compare the calculated and observed effects of the air-mass redistribution in the atmosphere with the help of the trajectories of the Earth’s pole of rotation rather than the inertial pole. We used expressions (4.52), (4.53) and the geophysical estimates obtained by various authors (Table 6.5 and Table 6.6) to compute the parameters of the trajectory of the Earth’s pole of rotation. They are given in part 2 of Tables 6.3–6.4 and, in part, in Figure 6.3. All these trajectories agree closely with regard to the orientation of the ellipse axes and the initial phase angles. The only difference is between the amplitudes of the motion, which is probably due to the errors in the initial values of atmospheric pressure.

Thus, the air-mass redistribution in the atmosphere is evidently not responsible for the observed variations in the length of day, but it does cause the annual variations of the Earth’s excitation pole in the plane of the 80°E and 100°W meridians. The amplitude of oscillations is $19 \times 10^{-8}$ radian (or 120 cm on the Earth’s surface) and the initial phase is 180°. Seasonal variations in the air mass over Eurasia are the controlling factor in this motion. The excitation pole annual variations cause the motions of the Earth’s pole of rotation with the same period. The trajectory of the pole of rotation, as calculated from meteorological data, agrees closely with the observed trajectory in the orientation of the ellipse axes and the direction of the motion. In both cases the ellipses major axes lie in the plane of the 10°W–170°E meridians, and the motion has the positive direction (from west to east); however, the initial phase angles and the lengths of the axes differ. According to the estimates of all the above authors, the “meteorological” pole of the Earth’s rotation lags 30–60° behind the astronomical pole. At the beginning of the year, they are situated at 80°E and 115–130°E, respectively. The axes of the trajectory of the “meteorological” pole of
rotation are slightly (by a factor of about 1.2) longer than those of the astronomical trajectory. The calculated major semiaxis is $50 \times 10^{-8}$ radian, or 320 cm; the observed value is $43 \times 10^{-8}$ radian, or 270 cm.

The totality of these data suggests that the observed annual motion of the Earth’s poles of rotation is due not only to the redistribution of air masses in the atmosphere, but also to other phenomena. These probably include the seasonal redistribution of water masses in the World Ocean, seasonal variations in the amount of ground water on land, and so forth.
Angular Momentum of Atmospheric Winds

Functions of the Angular Momentum of the Atmosphere

Angular momentum is the integral of movement, which is associated with the isotropy of space. It has an important property of additivity. This means that the angular momentum of the entire system consisting of several parts (the interaction of which can be neglected) is equal to the sum of angular momentums of all these parts (Landau and Lifshitz, 1965). The angular momentum of a closed system is constant; it cannot arise or disappear but can only redistribute between individual parts of the system.

Angular momentum is one of the most important integrals of motion of the atmosphere. The investigation of this additive integral of motion and its time-dependent variations helps us to better understand the nature of the atmosphere general circulation and the astronomically observed nonuniformity of the Earth’s rotation.

Let us take (as discussed in Section 4.1) the system of the movable Cartesian coordinates \((Ox_i)\), which is invariably linked with the Earth and rotates with it, with the angular velocity \(\omega\), with respect to the inertial system of coordinates \((O\xi_3)\). Both coordinate systems have the same origin — the mass center of the Earth \(O\). Axes \((Ox_i)\) coincide with the major axes of the ellipsoid of inertia of the unperturbed Earth. Let us choose the orthogonal basis \(\{e_1, e_2, e_3\}\) of the rotating system so that the first two orts determine the plane of the equator and the third ort is directed along the middle axis of rotation \(Ox_3\).

The atmosphere rotates as a solid body together with the Earth and, besides, moves with respect to the Earth’s surface. Hence, its absolute angular momentum \(H\) is the sum of two terms:

\[
H = \int_A r \times (\omega \times r) \rho \, dV + \int_A (r \times u)\rho \, dV \tag{7.1}
\]

Here \(r = \sum_{i=1}^{3} x_i e_i \equiv x_1 e_1\) is the radius-vector of the atmosphere’s unit volume \(dV\) under consideration; \(\omega = \omega_1 e_1\) is the vector of the angular velocity of the Earth’s
rotation; \( u = u_i e_i \) is the vector of wind velocity; \( \rho \) is the air density; and \( A \) is the volume of the entire atmosphere. The first term is the translational angular momentum of the atmosphere \( H_\Omega = H_\Omega u_i e_i \), which originates due to the rotation of the atmosphere (as a solid body) together with the Earth with the angular velocity \( \omega \). The second term, \( h = h_i e_i \), is called the relative angular momentum of the atmosphere. It characterizes the movement of atmospheric air with respect to the Earth’s surface, that is winds. Therefore, this term is often called the angular momentum of winds. As is shown in Section 4.1,

\[
H_\Omega i = \omega_k \int_A (x_i^2 \delta_{ik} - x_i x_k) \rho dV = n_{ik} \omega_k
\]  

\[
h_i = \int_A \epsilon_{ijk} u_j \rho dV
\]

where \( n_{ik} \) are the components of the tensor of inertia; \( \delta_{ik} \) is Kronecker’s symbol (\( \delta_{ik} = 1 \) at \( i = k \) and \( \delta_{ik} = 0 \) at \( i \neq k \)); \( \epsilon_{ijk} \) is Levi-Civita’s alternator equal to: \( +1 \) if subscripts are in even order: 1, 2, 3, 1, 2, 3, . . . ; \( -1 \) if subscripts are in odd order: 1, 3, 2, 1, 3, . . . ; and 0 if any two subscripts are equal: \( i = j, i = k, j = k \); \( x_i \) and \( u_i \) are the Cartesian coordinates and the components of the velocity of volume \( dV \).

The absolute angular momentum of the atmosphere changes because of the variations in the components of the tensor of inertia \( n_{ik} \) (the variations resulting from the redistribution of air masses) and the variations in the components of the relative angular momentum \( h_i \) (that is, of the wind fluctuations). As is shown in Sections 4.3 and 4.4, the effect of these variations on the instability of the Earth’s rotation can be assessed with the help of the effective functions \( \tilde{\chi}_i \) of the angular momentum of the atmosphere (Barnes et al., 1983):

\[
\begin{align*}
\tilde{\chi}_1 &= \frac{1}{\Omega (C-A)} (\Omega n_{13} + \kappa h_1) \\
\tilde{\chi}_2 &= \frac{1}{\Omega (C-A)} (\Omega n_{23} + \kappa h_2) \\
\tilde{\chi}_3 &= \frac{1}{\Omega C} (\Omega (1 + k') n_{33} + h_3)
\end{align*}
\]  

(7.4)

Here, \( C \) and \( A \) are the solid Earth’s polar and equatorial moments of inertia, respectively; \( \Omega \) is the mean angular velocity of the Earth’s diurnal rotation; \( \kappa = 1.43 \) and \( k' = -0.3 \) are the parameters accounting for the rotational and loading deformations of the Earth (see Section 4.3). The \( \tilde{\chi}_i \) and \( \chi_i \) values are proportional to the components of the absolute angular momentum of the atmosphere. As distinct from the functions of the atmosphere’s angular momentum \( \tilde{\chi}_i \) (which are used in the case of the absolutely solid Earth (see Section 4.2)), the \( \chi_i \) values (in which the Earth’s rotational and loading deformations are accounted for) are called the effective functions of the atmospheric angular momentum. They are composed of two terms, the first of which (that contains the \( n_{ik} \) values) describes the effect of the air-mass redistribution and the second one (that contains the \( h_i \) values) accounts for the effect
of winds in the entire atmosphere. Therefore, functions $\chi_i$ are usually written as the sum of the term of pressure $\chi^p$ (because the $n_{ik}$ values are calculated by the data on the surface atmospheric pressure) and the term of wind $\chi^w$ (because the angular momentum $h_i$ is calculated by the data on winds in the entire atmosphere):

$$\chi = \chi^p + \chi^w$$  \hspace{1cm} (7.5)

The components of the atmosphere’s tensor of inertia $n_{13}$, $n_{23}$, and $n_{33}$, are written in the explicit form in expression (6.2). Below, we write the expressions for the components of the angular momentum of winds:

$$h_1 = \int_A (x_2u_3 - x_3u_2) \rho \, dV$$

$$h_2 = \int_A (x_3u_1 - x_1u_3) \rho \, dV$$ \hspace{1cm} (7.6)

$$h_3 = \int_A (x_1u_2 - x_2u_1) \rho \, dV$$

The functions of the angular momentum $h_i$ are calculated in the spherical system of coordinates $(R, \lambda, \phi)$, in which the Cartesian geocentric coordinates $x_i$ have the following form:

$$x_1 = R \cos \phi \cos \lambda$$
$$x_2 = R \cos \phi \sin \lambda$$
$$x_3 = R \sin \phi$$ \hspace{1cm} (7.7)

Differentiating (7.7) and introducing the components of velocity in the spherical system of coordinates $u_R = dR/dt$, $u_\phi = Rd\phi/dt$ and $u_\lambda = R \cos \phi \, d\lambda/dt$, we obtain the expressions for velocities $u_i$:

$$u_1 = u_R \cos \phi \cos \lambda - u_\phi \sin \phi \cos \lambda - u_\lambda \sin \lambda$$
$$u_2 = u_R \cos \phi \sin \lambda - u_\phi \sin \phi \sin \lambda + u_\lambda \cos \lambda$$
$$u_3 = u_R \sin \phi + u_\phi \cos \phi$$ \hspace{1cm} (7.8)

Here, $\phi$ is the geographical latitude; $\lambda$ is the eastern longitude; $R$ is the geocentric radius; $u_\phi$, $u_\lambda$, and $u_R$ are the components of velocity of the south, west, and vertical wind, respectively. Substituting the $x_i$ values from (7.7) and $u_i$ values from (7.8) into (7.6), we obtain:

$$h_1 = \int_A R(u_\phi \sin \lambda - u_\lambda \sin \phi \cos \lambda) \rho \, dV$$ \hspace{1cm} (7.9)

$$h_2 = -\int_A R(u_\phi \cos \lambda + u_\lambda \sin \phi \sin \lambda) \rho \, dV$$ \hspace{1cm} (7.10)

$$h_3 = \int_A R u_\lambda \cos \phi \, \rho \, dV$$ \hspace{1cm} (7.11)
The spherical element of volume $dV = R^2 \cos \phi \, d\lambda \, d\phi \, dz$. Using the equation of hydrostatic equilibrium, we can write:

$$pdz = -dp/g$$  \hfill (7.12)

where $dp$ is the increment of pressure, and $g$ is the gravity acceleration.

With account for expressions (7.9–7.12), the terms of wind in the effective functions of the angular momentum can be written in the following form:

$$\chi_1^w = -\frac{1.43 R^3}{\Omega (C-A)g} \int_0^\lambda \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left( u_c \sin \phi \cos \varphi \cos \lambda - u_\phi \cos \phi \sin \lambda \right) d\lambda \, d\phi \, dp \hfill (7.13)$$

$$\chi_2^w = -\frac{1.43 R^3}{\Omega (C-A)g} \int_0^\lambda \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} \left( u_c \sin \phi \cos \varphi \sin \lambda + u_\phi \cos \phi \cos \lambda \right) d\lambda \, d\phi \, dp \hfill (7.14)$$

$$\chi_3^w = \frac{R^3}{\Omega C g} \int_0^\lambda \int_{-\frac{\pi}{2}}^{\frac{\pi}{2}} u_\mu \cos^2 \varphi \, d\lambda \, d\phi \, dp \hfill (7.15)$$

When calculating $\chi_\mu$, we assume: $C = 7.04 \times 10^{37}$ kg m$^2$ is the polar moment of inertia of the crust and mantle (it is assumed that the Earth’s core does not experience the observed instabilities of rotation of the solid Earth at time scales less than two years); $C - A = 0.00333 \times C$, where $A$ is the mantle’s equatorial moment of inertia; $R = 6.37 \times 10^6$ m is the mean radius of the Earth; $g = 9.81$ m s$^{-2}$ is the gravity acceleration; $\Omega = 7.29 \times 10^{-5}$ s$^{-1}$ is the mean angular velocity of the Earth’s rotation; $P$ is the atmospheric pressure at the Earth’s surface; $u_\lambda$ and $u_\phi$ are the velocities of the west and south wind, respectively; $\varphi$ is the latitude; $\lambda$ is the eastern longitude. The data on winds are at best available up to a level of 10 hPa ($\approx 31$ km).

### 7.2 Climatic Data

In 1976, the author thoroughly investigated the angular momentum of zonal winds (Sidorenkov, 1976), using the most complete series of aerological data available at the World Meteorological Centre at that time and generalized by I.G. Guterman (Guterman, 1975, 1976, 1978). Our investigation is still of interest now and is presented below. We have analyzed 12 meridional sections for the long-term monthly means of zonal winds, which had been constructed by I.G. Guterman by way of averaging (over 1957–1965) the data from the World network of the aerological stations. These climatic sections provide the velocities of zonal wind at the isobaric surfaces of: 850, 700, 500, 300, 200, 100, 50, and 30 hPa for the latitudes of: 0°, ±10°, ±15°, ±20°, ±30°, ±35°, ±40°, ±50°, ±60°, ±70°, and ±80°.
The zonal wind velocity at any point undergoes the seasonal variations that are usually approximated by the expression

$$u_\lambda = \bar{u}_\lambda + A \cos(\varpi - \varphi_1) + B \cos^2(\varpi - \varphi_2)$$  \hspace{1cm} (7.16)

where $\bar{u}_\lambda$ is the annual average velocity; $A$, $B$ and $\varphi_1$, $\varphi_2$ are the amplitudes and initial phases of the annual and semiannual harmonics, respectively; $\varpi = 2\pi t/365.25$ is the Sun’s mean longitude, and $t$ is the time in days. Using the method of least squares, we calculated the unknowns $\bar{u}_\lambda$, $A$, $B$, $\varphi_1$, and $\varphi_2$ for each nodal point of the section, using average values of $u_\lambda$ for twelve calendar months. The results were used to construct sections of $\bar{u}_\lambda$, $A$, and $B$, which are shown in Figures 7.1–7.3.

It follows from Figure 7.1 that westerly winds predominate in the atmosphere on average over the year. Easterlies blow only near the equator. The boundaries between
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**Figure 7.1** Meridional section of the mean annual zonal atmospheric circulation. Isotachs in m/s.

**Figure 7.2** Meridional section of the annual amplitudes of the zonal wind velocity. Isolines in m/s.
west and easterly winds (the zero isotachs) at sea level lie at latitudes ±30°. With the ascent to the 200-hPa level, the zone of easterlies narrows toward the equator, down to the narrowest zone limited by the latitudes ±6°. Above 200-hPa level the zone of easterlies spreads out into middle latitudes and at the 30-hPa level, it extends from 40° N to 25° S. The highest westerly wind velocities are observed at the 200-hPa level in the subtropics, at around 35° of the northern and southern latitudes. These velocities attain 23 and 29 m/s in the Northern and the Southern Hemispheres, respectively. These high westerly velocities reflect the presence of the subtropical jet streams in the upper troposphere. The strongest easterlies are encountered in the equatorial stratosphere. The velocities range up to 12 m/s at 30 hPa and latitude 10° N. The velocities of the easterly winds do not exceed 4 m/s in the troposphere around the equator.

The amplitudes of the annual wind-velocity variations attain their maxima below the tropopause, near the zone of the subtropical jet streams (Figure 7.2). The values are 15 and 8 m/s in the Northern and Southern Hemispheres, respectively. Higher maxima are encountered in the stratosphere at latitudes ±60°, where easterlies blow in summer and westerlies in winter. The amplitude distributions of the semiannual variations are given in Figure 7.3. One can see that these amplitudes are much smaller than the annual amplitudes. Only in the latitudinal zone from 35° N to 40° S and above the 300 hPa level do they vary within the interval of 1–3 m/s.

The distribution of the long-term means of zonal winds \( u_z \) in the atmosphere (up to a height of ~31 km) in January and July is shown in Figure 7.4. The averaging of data is performed with the help of the NCEP/NCAR reanalyses for 1948–1998. One can see that the subtropical jet stream in the troposphere of the Northern Hemisphere features the velocities of about 40 and 20 m/s in January and July, respectively. In the Southern Hemisphere, the difference between the wind velocities in these months is much less: they are about 30 and 40 m/s in January and July, respectively.
Figure 7.4 Meridional sections of the zonal wind in January (top) and July (bottom) from NCEP/NCAR reanalysis. Isotachs in m/s.
The data on the distribution of wind velocities in the atmospheric layers above 35 km are only episodic. They are mostly obtained with the help of rocket sounding and indirect methods (observations of the movement of artificial smoke clouds, meteoric traces, and so on). In winter, strong westerly winds are observed in the upper stratosphere. They are particularly strong in the middle latitudes at a height of the stratopause (65 km), where the wind velocities attain 100 m/s on average. In summer, easterly winds dominate above 15–20 km, their maximum velocity – about 70 m/s – being observed in the subtropics at a height of 55 km. Thus, the annual difference in wind velocities in the upper stratosphere can attain 170 m/s; in the zone of jet streams, which are observed near the tropopause (10–13 km) and contain the bulk of the angular momentum $h_3$, this difference is 30 and 16 m/s in the Northern and Southern Hemispheres, respectively.

Over the equator, in a layer from 18 to 30 km, the quasibiennial oscillation (QBO) in wind direction is traced (see Section 9.2): during one period (about 17 months) easterly winds blow there and during another period (about 11 months) westerly winds. The full cycle can last from 20 to 30 months, averaging about 28 months. Above 35 km over the equator, the semiannual oscillation is observed. In the transitional seasons (in spring and autumn), westerly winds prevail, whereas in winter and summer easterly winds do so.

Having the meridional sections of the zonal wind, we calculated the angular momentum $h_3$ of the zonal wind, converting from height to pressure as a variable, $pdR = -dP/g$. Here, $P$ is the atmospheric pressure and $g$ is the acceleration of gravity, which is approximated as

$$g_{90,z} = g_{90,0}(1 + 0.005288 \cos^2 \theta)(1 - 0.315 \times 10^{-6}z)$$  \hspace{1cm} (7.17)

In (7.17) $g_{90,z}$ is the acceleration of gravity at latitude $\phi = 90^\circ - \theta$ and height $z$, which is reckoned from sea level in meters. The level-surface radius was represented in the form $R = R_0 + z$, where $R = a(1 - \alpha \cos^2 \theta)$ is the radius of the geoid, $a$ is the equatorial radius, and $\alpha$ is the flattening of the Earth. Thus,

$$h_3 = \frac{2\pi \times 10^3}{g_{90,0}} \int_0^\pi \sin^2 \theta' \frac{(1 - a \cos^2 \theta')^3}{(1 + 0.005288 \cos^2 \theta')^3} \int_0^P \frac{(a + z)^3 u_\lambda dP}{(1 - 0.315 \times 10^{-6}z)} d\theta$$  \hspace{1cm} (7.18)

Going from integration to summation, we have

$$h_3 = D \sum_{j=1}^N \Phi_j \sum_{k=1}^Q \frac{(a + z_k)^3}{(1 - 0.315 \times 10^{-6}z_k)} \Delta P_k (u_\lambda)_{kj}$$  \hspace{1cm} (7.19)

where $j$ and $k$ are the zone and layer numbers, respectively, $\Delta P_k = P - \bar{P}$, and $P$ and $\bar{P}$ are the atmospheric pressures at the lower and upper boundaries of the
\( k \)th layer. These boundaries were placed at the 1000, 775, 600, 400, 250, 150, 75, 40 and 20 hPa levels; \( N \) and \( Q \) are the total numbers of zones and layers, 
\[
D = 2\pi \times 10^3/g_\odot \omega = 0.6424321, \quad g_\odot \omega = 9.78031 \text{ m/s}^2, \quad a = 6378.14 \text{ km}.
\]
The heights \( z_k \) were put equal to 1, 3, 5.5, 9, 12, 16, 20, and 24 km, respectively.

\[
\Phi_j = \frac{\sin^2 \theta' - (1 - \alpha \cos^2 \theta')}{(1 + 0.005288 \cos^2 \theta')} \int_0^\theta \text{d}\theta = (0.498082 \Delta \theta - 0.25 \sin 2\theta + 0.00048 \sin 4\theta) \bigg| \frac{\theta}{\theta}
\]

(7.20)

The zone boundaries were the latitudes \( \pm 5, \pm 12.5, \pm 17.5, \pm 25, \pm 32.5 \pm 37.5, \pm 45, \pm 55, \pm 65, \pm 75, \) and \( \pm 85^\circ \).

The results of calculations are given in Table 7.1. The mean monthly values of \( h_3 \) are given separately for: (i) the entire Earth; (ii) the Northern and (iii) the Southern Hemispheres. Values of \( h_3 \) are given separately for (a) westerly and easterly winds; (b) westerly winds only; and (c) easterly winds only. Table 7.1 gives also the harmonic-analysis parameters for all of these quantities: the means \( \bar{h}_3 \) for the year, the amplitudes of variations with the annual \( A \) and semiannual \( B \) periods, and the initial phases \( \varphi_1 \) and \( 2\varphi_2 \) of these variations.

It is seen that the entire-atmosphere \( h_3 \) is always positive, that is, the atmosphere rotates from west to east faster than the Earth. The angular momentum \( h_3 \) is the largest (145 \( \times 10^{24} \) kg m\(^2\) s\(^{-1}\)) in May and December and the smallest (91 \( \times 10^{24} \) kg m\(^2\) s\(^{-1}\)) in August. These values of the atmosphere’s \( h_3 \) would be obtained in the case of a rigid-body rotation if it made one revolution with respect to the Earth’s surface within 70 days in May and December and 113 days in August. The variations of \( h_3 \) are small from December through May. The annual \( h_3 \) variation for the entire atmosphere can be approximated formally by the expression

\[
\begin{align*}
\bar{h}_3 & = (128 + 11.6 \sin \odot + 18.6 \cos \odot - 8.8 \sin 2\odot - 8.2 \cos 2\odot) \times 10^{24} \\
& = [128 + 22 \cos(\odot - 32^\circ) + 12 \cos(2 \odot - 227^\circ)] \times 10^{24} \text{ kg m}^2 \text{ s}^{-1}
\end{align*}
\]

(7.21)

The angular momentum variations taken separately for the Northern and Southern Hemispheres have a more distinct annual period. The amplitude \( A \) of the annual variations in the Northern Hemisphere is almost twice as large as that in the Southern Hemisphere (46 as against 25) (Table 7.1). The initial phases \( \varphi_1 \) differ by \( 170^\circ \) in the Northern and Southern Hemispheres, that is, the variations are out of phase and compensate each other. The total compensation does not occur because of differences in amplitudes \( A \). The semiannual variations have almost equal initial phases in both hemispheres. As a result, even though the semiannual amplitudes are smaller than the annual amplitudes (in each hemisphere taken alone), they add for the Earth as a whole and assume the same order of magnitude as the annual variations. The semiannual variations manifest themselves most distinctly in the stratosphere of lower latitudes.
Table 7.1 The relative angular momentum $h_3$ of the atmosphere, $10^24$ kg m$^2$ s$^{-1}$, $h = h_2 + A \cos(\Theta - \Phi_1) + B \cos(2(\Theta - \Phi_1))$.

<table>
<thead>
<tr>
<th>Indicator</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
<th>VII</th>
<th>VIII</th>
<th>IX</th>
<th>X</th>
<th>XI</th>
<th>XII</th>
</tr>
</thead>
<tbody>
<tr>
<td>Westerly and easterly winds</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entire Earth</td>
<td>138</td>
<td>143</td>
<td>144</td>
<td>147</td>
<td>122</td>
<td>102</td>
<td>91</td>
<td>108</td>
<td>129</td>
<td>132</td>
<td>145</td>
<td>128</td>
</tr>
<tr>
<td>Northern Hemisphere</td>
<td>83</td>
<td>87</td>
<td>78</td>
<td>63</td>
<td>47</td>
<td>16</td>
<td>6</td>
<td>8</td>
<td>36</td>
<td>73</td>
<td>44</td>
<td>46</td>
</tr>
<tr>
<td>Southern Hemisphere</td>
<td>55</td>
<td>56</td>
<td>64</td>
<td>81</td>
<td>100</td>
<td>109</td>
<td>99</td>
<td>100</td>
<td>93</td>
<td>79</td>
<td>73</td>
<td>84</td>
</tr>
<tr>
<td>Westerly winds</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entire Earth</td>
<td>164</td>
<td>165</td>
<td>167</td>
<td>168</td>
<td>154</td>
<td>146</td>
<td>77</td>
<td>38</td>
<td>27</td>
<td>38</td>
<td>72</td>
<td>38</td>
</tr>
<tr>
<td>Northern Hemisphere</td>
<td>96</td>
<td>97</td>
<td>90</td>
<td>76</td>
<td>60</td>
<td>38</td>
<td>27</td>
<td>38</td>
<td>72</td>
<td>38</td>
<td>72</td>
<td>38</td>
</tr>
<tr>
<td>Southern Hemisphere</td>
<td>68</td>
<td>68</td>
<td>75</td>
<td>91</td>
<td>108</td>
<td>119</td>
<td>111</td>
<td>110</td>
<td>102</td>
<td>89</td>
<td>83</td>
<td>95</td>
</tr>
<tr>
<td>Easterly winds</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Northern Hemisphere</td>
<td>-14</td>
<td>-10</td>
<td>-13</td>
<td>-13</td>
<td>-13</td>
<td>-23</td>
<td>-29</td>
<td>-29</td>
<td>-17</td>
<td>-18</td>
<td>-16</td>
<td>-20</td>
</tr>
<tr>
<td>Southern Hemisphere</td>
<td>-12</td>
<td>-12</td>
<td>-11</td>
<td>-10</td>
<td>-10</td>
<td>-9</td>
<td>-11</td>
<td>-11</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
<td>-10</td>
</tr>
</tbody>
</table>

Westerly and easterly winds

Entire Earth

Northern Hemisphere

Southern Hemisphere

Easterly winds

Entire Earth

Northern Hemisphere

Southern Hemisphere
7.3 Axial Angular Momentum (Reanalysis Data)

In the 1990s, the National Center for Environmental Prediction (NCEP) and the National Center for Atmospheric Research (NCAR) performed an important project of the reanalyses of all past observational data bases and the global analyses of the six-hourly atmospheric fields, gradually passing from the present time into the past down to 1948 including (Kalnay et al., 1996). The data sets of wind and pressure fields were created for 28 isobaric surfaces up to 10 hPa (about 31 km). On the basis of these data, the AAM $h_3$ and EFAAM components $\chi^W_j$ were calculated separately for the Northern and Southern Hemispheres (Salstein et al., 1993; Salstein, 2000; Zhou, Salstein and Chen 2006). The calculations were carried out with an interval of six hours (00:00, 06:00, 12:00, and 18:00 UTC) for the entire period of records.

The projection $h_3$ of the atmospheric relative angular momentum onto the Earth’s rotation axis is called the angular momentum of atmospheric winds. It follows from (7.11) that $h_3$ is determined by the zonal wind velocity. For this reason, $h_3$ is referred to hereafter as the angular momentum of zonal winds. Since zonal motions prevail in the atmosphere, $h_3$ is hundreds of times higher than the equatorial components $h_1$ and $h_2$ of the wind angular momentum.

The angular momentum $h_3$ is the major integral of motion of the atmosphere. It characterizes the intensity of the atmospheric zonal circulation (Sidorenkov, 1991a; Sidorenkov and Svirenko, 1991; Hide et al., 1997). The higher the value of $h_3$, the stronger the westerly winds and the weaker the easterly winds in the atmosphere. The lower the value of $h_3$, the weaker the westerly winds and the stronger the easterly winds. Since the atmosphere’s moment of inertia $n_{33}$ relative to the Earth’s rotation axis varies little, in the first approximation $h_3$ determines the angular velocity $\alpha$ of the atmosphere rotating as a solid body relative to the Earth’s surface:

$$\alpha = h_3/n_{33}$$  \hspace{1cm} (7.22)

The value of $n_{33} = 1.413 \times 10^{32} \text{kg m}^2$ (Table 6.1), which is 500 thousand times less than the moment of inertia of the mantle. Therefore, by the angular momentum conservation law, the variations in $\alpha$ must be 500 thousand times larger than the seasonal variations in the mantle’s rotation velocity $\nu_3$.

The series of $h_3$ over 1948–2006 provides a unique opportunity to study temporal variations of the atmospheric zonal circulation in the range from 6 hours to 50 years.

The values of $h_3$ measured at a fixed observation time were averaged over a long period to obtain a long-term average of $h_3$ or a normal at this observation time. Performing these computations for 00:00, 06:00, 12:00, and 18:00 UTC, we produced the normals characterizing the diurnal oscillations in $h_3$. Next, the daily means $\bar{h}_3$ were subtracted from the observed $h_3$ and were additionally averaged over seasons to obtain the angular momentum deviations $h'_3$. Figure 7.5 shows the diurnal oscillation of $h'_3$ for winter, spring, summer, and fall. It can be seen that $h_3$ has two maxima (at 00:00 and 12:00) and two minima (at 06:00 and 18:00). The minimum at 18:00 is weak and disappears in fall. The diurnal range of $h_3$ is $1.1 \times 10^{24}$, that is, about 2% of the seasonal range.
The spectrum of observed $h_3$ exhibits the harmonics of diurnal tides, which will be discussed below (Section 7.5). The causes of diurnal oscillations will be considered in Section 8.6. Here, we only note that at 00:00 and 12:00 UTC the Sun is over the Pacific and Atlantic oceans, respectively, and at 06:00 and 18:00 UTC – over Asia and America, respectively.

The observed values of $h_3$ were averaged to obtain daily, monthly, and annual means. The monthly and annual means of $h_3$ over 1948–2000 are presented in Sidorenkov (2002a, 2002b). Figure 7.6 shows the temporal variations in the monthly means of $h_3$. 

![Figure 7.5 Diurnal oscillations in zonal-wind angular momentum $h_0^3$ in winter (1), spring (2), summer (3), and fall (4).](image1)

![Figure 7.6 Temporal course of the mean monthly angular momentum of zonal winds $h_3$.](image2)
The power spectrum of this series (Figure 7.7) reveals the intense annual and semiannual harmonics, whose sum yields the seasonal variations. There are also small peaks at periods of 2.4, 3.6, and 4.8 years. It will be shown in Chapter 9 that they are associated with the interannual oscillations in the Earth–ocean–atmosphere system.

To extract the seasonal variations from the series of monthly means of \( h_3 \), their moving annual averages were subtracted from the series of \( h_3 \) and the resulting deviations were averaged over every month of the year for 1961–2006. The data for preceding years are less reliable. For this reason, they were not used in the averaging procedure. As a result, we obtained the long-term means (or the monthly normals) of \( h_3 \) (Table 7.2).

Figure 7.8 illustrates the behavior of the \( h_3 \) normals for the entire atmosphere and for the Northern and Southern Hemispheres separately. It can be seen that the angular momentum \( h_3 \) of the entire atmosphere has two maxima of \( 161 \times 10^{24} \) (in April and December) and two minima: in July \( (108 \times 10^{24}) \) and February \( (154 \times 10^{24}) \). The minimum in July is much deeper than that in February. In the case of the solid-body rotation, the atmosphere would have the above values of \( h_3 \) if it made one revolution relative to the Earth’s surface in time \( T = 2\pi n_3/h_3 = 64 \) days in April and December and in \( T = 95 \) days in July. The value of \( h_3 \) varies little from December to May. The difference between the maximum of \( h_3 \) in December (or April) and its minimum in July is \( 53 \times 10^{24} \) kg m\(^2\) s\(^{-1}\).

Based on the reanalysis data over 1958–2000, the seasonal variation of \( h_3 \) in the entire atmosphere can be formally approximated by the expression

\[
h_3 = (144 + 7.8 \sin \varpi + 21.6 \cos \varpi - 9.2 \sin 2 \varpi - 10.3 \cos 2 \varpi) \times 10^{24}
= [144 + 23 \cos(\varpi - 20\degree) + 14 \cos(2 \varpi - 222\degree)] \times 10^{24} \text{ kg m}^2 \text{ s}^{-1}
\]

(7.23)
Table 7.2 Normals of the polar component $h_3$ and equatorial components $h_1$ and $h_2$ of the angular momentum of atmospheric winds for 1961–2000; $h = \hat{h} + A \cos(\phi_1) + B \cos 2(\phi_1)$. 

<table>
<thead>
<tr>
<th>Indicator</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
<th>VII</th>
<th>VIII</th>
<th>IX</th>
<th>X</th>
<th>XI</th>
<th>XII</th>
<th>$\hat{h}$</th>
<th>A</th>
<th>$\phi_1$</th>
<th>$\phi_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Polar component $h_3$, $10^{24}$ kg m$^2$ s$^{-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entire Earth</td>
<td>157</td>
<td>154</td>
<td>157</td>
<td>161</td>
<td>156</td>
<td>132</td>
<td>109</td>
<td>109</td>
<td>125</td>
<td>146</td>
<td>160</td>
<td>161</td>
<td>144</td>
<td>23</td>
<td>10</td>
<td></td>
</tr>
<tr>
<td>Northern Hemisphere</td>
<td>105</td>
<td>105</td>
<td>96</td>
<td>78</td>
<td>50</td>
<td>16</td>
<td>-9</td>
<td>-6</td>
<td>15</td>
<td>46</td>
<td>74</td>
<td>94</td>
<td>56</td>
<td>57</td>
<td>16</td>
<td>7</td>
</tr>
<tr>
<td>Southern Hemisphere</td>
<td>52</td>
<td>49</td>
<td>60</td>
<td>83</td>
<td>107</td>
<td>116</td>
<td>117</td>
<td>115</td>
<td>110</td>
<td>100</td>
<td>86</td>
<td>67</td>
<td>88</td>
<td>34</td>
<td>194</td>
<td>7</td>
</tr>
<tr>
<td>Equatorial component $h_1$, $10^{21}$ kg m$^2$ s$^{-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entire Earth</td>
<td>454</td>
<td>396</td>
<td>306</td>
<td>290</td>
<td>158</td>
<td>-112</td>
<td>-140</td>
<td>-44</td>
<td>26</td>
<td>144</td>
<td>306</td>
<td>406</td>
<td>182</td>
<td>278</td>
<td>34</td>
<td>204</td>
</tr>
<tr>
<td>Northern Hemisphere</td>
<td>-286</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southern Hemisphere</td>
<td>468</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Equatorial component $h_2$, $10^{21}$ kg m$^2$ s$^{-1}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Entire Earth</td>
<td>-16</td>
<td>-7</td>
<td>81</td>
<td>28</td>
<td>-48</td>
<td>-17</td>
<td>106</td>
<td>42</td>
<td>-97</td>
<td>-86</td>
<td>-148</td>
<td>-9</td>
<td>-14</td>
<td>54</td>
<td>106</td>
<td>55</td>
</tr>
<tr>
<td>Northern Hemisphere</td>
<td>-144</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Southern Hemisphere</td>
<td>130</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
A comparison of (7.23) with (7.21) shows their good agreement. Slight differences in the annual mean values and phases can possibly be associated with the upper 20- and 10-hPa levels added to the reanalysis data. Actual climate changes could also have some effect.

The annual means of $h_3$ over the Northern and Southern Hemispheres are $56 \times 10^{24}$ and $88 \times 10^{24}$ kg m$^2$ s$^{-1}$, respectively. This means that the annual mean intensity of the zonal circulation in the Northern Hemisphere is 36% less than that in the Southern Hemisphere. However, the annual amplitude of $h_3$ in the Northern Hemisphere is 67% larger than that in the Southern Hemisphere. Specifically, it is $57 \times 10^{24}$ kg m$^2$ s$^{-1}$ in the Northern Hemisphere and only $34 \times 10^{24}$ in the Southern Hemisphere. The cause of this difference is that the Northern Hemisphere embraces many more continental areas than the Southern Hemisphere does. The initial phases $\varphi_i$ in the Northern and Southern Hemispheres differ by 178°, that is, the oscillations are opposite in phase and appreciably compensate each other. However, the compensation is not complete because of the difference in the annual amplitudes. The semiannual oscillations in both hemispheres have almost identical initial phases. Therefore, although their amplitudes (in each hemisphere) are much smaller than the annual amplitude, they are added for the entire globe, to become of the same order as the annual amplitudes. The semiannual oscillations are most clearly pronounced in the low-latitude stratosphere.

A remarkable feature of $h_3$ is that its value is not zero on average but is $+143.9 \times 10^{24}$ kg m$^2$ s$^{-1}$. This means that the atmosphere as a whole rotates from west to east faster than the Earth. Specifically, while the former makes 71 revolutions, the latter makes 70 revolutions around its axis. This phenomenon is known as the superrotation of the atmosphere. Its nature is discussed in Chapter 8. Of course, different parts of the atmosphere rotate in a different manner. The atmosphere rotates faster than the Earth in the middle and subtropical latitudes and slower – in the equatorial zone. The period of revolution of the atmosphere relative to the Earth’s surface is 58 and 92 days in the Southern and Northern Hemispheres, respectively. In the jet-stream areas, the atmosphere can rotate around the Earth in less than 10 days.
7.4
Estimations of Seasonal Variations in the Earth’s Rotation

Given the variations with time in the angular momentum of the atmosphere’s zonal wind $h_3$, it is easy to calculate the variations in the velocity of the Earth’s rotation. Indeed, as it follows from (4.26) and (4.33),

$$\frac{dv_3}{dt} = -\frac{d\chi_3}{dt}$$  \hspace{1cm} (7.24)

Upon integrating (7.24) from the point of time $t_0$ to the point of time $t$ we obtain:

$$v_3(t) - v_3(t_0) = -\chi_3(t) + \chi_3(t_0)$$  \hspace{1cm} (7.25)

However, as follows from (4.12) and (7.4), $v_3 = \frac{\omega_3 - \Omega}{\Omega}$ and $\chi_3 = \frac{h_3}{C\Omega}$. On this basis, equality (7.23) can be rewritten in the form:

$$\frac{\omega_3(t) - \omega_3(t_0)}{\Omega} = \frac{\delta\omega}{\Omega} \equiv v'_3 = -\frac{h_3(t) - h_3(t_0)}{C\Omega} = -\frac{\delta h_3}{C\Omega}$$  \hspace{1cm} (7.26)

Since the seasonal variations in the angular momentum of zonal winds $h_3$ are described by expression (7.23), the Earth’s rotation seasonal variation that is caused by these variations is expressed as:

$$v'_3 \cdot 10^{10} = -15.2 \sin \oplus -42.1 \cos \oplus + 17.9 \sin 2\oplus + 20.1 \cos 2\oplus$$

$$= 44.8 \cos(\oplus - 200^\circ) + 26.9 \cos(2\oplus - 42^\circ)$$  \hspace{1cm} (7.27)

This is close to the approximation of the observed nontidal irregularity of the Earth’s rotation. Also, the variations in the Earth’s rotational velocity $v'_3$ can be calculated immediately by the $h_3$ values presented in the first row of Table 7.2. The seasonal course of the $v'_3$ values calculated in such a way is presented in Figure 7.9 (curve 2), whereas curve 1 shows the seasonal variations in the angular

![Figure 7.9](Image)

**Figure 7.9** Seasonal variations in the velocity of the Earth’s rotation. By astronomical observations (1); calculated by the $h_3$ values of the angular momentum of zonal winds (2).
velocity, which are synchronically observed by astronomical methods and are averaged over 1962–2000. The tidal oscillations with periods \( \leq 1 \) year are eliminated from these data. The two curves show a good agreement. Small discrepancies between them may be due to the errors of the obtained values, so to the effect of other factors (such as the air and water masses redistribution).

In Figure 7.10, the series of the mean monthly values of \( h_3 \) for 1948–2000 is synchronously compared with the series of the Earth’s angular momentum taken with the opposite sign \(-\Omega'\), which is calculated by the seasonal variations \( \Omega' \) of the Earth’s rotational velocity (see formula (7.26)). Both curves closely coincide; the coefficient of correlation \( r = +0.84 \).

Another conclusive piece of evidence of the functional relationship between the seasonal variations of the Earth’s rotation \( \Omega' \) and the variations in the angular momentum of zonal winds is the consistency of temporal variations in the amplitudes of the annual and semiannual harmonics of these processes. We have performed the necessary harmonic analysis, using the mean monthly values of \( h_3 \) for calculating the series of deviations of \( h'_3 \) from their moving mean annual values \( h_3 \) and the amplitudes and phases of the annual, semiannual, and quarterly harmonics. For this purpose, the system of 12 conditional equations with 6 unknowns has been solved, using the fixed sequence of 12 mean monthly values of \( h'_3 \):

\[
h'_{n,i} = a_n \sin \Theta_i + b_n \cos \Theta_i + c_n \sin 2\Theta_i + d_n \cos 2\Theta_i + e_n \sin 4\Theta_i + f_n \cos 4\Theta_i
\]

\[
= A_n \sin(\Theta_i-\varphi_{1,n}) + B_n \sin 2(\Theta_i-\varphi_{2,n}) + C_n \sin 4(\Theta_i-\varphi_{4,n})
\]

(7.28)

Here, \( n = 1, 2, 3, \ldots, N \) is the number of the sequence of 12 mean monthly values of \( h'_3 \) (\( n = 1 \) for January–December of 1962, \( n = 2 \) for February 1962–January 1963, and so on); \( i = 1, 2, 3, \ldots, 12 \) is the number of a month in the fixed sequence; \( A, B, C, \) and \( \varphi_1, \varphi_2, \varphi_4 \) are the unknown amplitudes and initial phases of the annual, semiannual, and quarterly harmonics, respectively. The solution of only one such system (7.28) allows one to find the unknown coefficients \( a, b, c, d, e, f \) and their root-mean-square errors; further simple calculations provide the required amplitudes \( A, B, C \) and their errors. Thus, shifting the window from month to month along the whole series of \( h'_3 \) for 1962–2000, we have found the amplitudes of the annual (A), semiannual (B), and quarterly (C) harmonics for each month of the 50-year period under study. Notice that the B and C values characterize the changes in amplitudes only from year to year.

Figures 7.11 and 7.12 show the variations in the amplitudes of the annual and semiannual harmonics of the angular momentum of zonal winds \( h'_3 \) for 1962–2000. The quarterly amplitudes of harmonic C were small and are not considered here. As is seen from Figure 7.11, the amplitude of the annual harmonic A varies over wide limits (from \( 13 \times 10^{24} \) to \( 34 \times 10^{24} \) kg m\(^2\)s\(^{-1}\), the root-mean-square error varying from \( \pm 2 \times 10^{24} \) to \( \pm 8 \times 10^{24} \)). The irregular 6–7-year variations are traced. The high A amplitudes were observed near 1958, 1964, 1970, 1977, 1983, 1988, 1992, 1995, and
Figure 7.10 Angular momentum of zonal wind (1) and the axial angular momentum of the Earth (2), the latter value being taken with opposite sign.

Amplitude $A$ varies inversely to SOI – the index of the Southern Oscillation (see Chapter 9). The coefficient of their correlation is maximum ($r = -0.52$) at the one-month lag of SOI. During the warm phases of ENSO, when SOI $< 0$, amplitudes $A$ increase; during the cold phases of ENSO, when SOI $> 0$, they decrease.

The amplitude $B$ of the semiannual harmonic of the moment $h'_3$ varies from $4 \times 10^{24}$ to $22 \times 10^{24}$ kg m$^2$ s$^{-1}$, its root-mean-square error being the same as that for amplitude $A$. One can trace the 2-, 3-year cyclic recurrence in $B$ variations. As will be clear from the following, this cyclicity reflects the quasibiennial oscillations (QBO) in the atmospheric circulation. The $B$ high amplitudes were observed in 1962, 1966, 1970, 1974, 1977, 1981, 1984, 1985, 1988, 1995, and 1998; the low ones – in 1963,

---

**Figure 7.11** Synchronous course of amplitude $A$ of the angular momentum of the annual harmonics of zonal winds $h_3$ (1) and the Earth’s rotation velocity $v_3$ (2) for 1962–1999.

**Figure 7.12** Synchronous course of amplitude $B$ of the angular momentum semiannual harmonics of zonal winds $h_3$ (1) and the Earth’s rotation velocity $v_3$ (2) for 1962–1999.

The correlation of amplitude $B$ of the semiannual harmonic of the moment $h'_3$ with the index of SOI is in general positive (but is less close than the negative correlation of $A$ with SOI), being the highest ($r = 0.4$) at the three-month lag of SOI.

Unlike the amplitudes $A$ and $B$, the phases of both harmonics vary without any regularity.

The comparison of variations in amplitude $A$ (of the annual harmonic of the angular momentum of zonal winds $h''_3$) with the seasonal variation of the Earth’s rotational velocity $v''_1$ (Figure 7.11, curves 1 and 2, respectively) shows a nearly total coincidence of two curves. Their discrepancies, decreasing with time, reflect a gradual increase in the accuracy and volume of meteorological and astronomical observations. The variations in $B$ amplitudes for $h'_3$ and $v'_1$ (Figure 7.12, curves 1 and 2, respectively) are also in good agreement. Their comparison indicates that the interannual variations in the parameters of seasonal variations in the Earth’s rotational velocity are caused by the instability of the angular momentum of zonal wind; this instability, in its turn, is due to the interannual variability of processes occurring in the climatic system (the El-Nino – Southern Oscillation, QBO and semiannual wind oscillation in the stratosphere, and so on).

Thus, the seasonal variation of the Earth’s rotation is mainly due to the seasonal variations in the angular momentum $h_3$ of atmospheric zonal winds. When the angular momentum $h_3$ increases, the velocity of the Earth’s rotation decreases, and vice versa. In other words, the angular momentum redistributes between the Earth’s body and the atmosphere. With this, the total angular momentum of the Earth–atmosphere system remains unchanged. This conclusion is a good example showing that the laws of conservation can be valid not only for experiments in physical laboratories but also for global processes.

As is already noticed in Section 7.3, the angular momentum of zonal winds $h_3$ is not zero (on average over a year) but makes $144 \times 10^{31}$ kg m$^2$ s$^{-1}$; the superrotation of the atmosphere is observed. The atmosphere as a whole outruns the Earth; it makes one extra revolution over $2\pi n_{33}/h_3 \approx 70$ days. The angular velocity of rotation of the Earth’s atmosphere with respect to the Earth’s surface is on average $\alpha \approx 1 \times 10^{-6}$ s$^{-1}$; the linear velocity of its rotation at the equator is $6.5$ m s$^{-1}$.

Certain researchers use this empirical fact as a basis for the criticism of the existing ideas about the nature of the seasonal variation of the Earth’s rotation. The objection is as follows. Since the atmosphere rotates faster than the Earth’s body, it must accelerate the Earth’s rotation. Because observations do not reveal this acceleration, the conclusion is made that the existing estimates of the effect of winds on the Earth’s rotation are erroneous. However, as is seen from Equation 7.26, the constant value of the angular momentum of zonal winds $h_3$ cannot cause the variation in the Earth’s rotation. The latter originates only with a change in the $h_3$ value. As will be shown in Chapter 8, the constant value $h_3$ was borrowed by the atmosphere from the Earth at the moment of formation of the zonal circulation. Then, the velocity of the Earth’s rotation slowed down by $\delta v_3 = 144 \times 10^{24}/513 \times 10^{31} = 28 \times 10^{-9}$ and remains the same at present. In the case of the complete attenuation of zonal circulation, the
velocity of the Earth’s rotation will take its initial value, that is, it will increase by $28 \times 10^{-9}$.

7.5 Equatorial Angular Momentum of Atmospheric Winds

In addition to the polar component $h_3$, the atmosphere’s angular momentum has two equatorial components $h_1$ and $h_2$. The component $h_1$ characterizes the rotation of the atmosphere about the equatorial axis $Ox_1$ passing through the Earth’s center in the direction of the Greenwich Meridian, while $h_2$ characterizes the rotation of the atmosphere about the equatorial axis $Ox_2$ passing through the Earth’s center in the direction of the 90°E meridian. The values of $h_1$ and $h_2$ are either positive or negative for the atmosphere rotating either counterclockwise or clockwise, respectively (when viewed from the end of the $Ox_1$ and $Ox_2$ axes, respectively, outside the atmosphere). The equatorial components $h_1$ and $h_2$ characterize the meridional motions of the atmosphere.

To analyze temporal variations in the atmospheric equatorial angular momentum $h_e = h_1 e_1 + h_2 e_2$, we used the series of $h_1$ and $h_2$ calculated by David Salstein from the reanalysis starting in 1948 and up to the present time (Salstein et al., 1993; Salstein, 2000; Zhou, Salstein and Chen, 2006).

The monthly normals of the components $h_1$ and $h_2$ show that the amplitudes of seasonal variations in the equatorial angular momentum components are very small (Table 7.2). The amplitudes of the diurnal oscillations of $h_1$ and $h_2$ are a few tens of times larger than the amplitudes of the seasonal variations.

First, $h_1$ and $h_2$ were averaged over each observation time for all days of the year. The resulting normals of $h_1$ and $h_2$ are shown in Figure 7.13. It can be seen that the diurnal oscillations of $h_1$ and $h_2$ are complicated and amplitude modulated (slowly varying). They have two crests near the summer and winter solstices and two nodes at the beginning of March and October. Their amplitude in June is nearly twice as large as that in December.

Second, we average $h_1$ and $h_2$ over each calendar month and analyze the diurnal oscillation of $h_1$ and $h_2$ from month to month. It can be seen that the diurnal oscillation of $h_1$ and $h_2$ varies widely during the year (Figure 7.14). The variation phases in these months are opposite. In June, the maximum of $h_1$ is observed at 06:00, while in December at 18:00. The minimums of $h_1$ in June and December occurs at 18:00 and 06:00, respectively. The maximums of $h_2$ in June and December occur at 00:00 and 12:00, respectively. The minimum of $h_2$ in June is observed at 12:00 and in December at 00:00. In other months the amplitudes of the diurnal oscillations of both, $h_1$ and $h_2$, are smaller than in June and December. Therefore, their curves lie inside the envelopes for June and December. Only the even months of a year are shown in Figure 7.14 to simplify the plot. The extreme values of the diurnal oscillation of $h_2$ occur six hours earlier than those of $h_1$. This corresponds to a phase shift equal to 90°. From October to February, the phases of both components, $h_1$ and $h_2$,
correspond to those in December, and from March to September – to those in June. This means that the nodes in Figure 7.13 correspond to the changes in the phase of diurnal oscillations. In early March and early October, the components $h_1$ and $h_2$ at the nodal points have only a weak semidiurnal oscillations.

The synthesis of the plots of the diurnal oscillations of the equatorial components $h_1$ and $h_2$ leads to the conclusion that the vector $h_e = h_1 e_1 + h_2 e_2$, formed by components $h_1$ and $h_2$, rotates in the equatorial plane from east to west with a nearly diurnal period (Figure 7.15). Vector $h_e$ describes a trajectory close to an ellipse, one of the foci of which coincides with the Earth’s center. In June, vector $h_e$ describes a trajectory corresponding to the outer major ellipse and in December, trajectory corresponding to the inner minor ellipse. The positions of the vector $h_e$ at 00:00, 06:00, 12:00, and 18:00 are indicated next to the ellipses (Figure 7.15). It can be seen that in June vector $h_e$ is constantly deflected about 100° to the west of the meridian at which the Sun is located; in December it is located 80° east of the respective meridian. The positive direction of $h_e$ indicates that the atmosphere rotates counterclockwise in

Figure 7.13 Annual course of the equatorial components $h_1$ (a) and $h_2$ (b) of the atmospheric angular momentum (the long term means at observation hours).
the plane of the meridian perpendicular to the direction of $\mathbf{h}_r$. That is, when viewed from the North Pole, in June (more exactly, from March through September), the atmosphere rotates from the daytime to the nighttime side. This rotating wind system continuously follows the Sun. The circulation increases at 06:00 and 18:00, when the Sun is located at the meridians 80°E (over Asia) and 260°E (over America), and decreases at 00:00 and 12:00, when the Sun crosses the meridians 170°E (Paci
ycler Ocean) and 350°E (Atlantic Ocean). Because of this the module of vector $\mathbf{h}_r$ has the semidiurnal oscillations.

In December (more exactly, from October through February), the atmosphere rotates in the opposite direction. Yet, the wind system still follows the Sun and the orientation of the ellipse axes remains nearly unchanged. The angular velocity of the atmospheric rotation in June is more than twice as high as that in December.

Therefore, the diurnal oscillations of $h_1$ and $h_2$ are modulated in amplitude, frequency and phase. Recall that the parameters of modulated oscillations (amplitude, frequency, and phase) are also the functions of time but vary more slowly than the original oscillation (carrier signal). For example, the carrier frequency of a radio transmitter is of the order of several million hertz, while the frequency of the variation in the amplitude of radio waves is equal to the frequency of sound waves (from 16 to 20 000 hertz).
In the case of oscillations in the atmospheric angular momentum, the carrier oscillation is the diurnal one, which is ultimately caused by day and night cycles due to the Earth’s rotation. It is modulated by the annual and monthly harmonics and superharmonics due to the solar and lunar forcing, respectively. Signals at these frequencies can be treated as a kind of ultralow frequency sound transmitted by the atmosphere at the diurnal frequency.

Recall that an amplitude-modulated oscillation can be described by the model (Zernov, Karpov and Smirnov, 1972)

$$h = A \left[ 1 + \sum_{i=1}^{N} m_i \cos (\Omega_i t + \Phi_i) \right] \cos (\omega t + \varphi)$$

$$+ \sum_{i=1}^{N} \frac{A m_i}{2} \cos [(\omega + \Omega_i) t + \varphi + \Phi_i] + \sum_{i=1}^{N} \frac{A m_i}{2} \cos [(\omega - \Omega_i) t + \varphi + \Phi_i]$$

(7.29)

Here, $h$ is the angular momentum; $A$, $\omega$, and $\varphi$ are the amplitude, circular frequency, and initial phase of the carrier (diurnal) oscillation; $m$ is the modulation depth; $\Omega$ and $\Phi$ are the frequency and phase of the amplitude modulation of the carrier oscillation; $t$ is time; and $i$ is the index of a harmonic.

Let us consider in more detail the structure of oscillations in model (7.29). The first term on its right-hand side is the carrier oscillation. The second term describes the harmonic components with frequencies $\omega + \Omega_i$. They are called the upper side...
frequency band. The third term describes the harmonic components with frequencies \( \omega - \Omega \). They are called the lower side frequency band. The amplitudes of the side components are \( Am/2 \).

In the case of frequency modulation, the oscillations can be described by the model (Zernov, Karpov and Smirnov, 1972)

\[
h = A[1 + m \cos(\Omega t + \Delta \Omega \sin \nu t)]\cos \omega t = A[1 + m J_0(\Delta \Omega) \cos \Omega t + m \sum_{n=1}^{\infty} J_n(\Delta \Omega) \cos(\Omega + n\nu t) + m \sum_{n=1}^{\infty} (-1)^n J_n(\Delta \Omega) \cos(\Omega - n\nu t)]\cos \omega t
\]

(7.30)

Here, \( \Delta \Omega \) and \( \nu \) are the amplitude and circular frequency of variations in the modulation frequency \( \Omega \), \( m \) is the modulation depth, and \( J_n(\Delta \Omega) \) is the \( n \)th-order Bessel function of argument \( \Delta \Omega \). The rest notations are the same as in (7.29). The spectrum of frequency-modulated oscillations (even if the modulation signal is harmonic) consists of an infinite number of the side components arranged symmetrically about \( \omega \) at distances that are the multiples of \( \nu \). The amplitudes \( A_n \) of the side components are expressed in terms of the \( n \)th-order Bessel function of the first kind:

\[
A_n = Am|J_n(\Delta \Omega)|
\]

The power spectrum \( S \) of the complex series \( h_1 + ih_2 \) is calculated using Ch. Bizouard’s software program designed for computing the complex fast Fourier transform. As data, we used 61 360 values of \( h_1 \) and \( h_2 \) measured at 00:06 over 1958–1999. The resulting spectrum \( S \) is shown in Figure 7.16, where the vertical axis represents the spectral density on a logarithmic scale in decibels, and the horizontal axis represents the frequencies in the cycles over the mean solar day.

Figure 7.16(a) reveals an intense peak at a frequency of \(-1\) cycle per day (cpd). To the right of it, there is a single peak at \(-0.9295\) cpd, which corresponds to the principal lunar wave \( O_1 \) in the expansion of the tidal potential (see Section 5.2). High
peaks can be seen at low (≈0 cpd) and high frequencies (±2 cpd). The peak at positive frequencies (+1 cpd) is many times lower than that at −1 cpd. A remarkable feature is that S has an intense wide maximum at about −0.85 cpd. Minima of the spectral density are observed at about 0.5 and ±1.5 cpd. Interestingly, near the positive frequency +1.7 cpd there is a weak maximum resembling in shape that observed at −0.85 cpd.

Let us analyze the fine structure of the most interesting regions of S by increasing its resolution. First, we inspect the frequency range from −0.98 to −1.02 cpd, which is shown in Figure 7.16b). Here, the central peak of $41 \times 10^3$ at the frequency −1 cpd corresponds to the well-known thermally driven diurnal tidal wave $S_1$ (Chapman and Lindzen, 1970; Zharov, 1996a, 1997a). The carrier wave $S_1$ is surrounded by three pairs of side lines arranged symmetrically at equal distances from $S_1$.

The first pair is composed of the line (on the left) at a frequency of −0.9973 cpd, which is identified with the principal solar wave $P_1$, and the line (on the right) at −1.0027 cpd, which corresponds to the lunar-solar declination wave $K_1$. The composition of $S_1$ with $P_1$ and $K_1$ induces the modulation (a slow change) with an annual period of the diurnal amplitude of components $h_1$ and $h_2$.

The second pair is composed by the line (on the left) at −0.9945 cpd (identified with the solar elliptic wave $\pi_1$) and the line (on the right) at −1.0055 cpd (identified with the solar elliptic wave $\psi_1$)(Table 5.2). The composition of $S_1$ with $\pi_1$ and $\psi_1$ gives an amplitude modulation, with a semiannual period, of the diurnal oscillations of components $h_1$ and $h_2$.

The third pair is composed of the left line at −0.9918 cpd and the right line at −1.0082 cpd, which is identified with the solar declination wave $\varphi_1$. Composition of $S_1$ with the third wave pair gives an amplitude modulation of diurnal oscillations of $h_1$ and $h_2$ with a terannual period (one-third of the year).

In the low-frequency range (≈0 (day)$^{-1}$), we can see a peak of $11 \times 10^3$ at the annual frequency and a hardly noticeable peak at the semiannual frequency. No peaks are observed in the frequency range of long-period tides.

In the range of semidiurnal oscillations, there is a peak of $5 \times 10^3$ at 1.9973 cpd, which corresponds to the large solar elliptic wave $T_2$. Another small peak at 1.9945 cpd is not identified with tidal waves.

The most striking detail of the total spectrum of $h_1$ and $h_2$ (Figure 7.16a) is a blurred maximum of the spectral density at −0.85 cpd. Its height is indicative of a high power of $h_1$ and $h_2$, and the width shows considerable fluctuations of the period. What lies behind this phenomenon and why does the atmospheric circulation produce strong noise in this frequency range?

In papers on the atmospheric tides there is an indication on the existence of the normal antisymmetric mode $\psi^1_1$ (Yanai wave) with the azimuth wave number $s = 1$ and with a period of 28.94 hours (the frequency −0.83 cpd) (Volland, 1988; Hamilton and Garsia, 1986; Eubanks, 1993; Brzezinski, Bizouard and Petrov, 2002). This mode $\psi^1_1$ corresponds to the retrograde wave moving in the atmosphere from east to west. From this point of view, the small maximum of a similar shape near the double frequency +1.7 cpd (Figure 7.16a)) can be explained by the presence of the antisymmetric mode $\xi^1_2$ with a period of 0.6 day.
However, weather forecasters dealing with atmospheric disturbances and waves on an everyday basis observe only the large-scale Rossby waves and the synoptic vortices that move eastward rather than westward. Reflecting on this contradiction leads us to a fundamentally new explanation of the $h$ spectrum, which is as follows. The series $h_1 + ih_2$ is calculated from the meteorological elements observed at fixed times UTC (which are multiples of 6 h). Time is measured relative to fixed stars with instruments located on the Earth’s surface. The instrument rotating together with the Earth plays the role of a clock hand, while the stars serve as the clock face. The star time measured is used to calculate the mean solar time UTC. Thus, the meteorological measurements involve both the frequencies $f_i$ of the moving atmospheric disturbances and the frequency $\omega$ of the Sun’s apparent rotation in the sky. The oscillation frequencies $\nu_i$ of the components of $h_1 + ih_2$ are the difference between $f_i$ and the Sun’s circular frequency $\omega = 1 \text{ cpd}$: $\nu_i = f_i - 1 \text{ cpd}$. A researcher, who tries to interpret the observations, locates on the Earth. He does not perceive the diurnal rotation of the Earth and analyzes all atmospheric disturbances relative to the fixed objects on the Earth’s surface (using synoptic maps). The Sun’s apparent rotation is excluded from consideration, and the disturbances have the frequency $f_i = \omega + \nu_i$. If the observed frequency is $\nu = -0.85 \text{ cpd}$, the frequency of a disturbance wave is $f = 1 - 0.85 = +0.15 \text{ cpd}$. Accordingly, the disturbance period is about 7 days. These disturbances are not the Yanai waves but rather the Rossby waves propagating eastward together with the synoptic structures. They are especially pronounced in the time–longitude sections of the atmosphere and ocean. As an example, Figure 7.17 shows such a section for the daily 500-hPa height anomalies at latitude $40^\circ$S in November 2004. Time (days) is plotted on the vertical axis and the longitudes on the horizontal axis. Positive and negative anomalies are shown by solid and dotted lines, respectively. The extended downward inclined crests (positive anomalies) and troughs (negative anomalies) can be clearly seen in Figure 7.17. The trajectory slope indicates that the anomalies move eastward with time.

How can the complications introduced into the spectra of geophysical characteristics by the Earth’s rotation be avoided? For the unknown disturbance waves to be reliably detected in any time series, the diurnal frequency $\omega$ has to be eliminated, that is, the oscillations of $h_1 + ih_2$ have to be demodulated. For this purpose, we used observations made strictly at daily intervals, that is, only the envelope amplitude of the carrier frequency was analyzed. Therefore, the diurnal frequency vanished, while all the frequencies lower than $\frac{1}{2} \text{ cpd}$ persisted. The spectra of $h_1 + ih_2$ from 1948 to 2006 were calculated for each fixed observation time separately (that is, with a resolution of 24 hours). All the spectra were found to be similar. For this reason, we present only the spectrum of $h_1 + ih_2$ at 12:00 UTC (Figure 7.18). Unfortunately, the spectrum of the series measured at a fixed observation time no longer contains the diurnal or within-day component. It can be seen that the spectrum has changed considerably. Specifically, at the negative frequencies, no $O_1$ or Yanai $\psi_1^1$ waves are present any longer. They have transformed into the fortnightly (13.7 days) and the quasaweekly (7.8 days) lunar waves, respectively. Let us note that if $h_1$ and $h_2$ were daily averaged, we would obtain the spectrum of the white noise (Figure 7.19). In addition, the total
Figure 7.17 Time–longitude section of the 500-hPa height anomalies at 40°S in November 2004 (Climate Diagnostics Bulletin, No. 04/11, CPC).

Figure 7.18 Spectrum of the series of data $h_1 + ih_2$ obtained for the observation hour at 12:00 UTC (a). Its yearly and intramonthly ranges (b).
power of spectrum in Figure 7.19 is almost ten times as small as the total power of spectrum in Figure 7.18.

The standing disturbances in vector $h_1 + ih_2$ can be demodulated by analyzing the series of its magnitudes (Sidorenkov, 2003b). The fact is that the phase of the daily oscillations of component $h_1$ lags behind the phase $h_2$ by 6 hours, or 90°. This means that in conformity with model (7.29), we have:

$$h_1 = A(1 + m \cos \Omega t) \cos \omega t$$  
(7.31)

$$h_2 = A(1 + m \cos \Omega t) \sin \omega t$$  
(7.32)

By computing the vector $h_e$ magnitude, we obtain:

$$h_e = \sqrt{h_1^2 + h_2^2} = A(1 + m \cos \Omega t)$$  
(7.33)

that is the module $h_e$ has a different spectrum from the one the components $h_1$ and $h_2$ have. It does not have the carrier and side frequencies, but there is the modulation frequency $\Omega$.

Having done the necessary calculations, we obtained the time series of the vector magnitude $h_e = \sqrt{h_1^2 + h_2^2}$ for 1958–2000 with a 6-hour step. The power spectrum of the obtained series $h_e$ is given in Figure 7.20. We can see three powerful peaks at low frequencies: $-1/365$, $-1/183$ and $-1/122$ cpd. They represent the annual, semiannual, and terannual frequencies, respectively. They are the basic frequencies of modulation of the diurnal thermal atmospheric tide $S_1$.

In the total power spectrum of the equatorial components $h_1$ and $h_2$, the amplitude modulation of wave $S_1$ by the annual frequency results in the appearance of the side
peaks at the frequencies of the gravitational tides $P_1$ and $K_1$, by the semiannual frequency – at frequencies $\pi_1$ and $\psi_1$, and by the terannual frequency – at the frequencies of $-0.9918$ cpd and $-1.0083$ cpd. The latter corresponds to the wave of the gravitational tide $\phi_1$.

Let us consider the modifications that take place in the near diurnal areas (Figure 7.20b). From comparison of spectrums in Figures 7.16(b) and 7.20(b) we can see that peaks $P_1$, $S_1$ and $K_1$ have decreased more than a hundred-fold. Their energy has transferred into the area of subharmonics of the annual frequency. The energy of waves $\psi_1$ and $-0.9918$ cpd has decreased 1.5 times, and the energy of wave $\pi_1$ has increased even by 25%. Wave $\phi_1$ has completely disappeared, whereas the peak on frequency $-1/122$ cpd has appeared. The main lunar wave $O_1$ has also completely disappeared, whereas new peaks formed in the range of frequencies corresponding to half the lunar month (the most powerful peak falls on the frequency of $-1/14.75$ cpd; this frequency corresponds to half the lunar synodical period).

In the spectrum of the vector magnitude $h_x$, the strong maximum at a frequency of $-0.85$ cpd (Figure 7.16a)) has also disappeared, whereas a broad maximum of about a week’s frequency has appeared.

The spectrum of the vector magnitude $h_x$ has no vast maximum at 0.85 cpd (Figure 7.18) but shows a strong maximum in the vicinity of a 7-day frequency. It indicates that the amplitude of the diurnal oscillations of $h_1$ and $h_2$ does change with a period varying from 5 to 9 days.

Thus, the equatorial angular momentum $h_x$ rotates with the diurnal period westward in the equatorial plane, so that it is 100° ahead of the Sun’s meridian from March to September and 80° behind it from October to February. The length of $h_x$ varies with periods of 0.5, 1, 7, 14, 122, 183, and 365 days. The annual, semiannual, and terannual harmonics result from the variation in the atmospheric circulation due to the Sun’s annual motion between the Northern and Southern Tropics. The
fortnightly and weekly harmonics result from the effect of lunar tides on the atmospheric circulation. The semidiurnal harmonics are caused by both the gravitational tides and the diurnal variation in the solar light absorption due to the inhomogeneity of the Earth’s surface. In the annual range, a peak with a period of 355 rather than 365 days was detected, which definitely indicates its lunar origin, since this is the lunar year! The question arises as to why no lunar components were detected earlier. The answer is obvious. Meteorologists use the averaged data (monthly and annual means), which contain no information on the tidal oscillations. For example, if $h_1$ and $h_2$ were daily averaged, we would obtain nearly constants with no amplitude or frequency modulation of the diurnal carrier frequency. The averaging of observations destroys the natural information flow at the diurnal frequency (Figure 7.19).

7.6 Atmospheric Excitation of Nutations

Synthesis of the time variations of the projections $h_3$ and $h_e$ of the relative atmospheric angular momentum vector $h$ onto the polar axis and the equatorial plane leads to the conclusion that vector $h$ experiences a nutation motion with a near-diurnal period. This is shown graphically in Figure 7.21. Vector $h$ is deflected from the polar axis by an angle $\theta = \arctg(h_e/h_3)$ (in June, up to $\approx 2^\circ$) and rotates from east to west, describing a conical surface. Its vertex is the Earth’s center, and the directrix is a curve,

![Figure 7.21 Diurnal nutation of the atmospheric angular momentum vector $h = h_1e_1 + h_2e_2 + h_3e_3$.](image)
the projection of which onto the equatorial plane coincides with the trajectory of
\[ h = h_1 e_1 + h_2 e_2 \] (see Figure 7.15). The aperture of the cone described by vector \( \hat{h} \) is
equal to the magnitude of \( |h_e| \). It is clear that all the above features of the vector
\( h_e \) motion are valid for vector \( h \). The amplitude of the retrograde diurnal nutation of
\( h \) reaches a maximum near the June and December solstices and is close to zero at
the beginning of March and in mid-October, when the nutation phase changes by
180°. From March to September, the meridian of vector \( h \) is constantly deflected by
about 100° to the west and from November to February by 80° to the east of the solar
meridian.

In consequence of the law of conservation of the angular momentum of the
Earth–atmosphere system, the nutation of atmospheric angular momentum vector
\( \hat{h} \) should be accompanied by the reverse nutation of the Earth’s angular momentum
vector \( \hat{H} \), because in a closed system \( D \hat{H}/Dt = -D\hat{h}/Dt \) (Sidorenkov, 2003b).

The above tidal harmonics in the variations of the vector \( h \) components should
excite the oscillations of the components of vector \( \hat{H} \), which are opposite in sign and
have the same tidal frequencies. However, to the tidal frequencies in the Earth’s
rotating reference system there correspond definite nutation frequencies in the
celestial reference system (Melchior, 1983; Moritz and Mueller, 1987). The nutation
frequency \( \Delta \sigma_j \) is determined as the difference between the tidal frequency \( \sigma_j \) and the
sidereal angular velocity of the Earth’s rotation \( \omega_j \):

\[ \Delta \sigma_j = \sigma_j - \omega_j \quad (7.34) \]

Table 7.3 presents the nutation terms excited in the Earth’s rotation by the tidal
oscillations of the atmospheric angular momentum vector \( \hat{h} \).

As is seen from Table 7.3, the atmospheric tide \( P_1 \) is the equivalent to the prograde
semiannual nutation, tide \( S_1 \) – to the prograde annual nutation, tide \( K_1 \) – to the
precessional movement or the offset of the Celestial Ephemeris Pole in space, tides
\( \psi_1 \) and \( \varphi_1 \) are the retrograde annual and semiannual nutations, respectively. Less
significant are the tide \( \pi_1 \) and the tide with a frequency of \(-0.9918\) cpd. They cause

<table>
<thead>
<tr>
<th>Tide</th>
<th>Frequency ( \sigma_j, ) cpd</th>
<th>Amplitude</th>
<th>Argument of nutation</th>
<th>Period, days</th>
<th>Type and genesis of the nutation</th>
</tr>
</thead>
<tbody>
<tr>
<td>—</td>
<td>(-0.8557)</td>
<td>16</td>
<td>(4s)</td>
<td>6.8</td>
<td>Weekly, Moon</td>
</tr>
<tr>
<td>(O_1)</td>
<td>(-0.9295)</td>
<td>29</td>
<td>(2s)</td>
<td>13.7</td>
<td>Fortnightly, Moon</td>
</tr>
<tr>
<td>—</td>
<td>(-0.9918)</td>
<td>16</td>
<td>(4h)</td>
<td>91</td>
<td>Quarterly, Sun</td>
</tr>
<tr>
<td>(\pi_1)</td>
<td>(-0.9945)</td>
<td>13</td>
<td>(3h)</td>
<td>122</td>
<td>Terannual, Sun</td>
</tr>
<tr>
<td>(P_1)</td>
<td>(-0.9973)</td>
<td>470</td>
<td>(2h)</td>
<td>183</td>
<td>Semiannual, Sun</td>
</tr>
<tr>
<td>(S_1)</td>
<td>(-1)</td>
<td>410</td>
<td>(h)</td>
<td>365</td>
<td>Annual, Sun</td>
</tr>
<tr>
<td>(K_1)</td>
<td>(-1.0027)</td>
<td>430</td>
<td>(\infty)</td>
<td></td>
<td>Precession, Moon and Sun</td>
</tr>
<tr>
<td>(\psi_1)</td>
<td>(-1.0055)</td>
<td>37</td>
<td>(-h)</td>
<td>(-365)</td>
<td>Retrograde annual, Sun</td>
</tr>
<tr>
<td>(\varphi_1)</td>
<td>(-1.0082)</td>
<td>25</td>
<td>(-2h)</td>
<td>(-183)</td>
<td>Retrograde semiannual, Sun</td>
</tr>
</tbody>
</table>
the prograde terannual and quarterly nutations of the Earth’s spin axis, respectively. The main lunar tide $O_1$ in the atmosphere excites the prograde fortnightly nutation. The variations in the atmospheric angular momentum in a broad band near the $-0.85$ cpd frequency can cause the prograde nutation with a period of about 6.8 day.

As is known, the presence of the ellipsoidal liquid core inside the Earth generates an almost diurnal nutation with a frequency of $1/T_{fcn} = 1.0050663$ cpd. The frequency of tide $\psi_1$ is very close to this frequency. This produces the resonance that results in a considerable amplification of the effect of this wave on the excitation of nutation (Brzezinski, 1994; Zharov and Gambis, 1996; Bizouard, Brzezinski and Petrov, 1998; Brzezinski, Bizouard and Petrov, 2002). In the frequency domain, this effect is described by the expression (Brzezinski, 1994; Brzezinski, Bizouard and Petrov, 2002):

$$p(\sigma) = \left( a \frac{\sigma_{cw}}{\sigma_{fcn}-\sigma} + \frac{\sigma_{cw}}{\sigma_{cw}-\sigma} \right) \chi(\sigma)$$

(7.35)

where $\sigma_{cw} = 2\pi(1 + i/2Q_c)/T_c$ and $\sigma_{fcn} = 2\pi(1 + i/2Q_f)/T_{fcn}$ are the frequencies of the Chandler wobble and of the free core nutation, respectively; $T_c = 433.3$ days and $T_{fcn} = 0.995$ day are their periods; $Q_c = 170$ and $Q_f = 5722$ are their quality factors for the Chandler wobble and the free core nutation, respectively; $a$ is a dimensionless coefficient expressing the response of the free core nutation mode to the pressure ($a_p = 9509 \times 10^{-5}$) and wind ($a_w = 5489 \times 10^{-7}$) excitation $\chi(\sigma)$ (Brzezinski, Bizouard and Petrov, 2002). As shown in (Gross, 1993), the effect of diurnal tides on the motion of poles can be expressed in the frequency domain as the corrections to the nutation terms described by a simple equation: $n(\sigma) = -p(\sigma)$.

The effect of atmospheric tides on the nutation of the Earth’s spin axis was estimated in many papers (Zharov and Gambis, 1996; Bizouard, Brzezinski and Petrov, 1998; Brzezinski, Bizouard and Petrov, 2002). It was found in (Bizouard, Brzezinski and Petrov, 1998) that the total contribution of the atmospheric winds and pressure causes the following nutations of the Earth’s spin axis: the prograde annual nutation with an amplitude of 77 $\mu$as; the retrograde annual nutation with an amplitude of 53 $\mu$as and the prograde semiannual nutation with an amplitude of 45 $\mu$as. The constant offset of the pole is estimated in the longitude $\delta \psi \sin \epsilon_0 = -86$ $\mu$as and in the inclination $\delta e = 77$ $\mu$as.

The analysis of temporal variations in components $h_1$ and $h_2$ shows that the atmospheric contribution to the nutation considerably varies with time. Earlier this feature of the atmospheric effect was found (Bizouard, Brzezinski and Petrov, 1998). Therefore, the account of the effect of the atmosphere in the nutation by way of adding the constant atmospheric corrections to nutation terms is inefficient. Permanent calculations of atmospheric corrections using the operative analyses of the atmospheric global circulation models are necessary. Then, these calculations can be used for correcting the astronomical observations in real time.
8
Nature of the Zonal Circulation of the Atmosphere

8.1
Observational Data

The air motion in the atmosphere is irregular. To make sense of this chaos, methods of the temporal and spatial averaging are widely applied to the observed fields of wind, atmospheric pressure, temperature, and other characteristics. The atmospheric characteristics are most variable along the meridian and height; therefore, they are generally averaged either along the meridian or by constructing the meridian–height sections.

The distribution of the zonal (that is, the meridian-averaged) component of wind velocity in the atmosphere is shown [in the meridian section] in Figure 7.1 (Sidorenkov, 1976). It is seen that on average over the year, the westerly winds (positive values) prevail in the atmosphere. The easterly winds prevail only near the equator. The boundaries between these winds (the zero isotachs) lie (at the sea level) at the latitudes of \( \pm 30^\circ \). Up to a level of 200 hPa, the zone of easterly winds narrows toward the equator and then, higher up, it widens toward the middle latitudes. In its most narrow place, this zone is limited by the latitudes \( \pm 6^\circ \), whereas at a level of 30 hPa it extends from 40°N to 25°S. The maximum velocity of westerly winds is observed at a level of 200 hPa in the subtropics near the latitudes of \( \pm 35^\circ \). The wind velocity reaches 20 m/s in the Northern Hemisphere and 29 m/s in the Southern Hemisphere. These averaged velocity maxima of westerly winds reflect the presence of the subtropical jet streams in the upper troposphere. The strongest easterly winds are observed in the equatorial stratosphere: at a level of 30 hPa and 10°N latitude, their velocity reaches 12 m/s. In the near-equatorial troposphere, the velocity of easterly winds does not exceed 4 m/s.

Near the Earth’s surface, the trade winds having the eastern component prevail at low latitudes and the westerly winds in moderate and high latitudes. The zonal component of wind velocity changes its sign at the so-called “horse latitudes” (near the latitude of 30° in both hemispheres), where the zones of tropical calms are located. Figure 8.1 illustrates the dependence of the mean annual velocity \( u \) of the zonal wind at a level of 850 hPa on the geographical latitude. One can see that in the zone of \( 40^\circ < \theta < 140^\circ \), the velocity \( u \) changes with the latitude from its negative
values to maximum positive values. This latitudinal dependence of velocity $u$ is well approximated by the zonal spherical harmonic of the second degree:

$$u \approx c \frac{2}{3} - \sin^2 \theta$$

where $c$ is a positive constant, $\theta$ is the colatitude. The negative values of velocity $u$ near $70^\circ$ S are associated with the outflow of cold air from the Antarctic and are observed only up to a height of 2 km (see Figure 7.1).

It is found that variations in the intensity of the atmosphere zonal circulation are accompanied with changes in the velocity of the Earth’s rotation (Munk and Mcdonald, 1960; Sidorenkov, 1976). The zonal circulation intensifies owing to the inflow of the angular momentum from the Earth and attenuates owing to its outflow to the Earth. It is shown that the angular momentum of zonal winds is not equal to zero; it averages to about $13 \times 10^{25}$ kg m$^2$ s$^{-1}$, that is, the atmosphere as a whole rotates around the polar axis more rapidly than the Earth rotates; thus, the superrotation of the atmosphere takes place (Sidorenkov, 1976, 1980b, 1982a, 1991b).

Solar radiation heats most intensely the Earth’s surface at low latitudes. Thus, there is an excess of heat influx at low latitudes and its deficiency at high latitudes. It is natural to expect that at such heat regime, the atmospheric pressure near the Earth’s
surface would constantly increase along the meridian from the equator toward the poles. However, actually, the pressure grows only as far as to the “horse latitudes” (35°) and then rapidly drops down to its minima near the polar circles (near the 65° latitude) (Figure 8.2). Thus, the main specific feature of the distribution of the zonal atmospheric pressure near the Earth’s surface is clearly defined subtropical maxima (near the 35° latitude); moving away from them, the atmospheric pressure decreases both toward the equator and the poles. Although the zonal circulation and the field of atmospheric pressure have long been simulated by the numerical models of the atmosphere general circulation, (Dymnikov, Petrov and Lykosov, 1979), there was no adequate physical explanation of the observed peculiarities of zonal circulation and air pressure latitudinal profiles (Lorenz, 1967) until the investigations of Sidorenkov (1980b, 1982a, 1991b), in which they were successively explained. The conception of N.S. Sidorenkov is given below.

8.2 Translational–Rotational Motion of Geophysical Continua

The motion of a rigid body is described either by two vectorial equations (those of the momentum and angular momentum balances) or by six scalar equations (those of the balances of three projections of the momentum and three projections of the angular momentum of a body). The equation of the momentum balance describes the translational motion of a body (when all the points of a body move precisely as its center of inertia does). The equation of the angular momentum balance describes the rotation of a body around its center of inertia. In continuum mechanics, the motion of a continuum is described using solely the equation of the momentum balance. In this case, a theorem of the reciprocity of tangential stresses (or the symmetry of the stress tensor) is proved, and then it is assumed that the equation of the angular momentum balance is identically satisfied when accounting for the equation of the momentum balance alone (Landau and Lifshitz, 1959; Massey, 1983).
What would happen if the stress tensor is really symmetrical $\sigma_{ij} = \sigma_{ji}$ (Figure 8.3)? In that case, the moments of forces of tangential stresses acting on the physical particle (the microvolume) under consideration would compensate each other and the particle would not be able to rotate (Sidorenkov, 2008a). In the isotropic space (Figure 8.4), such as where the geophysical and astrophysical envelopes are, the particle would move only translationally over the spherical surface of an equal potential of the gravitational field (equipotential surface). From here on we consider the geophysical continua. If particles move in a translational way relative to the inertial cosmic space, they must rotate relative to the Earth’s surface. Each particle would rotate around its individual axis that passes through the individual center of inertia of this particle. Hence, the orientation of particles relative to each other would
constantly vary. Also, there should be friction between particles, and the results of mixing and friction would depend on the size of particles. For example, the atmosphere and hydrosphere contain compound molecules, clusters of water, ice crystals, and so on. If the sizes of particles are smaller than those of the above formations, the latter would behave as though they parted. At the translational motion along the equipotential surface, these parts of formations will rotate as autonomous bodies (independently of one another). As a result, the order of arrangement of molecules would be disturbed, and a mash of atoms and fragments of formations will form in place of clusters and crystals.

In nature, there is neither any mixing of orientations of particles nor friction between them. Therefore, we can state that the model of motion proposed in the modern continuum mechanics is inadequate.

Let us consider the second contradiction. The model of translational motion proposed in the modern continuum mechanics yields different results depending on the choice of the particle size. Figures 8.5a and 8.6a illustrate the translational motion of a particle in the case of its dividing into two and four parts, respectively. As is seen from these figures, these parts rotate individually relative to the Earth’s surface. The results of their motion differ, whereas by their nature they must be similar at any fragmentation of the original particle. However, this takes place only in the case of the translational–rotational motion of particles. The orientation of the chosen parts of particles relative to the Earth’s center must remain unchanged. They always as though “face” the Earth’s center (Figures 8.5b and 8.6b) and, hence, rotate relative to the inertial cosmic space. In other words, each particle has its own spin, its own angular momentum, which is equal to the product of the moment of inertia of the particle and the angular velocity of its rotation. Note that at rest relative to the
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Figure 8.5 Translational (a) and translational–rotational (b) motions of two particle’s parts over the surfaces of the fixed geopotential level.
rotating Earth, all elementary particles rotate around their own axes that pass through their centers of inertia, parallel to the axis of the Earth’s rotation. The angular velocity of rotation is the same for all particles and coincides with the angular velocity of the Earth’s rotation. In the case of the relative motion over the equipotential surface, particles acquire an additional rotation with the angular velocity \( \alpha = \frac{u}{r} \), where \( u \) is the linear velocity of the translational motion of the particle, and \( r \) is the radius of curvature of the trajectory of its movement. In this case, the angular velocities of revolution of the particle over the equipotential surface and rotation of the particle around its center of inertia are equal.

The cause of the proper rotation of particles can be understood from the example of the motion of a balloon executing a round-the-world voyage. The balloon’s gondola is always situated at the bottom and the envelope with gas is at the top. Hence, the balloon is subject to the effect of the gravity force moment, which makes the balloon turn following the changes in the direction of the vertical. At any deviation of the balloon axis from the local vertical, there arise a couple of gravity forces relative to the balloon inertia center, which turns the balloon to fit the position of the local vertical. During one round-the-world flight, the balloon will turn around its inertia center once. In other words, the force of gravity makes the bodies moving in the horizontal direction turn to follow the changes in the direction of the vertical. It is just in this way that all bodies on the Earth move, all the Earth’s continua of geospheres (atmosphere, hydrosphere, mantle, and core).

In addition, the orbital revolutions of the major natural satellites of the planets are in most cases synchronous with their spin rotations, so that the satellite’s angular velocities of orbital revolution and spin rotation appear to be equal. Due to this, the satellite always presents the same hemisphere to an attracting planet. Evidently, the gravitational field tends to make the bodies of the system rotate in such a way as

Figure 8.6 Translational (a) and translational–rotational (b) motions of four particle’s parts over the surfaces of the fixed geopotential level.
they would rotate if the system was solid. It is just in a solid body that each physical particle revolves around the common axis of rotation and around its proper axis that goes through the mass center of the particle, parallel to the common axis of rotation.

Thus, all bodies and all particles of continua in the isotropic space, which the space around the Earth and any gravitating celestial bodies is, move in a translational–rotational way. This motion can be adequately described only under the condition of using all equations of motion (the equations of the momentum and angular momentum balances). The description of the continuum motion that is accepted in the modern mechanics contains an error caused by the neglect of the fact that all the particles moving in the isotropic space have their proper rotations (spins). Therefore, it is impossible to omit the equation of the angular momentum balance. In this chapter we demonstrate the possibility to successively solve the problems that are unsolvable in classic hydrodynamics, using the balance equation for the atmospheric angular momentum. New fundamental results in the theory of turbulence and mechanics of continuum were obtained by Nikolaevskiy (2003), who always used the equations of the angular momentum balance.

8.3 Genesis of the Zonal Circulation

As is mentioned above, the year-averaged heat balance of the equatorial and tropical areas is positive and that of the polar areas is negative, that is, the atmosphere is warmed at low latitudes and is cooled at high latitudes. The density of the warm air is lower than that of the cold air. Therefore, there is an air-density gradient between the equator and the poles. Such nonuniform horizontal distribution of air density initiates convective movements in the field of the gravity force. Under the effect of the Archimedean forces, the atmospheric air moves to eliminate the density gradient, whereas the sources of heat and cold restore this gradient. As a result, the convective motion in the atmosphere is constantly maintained. In the context of thermodynamics, a heat engine is operating in the atmosphere, the equatorial zone playing the role of a heater and the polar area – the role of a cooler.

Observations show that the convective movements in the atmosphere occur in the form of a disordered turbulent motion of large air masses along the meridian rather than in the form of cells enclosed between the equator and poles. Some air masses that are formed at low latitudes break out far toward the pole, others that originated at high latitudes penetrate to the equator. Characteristic horizontal dimensions \( L \) of air masses – the macroturbulent formations – are thousands of kilometers. The vertical extension (thickness) of air masses is hundreds of times smaller \( L \) than (approximately 10–20 km).

It is clear that the macroturbulent horizontal mixing of the atmosphere levels out the distinctions in the distributions of all the substances, whose horizontal gradient in the meridian direction differs from zero. This may be density, temperature, moisture, admixtures, energy, and so on. To understand the process of formation
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of the zonal circulation, it is sufficient to analyze the transport of the axial component of the angular momentum \( l \). Jeffreys (1926) was the first who pointed out the importance of the law of conservation of the angular momentum \( l \) for the atmospheric circulation.

Let us observe the atmospheric motion from the inertial (for example, the heliocentric) reference frame. In the absence of heating the atmosphere is at rest with respect to the Earth’s surface but rotates together with the Earth relative to the axis of its diurnal rotation; the specific (per unit mass) absolute angular momentum \( l \) in it is distributed according to the law

\[
l = \Omega R^2 \sin^2 \theta
\]

where \( R \) is the geocentric distance approximately equal to the Earth’s radius; \( \Omega \) is the angular velocity of the Earth’s diurnal rotation.

The \( l \) value is directed along the instant axis of the Earth’s rotation, which does not virtually change its position (Sidorenkov, 1973). Hence, the \( l \) value is considered as the scalar one. The absolute angular momentum steadily decreases from the equator (where its specific value is maximum and equal to \( W R^2 \)) to the poles (where \( l = 0 \)).

The mean value of \( l \) in the atmosphere is obviously equal to the absolute angular momentum of the entire atmosphere divided to its mass

\[
\bar{l} = \frac{\int \int \rho \ dV}{\int \rho \ dV} = n_{33} \Omega / M \approx 0.674 \Omega R_0^2
\]

Here, \( W \) is the volume of the atmosphere, \( n_{33} \) and \( M \) are the moment of inertia and the mass of the atmosphere. When estimating \( \bar{l} \) in (8.3), it is taken into account that, according to Table 6.1, \( n_{33} = 0.1413 \times 10^{33} \text{kg m}^2; \ M = 5.159 \times 10^{18} \text{kg}; \ R_0 = 6.371 \times 10^6 \text{m}. \) Note that in the case of a uniform spherical shell, \( \bar{l} = \frac{2}{3} \Omega R^2 \).

The latitude \( \phi \) at which \( l = \bar{l} \) is easily to be found from the condition \( \sin^2 \theta = 0.674 \); it is equal \( \pm 35^\circ (\theta_1 = 55^\circ \text{ and } \theta_2 = 125^\circ) \). At low latitudes \((|\phi| < 35^\circ) \ l > \bar{l}; \) at moderate and high latitudes, \((|\phi| > 35^\circ) \ l < \bar{l} \).

Due to the macroturbulent horizontal mixing, the distribution of the absolute angular momentum along the latitude levels off: it decreases at low latitudes, where the \( l \) value is high \( (l > \bar{l}); \) and increases at moderate and high latitudes, where \( l \) is small \( (l < \bar{l}); \). This process is similar to the well-known decrease in the temperature contrast between the heated and cooled areas due to air mixing: the air temperature drops in warm areas and rises in cold areas. An observer from the heliocentric reference frame will see that as the distribution of the absolute angular momentum levels off, the differential rotation of the atmosphere starts. It is relatively slow at low latitudes and rapid at high latitudes. As for the Earth, it rotates from west to east as a perfectly rigid body, with the angular velocity being equal in all its points. Therefore, the decrease in the absolute angular momentum of the adjacent air layer manifests itself in the lag of its rotation relative to the rotation of the Earth’s surface and, consequently, in the initiation of easterly winds. The increase in the absolute angular momentum manifests itself in a more rapid air rotation (as compared with the rotation of the Earth’s surface) and, consequently, in the initiation of westerly winds.
The zonal movement of atmospheric air relative to the Earth’s surface (which, in this case, serves as the reference frame) can be characterized either by the relative angular velocity \( \alpha \) or the wind velocity \( u \). The latter is related to the \( \alpha \) value by the expression \( u = \alpha R \sin \theta \). As is known, the velocity of zonal winds in the Earth’s atmosphere is of the order of magnitude of 10 m/s. Consequently, \( \alpha \approx 10^{-6} \text{ s}^{-1} \), or almost a hundred times smaller than the angular velocity \( \Omega \) (see Figure 8.1).

With account for the zonal relative movements, the distribution of the specific absolute angular momentum in the atmosphere is described by the formula

\[
l = (\Omega + \alpha)R^2 \sin^2 \theta
\]

With mixing, the \( l \) value in the zone of \( 35^\circ \text{N}–35^\circ \text{S} \) decreases; the \( \alpha \) and \( u \) velocities in this zone have negative values, that is, the easterly winds prevail there. To the north and to the south of this zone, the \( l \) value increases; therefore, the \( \alpha \) and \( u \) values are positive and the westerly winds prevail there. At the latitude of \( 35^\circ \), the absolute angular momentum is equal to its mean value for the entire atmosphere; therefore, the angular momentum does not change with mixing here and winds do not initiate.

To illustrate this qualitative reasoning, let us consider an idealized example. Let the whole atmosphere be instantly mixed up in such a way that the specific absolute angular momentum \( l \) in it become everywhere the same, that is, \( l = \tilde{l} \) (the absolute angular momentum of the whole atmosphere remained unchanged). As a result, the zonal movements should be observed, whose velocities can be found from the equality \( l = \tilde{l} \), or \( (\Omega + \alpha)R^2 \sin^2 \theta = 0.674 \Omega R^2 \). Hence, it follows

\[
\alpha = \Omega(0.674 - \sin^2 \theta)/\sin^2 \theta
\]

It is easy to see that in the zone from \( \theta_1 = 55^\circ \) to \( \theta_2 = 125^\circ \) (\(|\varphi| < 35^\circ\)), \( \alpha < 0 \), that is, the easterly winds will be observed. The maximum velocity of easterly winds will be observed at the equator, where \( \alpha = -0.326 \Omega \). Within the zones from \( \theta < 55^\circ \) and \( \theta > 125^\circ \) (\(|\varphi| > 35^\circ\)), \( \alpha > 0 \), that is, the westerly winds should be observed, whose velocity interruptedly grows with the increasing latitude. The change in the sign of winds occurs at the \( 35^\circ \) latitude.

Thus, the steadily existent zones of westerly winds and easterly winds near the Earth’s surface are caused by the process of leveling off the distribution of the absolute angular momentum in the meridian direction. This leveling results from the macroturbulent horizontal mixing of the atmosphere, the original cause of mixing being different heating of the troposphere in the equatorial and polar zones.

Notice that according to the concepts existing in geophysical hydrodynamics, the macroturbulence sharpens the gradients and transfers the energy from small scales to large scales (Lorenz, 1967; Starr, 1968). However, these effects are only apparent. They are associated with the noninertial reference systems that are used in the geophysical hydrodynamics. In the inertial reference frame chosen above, an observer records not sharpening but leveling off gradients in the distributions of all substances and characteristics, including the specific values of momentum \( q \), angular momentum \( l \), and energy \( E \). This can be seen in Figures 8.7 and 8.8, which represent schematically the latitudinal changes in the angular momentum and energy in the actual atmosphere and the atmosphere at rest. This is also easy to understand from
the expressions for the $q$, $l$, and $E$ values represented in the inertial reference frame with the origin in the Earth’s center:

\[ q = (\Omega + \alpha) R \sin \theta = \Omega R \sin \theta + u \]
\[ l = (\Omega + \alpha) R^2 \sin^2 \theta = \Omega R^2 \sin^2 \theta + u R \sin \theta \]
\[ E = \frac{1}{2} (\Omega + \alpha)^2 R^2 \sin^2 \theta \approx \frac{\Omega^2 R^2}{2} \sin^2 \theta + u \Omega R \sin \theta \]  

\[ (8.6) \]
The first terms in the right-hand sides of these expressions are the momentum $q_r$, angular momentum $l_r$, and energy $E_r$ in the case of the atmosphere at rest relative to the Earth’s surface ($u = 0$). The values of these terms are greater than their mean values at low latitudes and smaller than those at high latitudes. The last terms of the equations describe the additions arising at the expense of the relative movements (winds). The results showing that in the surface layer of the atmosphere, in the zone of $|\varphi| < 35^\circ$ $u < 0$ (the easterly winds) and in the zones of $|\varphi| > 35^\circ$ $u > 0$ (the westerly winds) are the observation facts (see Figure 8.1). One can see that the values of $q$, $l$, and $E$ in the zone of $|\varphi| < 35^\circ$ are smaller and in the zones of $|\varphi| > 35^\circ$ larger than the values of $q_r$, $l_r$, and $E_r$. To put it another way, the macroturbulence decreases the values of $q_r$, $l_r$, and $E_r$ in the areas where these values are large (at low latitudes) and increases wherever they are small (at moderate and high latitudes). The distributions of the values of momentum, angular momentum, and energy of the absolute motion are leveled off, as it occurs at the classic processes of transfer.

This brings up the question: why does the macroturbulence not quench but initiate the relative air motion – the zonal circulation of the atmosphere (see Figure 7.1)? In order to answer this question, let us recall that any system occurs in the equilibrium state when all its parts either are at rest or move uniformly and rectilinearly with the same velocity $V = \text{const}$. The atmosphere that is at rest relative to the Earth’s surface but rotates together with the Earth with the angular velocity $\Omega = \text{const}$ is far from the equilibrium state, (if we consider it from the above point of view). Its “equilibrium” is due to the gravity force. If we eliminate this force, the air particles will “slide off” the Earth at a tangent to parallels, forming nonequilibrium plane-parallel flows with large transverse (along the meridian) gradients of velocity. Therefore, the state at which the atmosphere rotates as a solid body with the angular velocity $\Omega = \text{const}$ would be more properly called the constrained equilibrium state. The latter differs substantially from the state of the uniform rectilinear movement of the system with the velocity $V = \text{const}$, which can be called the free equilibrium state.

The macroturbulence mixing of the atmosphere makes it free (to some extent) from the ties of the gravity force and tends to transform the atmosphere from the constrained equilibrium state ($\Omega = \text{const}$) into the free equilibrium state ($V = \text{const}$). The more intense is the meridian mixing of the atmosphere, the stronger is this effect. As the meridian mixing attenuates, the atmosphere returns into the constrained equilibrium state with $\Omega = \text{const}$.

The vertical extension of the atmosphere is very small. Therefore, given the vertical mixing of the atmosphere, the distinction between the constrained ($\Omega = \text{const}$) and free ($V = \text{const}$) equilibrium states is so slight that it is generally overlooked.

The $q$, $l$, and $E$ become equal due to the redistribution of their quantities along the meridian. They increase at moderate and high latitudes mainly at the expense of the inflow of the momentum, angular momentum, and energy, respectively, from low latitudes and, as will be shown below, from the Earth. These characteristics (including energy) are transported by eddies, which gives an impression that all the energy of zonal circulation is taken from eddies. Actually, the sources of energy require special consideration. Here, we only state that with the redistribution of the
momentum and kinetic energy their integral values remain approximately constant; only the integral value of the angular momentum is kept strictly constant. The redistribution of this parameter is considered below.

The way the macroturbulent formations transport the angular momentum can be understood with the help of the following idealized example. Let us consider the balance of the angular momentum fluxes through some fixed latitude. Let the conic surface of the parallel of a constant colatitude $\theta$ be crossed by the air masses that move chaotically southward within some segments of the latitudinal circle and northward within other segments. Let us also assume that these air masses have formed at a distance of $\Delta \theta_N$ to the north and $\Delta \theta_S$ to the south of the given parallel $\theta$. Then the air masses moving from the south will transport the absolute angular momentum $M_S l (\theta + \Delta \theta_S)$ through the parallel $\theta$ northward, and the air masses moving from the north will transport the angular momentum $M_N l (\theta - \Delta \theta_N)$ through the parallel $\theta$ southward. The flux directed to the south is assumed to be positive and the flux directed to the north is negative. In this case, the balance of fluxes $Q$ will have the form

$$Q = M_N l (\theta - \Delta \theta_N) - M_S l (\theta + \Delta \theta_S)$$

Since the systematic inflow or outflow of air mass in individual parts of the atmosphere does not occur on average over a year, then $M_N = M_S = M$. Expanding the $l$ values in Equation 8.7 into series up to the first degree of $\Delta \theta$, we obtain the expression for the total flux:

$$Q = M \left\{ \left[ l(\theta) - \frac{dl}{d\theta} \Delta \theta_N \right] - \left[ l(\theta) + \frac{dl}{d\theta} \Delta \theta_S \right] \right\}$$

$$= -M \frac{dl}{d\theta} (\Delta \theta_N + \Delta \theta_S) \approx -M \Omega R^2 \sin 2\theta (\Delta \theta_N + \Delta \theta_S)$$

One can see that the value of the angular momentum flux $Q$ is negative in the Northern Hemisphere ($0^\circ < \theta < 90^\circ$) and positive in the Southern Hemisphere ($90^\circ < \theta < 180^\circ$). Hence, in both hemispheres the angular momentum fluxes are directed from the equator to the poles. The empirical investigations are in good agreement with these conclusions (Lorenz, 1967; Starr, 1968).

### 8.4 Nature of the Atmosphere Superrotation

The angular momentum horizontal flux from the equator to the poles exists constantly, because the macroturbulent mixing in the atmosphere occurs continuously. As a result, the angular momentum would systematically decrease at low latitudes and increase at high latitudes, which should manifest itself in the uninterruptedly increasing velocity of easterly and westerly winds. This is not actually observed, because with the appearance of relative motions (winds), the forces of friction of atmospheric air against the Earth’s surface originate instantly. This entails the angular momentum exchange with the Earth and hence, the angular momentum fluxes start.
The angular momentum vertical flux is obviously proportional to the gradient of the specific absolute angular momentum $dl/dR$, which is described by the expression

$$\frac{dl}{dR} = (\Omega + \alpha)2R \sin^2 \theta + \frac{d\alpha}{dR} R^2 \sin^2 \theta \approx \frac{d\alpha}{dR} R^2 \sin^2 \theta$$

(8.9)

Here, it is taken into account that since $\Omega = 2\pi/1$ day, $\alpha = 2\pi/30$ day, $R \approx R_0 = 6371$ km, $d\alpha/dR \approx \alpha/1$ km, then the first term in the right part of expression (8.9) is almost 200 times smaller than the second term. In the zone of easterly winds, the gradients $d\alpha/dR < 0$ and $dl/dR < 0$; therefore the angular momentum flux is directed upward from the Earth to the atmosphere. In the zone of westerly winds, the gradients $d\alpha/dR > 0$ and $dl/dR > 0$; consequently, the angular momentum flux is directed downward, from the atmosphere to the Earth.

The vertical fluxes of the angular momentum accelerate the slowly rotating parts of the atmosphere and slow down its rapidly rotating parts; in other words, they attenuate the easterly and westerly winds. On the contrary, as is mentioned above, the horizontal fluxes of the angular momentum strengthen the zonal winds. The higher the wind velocity, the larger is the gradient $dl/dR$; consequently, the more intense is the vertical flux of the angular momentum and the more significant is the attenuation of winds. Thus, the zonal winds continue to strengthen until the gradient $d\alpha/dR$ (more precisely $dl/dR$) becomes so large that the slowing-down effect of the micro-turbulent viscosity will compensate the accelerating effect of the horizontal flux of the angular momentum. Only then is the equality of the angular momentum inflow and outflow attained and the stationary state established (within the part of the atmosphere under consideration). These conclusions are in good agreement with the empirical investigations of the angular momentum fluxes in the atmosphere (Lorenz, 1967; Starr, 1968).

The investigations of the angular momentum conservation in the atmosphere was initiated by Jeffreys (1926) and resumed in the 1950s. Many studies are dedicated to this problem, the reviews of these works being made by Lorenz (1967) and Starr (1968). In the majority of these investigations the vertical and horizontal fluxes of the angular momentum are assessed using the data of the wind aloft observations. It is shown that the angular momentum is transported in the atmosphere from the equator to the poles, mainly by the eddy fluxes (the macroturbulence); only in the tropics an essential part of this transport is due to the mean circulation within the Hadley cell. The meridian flux reaches its maximum intensity at 30°N, where it equals $50 \times 10^{18}$ kg m² s⁻¹ in winter and $13 \times 10^{18}$ kg m² s⁻¹ in summer. This angular momentum flux, which is directed northward through the 30°N parallel, is equal to the total inflow of the angular momentum from the Earth’s surface to the atmosphere in the zone of easterly winds of the Northern Hemisphere. The upward flow of the angular momentum in the low latitudes is completely compensated by its downward flow at moderate and high latitudes.

Direct calculations of the angular momentum of the atmosphere have shown (Sidorenkov, 1976) that the zonal circulation cannot be simply explained by the redistribution of the angular momentum between different parts of the atmosphere. The angular momentum of the easterly winds is 4–8 times smaller than that of the
westerly winds. Therefore, the value of the angular momentum of zonal winds in the entire atmosphere is not equal to zero; its year-averaged value is $128 \times 10^{24} \text{ kg m}^2 \text{ s}^{-1}$. Thus, the atmosphere as a whole rotates around the polar axis more rapidly than the Earth, that is, the so-called superrotation of the atmosphere takes place.

To understand the causes of the angular momentum accumulation in the atmosphere, let us consider the following circumstance. The angular momentum inflow and outflow occur in the atmosphere under different geometric conditions. Similar vertical flows at different latitudes are attained at dissimilar vertical gradients of the relative angular velocity $\frac{d\alpha}{dR}$. Indeed, let us compare the values of $\frac{d\alpha}{dR}$ in the zones of the easterly and westerly winds, at which the equality of the angular momentum vertical fluxes is achieved. Since the balance of fluxes suggests the equality of gradients of the specific absolute angular momentum $\frac{dl}{dR}$ in the zones of easterly and westerly winds, then, with account for (8.5), we obtain

$$
(d\alpha/dR)_E R^2 \sin^2 \theta_E = (d\alpha/dR)_W R^2 \sin^2 \theta_W
$$

or

$$
(d\alpha/dR)_E : (d\alpha/dR)_W = \sin^2 \theta_W / \sin^2 \theta_E
$$

Thus, the vertical gradient of the relative angular velocity should be much greater in the zone of westerly winds than in the zone of easterly winds. For example, to achieve the equality of the angular momentum vertical fluxes, the gradient $d\alpha/dR$ at the $60^\circ$ latitude should exceed 4 times the relevant gradient at the equator. This increase in the gradient is achieved at the expense of wind velocity; therefore the westerly winds in the atmosphere should be much stronger than the easterly winds. In other words, the equality of the angular momentum vertical fluxes can be achieved only when the angular momentum of westerly winds exceeds that of easterly winds.

In order to understand from where the excess of the angular momentum of westerly winds comes, let us trace how the zonal circulation originates and is maintained. With the development of macroturbulent mixing, the angular momentum flux from the equator to the poles originates (Figure 8.9) and gives rise to the easterly winds at low latitudes and the westerly winds at high latitudes (at the expense of redistribution of the angular momentum in the atmosphere between the low and high latitudes). The microturbulent viscosity tends to weaken the wind: it gives rise to the vertical flows of the angular momentum from the Earth to the atmosphere in the zone of easterly winds and from the atmosphere to the Earth in the zone of westerly winds (see Figure 8.9).

At the initial stage, the effect of macroturbulent viscosity exceeds the effect of microturbulent friction, and the velocity of zonal winds increases. When a certain wind velocity is achieved, the angular momentum inflow from the Earth into the atmosphere in the tropical zone compensates completely its losses through the meridian transport to the poles. At the same time, the angular momentum that inflows to moderate and high latitudes has no time to flow down to the Earth (because of the insufficiently high velocity of westerly winds) and accumulates. The angular momentum is being “pumped” from the Earth into the atmosphere through the zone of easterly winds.
The angular momentum of the atmosphere increases, whereas the angular momentum of the Earth decreases, which manifests itself in its rotation that slows down. The angular momentum is being “pumped” into the atmosphere until the velocity of westerly winds becomes so high that the outflow of the angular momentum from the atmosphere to the Earth in the zone of westerly winds counterbalances completely its inflow from the Earth in the zone of easterly winds. Only then is the stationary state established: the turbulence will pump over the angular momentum along the meridian from the Earth’s surface in the zone of easterly winds to the Earth’s surface in the zone of westerly winds, without the angular momentum losses or accumulation in the atmosphere; the intensity of zonal circulation will be maintained unchanged; the angular momentum of the Earth, which was accumulated earlier, will be confined in the atmosphere; the velocity of the Earth’s rotation will be constant but smaller than it was at the initial moment when the atmosphere was at rest relative to the Earth.

When the equator–pole difference of temperatures decreases, the macroturbulence attenuates and the meridian flow of the angular momentum weakens. The angular
momentum vertical fluxes adapt to the altered meridian flow with different rates: rapidly in the zone of easterly winds and slowly in the zone of westerly winds. As a result, the outflow of the angular momentum to the Earth exceeds its inflow. The angular momentum accumulated in the atmosphere begins to decrease. It flows down to the Earth, and the velocity of the Earth’s rotation increases. This process lasts until the westerly winds weaken to the degree at which the angular momentum outflow to the Earth becomes equal to its inflow in the zone of easterly winds and the stationary state re-establishes. However, the atmosphere will hold a smaller value of the angular momentum, which was taken from the Earth during the start of zonal circulation.

When the equator–pole temperature contrast increases, the process develops similarly to its development at the initiation of zonal circulation, which is described above.

8.5 Theory of the Zonal Atmospheric Circulation

Now that we have a clear idea of the processes of redistribution of the angular momentum in the atmosphere, let us deduce the differential equation for the distribution of the mean annual angular momentum in the atmosphere and assess the angular momentum of the zonal circulation, which is adopted by the atmosphere from the Earth. Let us follow the works of the author (Sidorenkov, 1982a, 1991b) and consider an elementary latitudinal zone in the atmosphere, of length $2\pi R \sin \theta$, width $R \text{d}\theta$, and thickness (height) $\text{d}R$; its volume is $2\pi R^2 \sin \theta \text{d}\theta \text{d}R$, mass $\rho 2\pi R^2 \sin \theta \text{d}\theta \text{d}R$, and angular momentum $l \rho 2\pi R^2 \sin \theta \text{d}\theta \text{d}R$ (here, $\rho$ is the air density).

It is known that the turbulent mixing is responsible for the transport of substances, the flow of any scalar quantity being proportional to its gradient. In our case ($l$ is a scalar quantity), the flow of the angular momentum is equal to $k \nabla l$, where $k$ is the coefficient of turbulence viscosity. Consequently, at the expense of macroturbulence, the angular momentum $2\pi R \sin \theta \text{d}R k_0 \frac{\partial l}{\partial \theta} \text{d}R$ inflows into the elementary latitudinal zone through the lateral vertical face presented to the equator and the angular momentum $2\pi R \sin \theta \text{d}R k_0 \frac{\partial l}{\partial \theta} \text{d}R$ outflows through the lateral face presented to the pole. As a result, the angular momentum will be accumulated (or lost) in this latitudinal zone, or, which is the same, the moment of force (torque) will affect this zone:

$$- \frac{\partial}{\partial R} \left( 2\pi R \sin \theta \text{d}R k_0 \frac{\partial l}{\partial \theta} \right) R \partial \theta$$

where $k_0$ is the coefficient of macroturbulence viscosity.

The microturbulence transports the angular momentum through the horizontal faces. The angular momentum $2\pi R^2 \sin \theta \text{d}\theta k_R \partial l / \partial R \text{d}R$ flows through the lower face and $2\pi R^2 \sin \theta \text{d}\theta k_R \partial l / \partial R \text{d}R$ through the upper face. The angular momentum losses (accumulation) due to this transport are

$$\frac{\partial}{\partial R} \left( 2\pi R^2 \sin \theta \text{d}\theta k_R \frac{\partial l}{\partial R} \right) \text{d}R$$

where $k_R$ is the coefficient of microturbulence viscosity.
The change in the angular momentum within the zone under consideration, which is equal to 
\[ q \left( 2 \pi R^2 \sin \theta \, d \theta \, d R \rho l \right) / d t, \] 
is determined from the balance of the angular momentum accumulation and losses, or from the sum of the moments of forces:

\[ \begin{align*}
- \frac{\partial}{\partial t} \left( 2 \pi R^2 \sin \theta \, d \theta \, d R \rho l \right) &= - \frac{\partial}{\partial \theta} \left( 2 \pi R \sin \theta \, d R \, k_0 \frac{\partial l}{\partial \theta} \right) \, d \theta \\
- \frac{\partial}{\partial R} \left( 2 \pi R^2 \sin \theta \, d \theta \, d R \, k_R \frac{\partial l}{\partial R} \right) &\, d R 
\end{align*} \tag{8.11} \]

The air density in the considered elementary zone can be assumed to be constant. After canceling the similar constant values, we obtain the differential equation of the second order in partial derivatives for the distribution of the mean annual specific absolute angular momentum in the atmosphere. It describes the mean annual zonal circulation of the atmosphere, because the distribution of value \( l \) in the atmosphere at rest is known:

\[ \frac{\partial l}{\partial t} = \frac{1}{R^2 \sin \theta} \frac{\partial}{\partial \theta} \left( k_0 \sin \theta \frac{\partial l}{\partial \theta} \right) + \frac{1}{R^2 \sin \theta} \left( R^2 k_R \frac{\partial l}{\partial R} \right) \tag{8.12} \]

We can derive Equation 8.12 by other means, using the hypothesis of closure from the semiempirical theory of turbulence. Below, we demonstrate this possibility, following (Sidorenkov, 1980b).

Let us choose the stationary Cartesian reference frame with the origin in the Earth’s center of mass and the axes oriented relative to the “immobile stars”. Let one axis be directed along the axis of the Earth’s rotation and two other axes located in the equatorial plane.

Let us write the equation of motion of a unit air volume for this inertial reference frame:

\[ \rho \frac{dV_a}{dt} = - \nabla P - \frac{fM \rho}{R^3} R + F \tag{8.13} \]

where \( V_a = [\Omega \times R] + V_0 \) is the absolute motion velocity; \( V_0 \) is the wind velocity; \( \Omega \) is the angular velocity of the Earth’s rotation; \( R \) is the geocentric radius vector of the considered volume; \( \rho \) is the air density; \( f \) is the gravitation constant; \( M \) is the Earth’s mass; \( \nabla P \) is the gradient of atmospheric pressure \( P \); \( F \) is the friction force related to the unit volume; \( t \) is the time.

Let us multiply each term of Equation 8.13 vectorially from the left by the geocentric radius vector \( R \) and take into account that the friction force in the free atmosphere is negligibly small. Then, we obtain the equation for the absolute angular momentum of the unit air volume in the atmosphere:

\[ R \times \rho \frac{dV_a}{dt} = \rho \frac{d}{dt} [R \times V_a] = [\nabla P \times R] \tag{8.14} \]

The moment of the Earth’s gravity force is equal to zero, because this force is directed along the radius \( R \). Projecting the vector equation 8.14 onto the axis of the
Earth’s rotation, we obtain:

\[
\frac{dl}{dt} = - \frac{\partial P}{\partial \lambda}
\]  

(8.15)

where \(l = \Omega R^2 \sin^2 \theta + u R \sin \theta = (\Omega + \alpha) R^2 \sin^2 \theta\) is the projection of the absolute angular momentum of the unit air mass onto the axis of the Earth’s rotation; \(u = \alpha R \sin \theta\) is the velocity of the zonal wind (the positive direction is eastward); \(\alpha\) is the angular velocity of the zonal air motion relative to the Earth’s surface; \(\theta\) is the polar angle, or the colatitude up to \(\pi/2\); \(\lambda\) is the longitude that is read off eastward.

Notice that the projections of the absolute angular momentum onto the axes located in the equatorial plane are negligibly small as compared with \(l\), because the angle of deviation of the instant vector \(\Omega\) from the long-term mean does not exceed \(10^{-6}\) rad (Sidorenkov, 1973) and \(V_0 \ll V_a\).

The left part of Equation 8.15 can be written out (with the help of the equation of continuity) in the form

\[
\frac{dl}{dt} + \frac{l}{C_0} \frac{dp}{dt} = \frac{\partial P}{\partial \lambda} + \nabla \cdot (l V_a) + l \left( \frac{dp}{dt} + \rho \nabla \cdot V_a \right) = \frac{\partial P}{\partial \lambda} + \nabla \cdot (l V_a)
\]  

(8.16)

Let us write down the divergence \(\nabla \cdot (l V_a)\) of the flow of the projection of the absolute angular momentum in the spherical reference frame and substitute (8.16) into Equation 8.15. Then we obtain

\[
\frac{\partial P}{\partial \lambda} = - \frac{1}{R^2 \partial R} \left[ R^2 (\rho l v_R + \rho l' v'_R) \right] - \frac{1}{R \sin \theta} \frac{\partial}{\partial \theta} (\sin \theta (\rho l v_0) - \frac{\partial}{\partial \lambda} (\rho l v_{\lambda 0} - \frac{\partial P}{\partial \lambda})
\]  

(8.17)

Since our interest is the zonal circulation of the atmosphere, we average Equation 8.17 over the longitude, that is, we integrate all its terms over \(\lambda\) from 0 to \(2\pi\). Doing so, we take into account that the integrals of two last components are equal to zero, because the discontinuities of pressure \(P\) and velocity \(u\) on the mountain ridges can be neglected. Introducing the conventional designations \(\bar{x} = \frac{1}{2\pi} \int x d\lambda\), we have:

\[
\frac{\partial P}{\partial \lambda} = - \frac{1}{R^2 \partial R} \left[ R^2 (\rho \bar{x} v_R + \rho \bar{x} v'_R) \right] - \frac{1}{R \sin \theta} \frac{\partial}{\partial \theta} \left[ \sin \theta (\rho \bar{x} v_0 + \rho \bar{x} v'_{\theta}) \right]
\]  

(8.18)

The components of the form of \(\rho \bar{x} v_R\) and \(\rho \bar{x} v'_R\) in Equation 8.18 reflect the transport of the projection of the absolute angular momentum by the ordered (streamline) circulation and by eddies (the turbulence), respectively. The investigations on the components of the angular momentum balance in the atmosphere, the results of which are generalized in monographs (Lorenz, 1967; Starr, 1968), have shown that the angular momentum transport is mainly due to the turbulence. The role of the ordered (streamline) circulation in the atmosphere is relatively small. Relying on these empirical data, we can neglect the terms of the form of \(\rho \bar{x} v_R\) (as opposed to those of \(\rho \bar{x} v'_R\)).

As is known, the intuitive phenomenological relationships that connect the flows of different physical parameters with their gradients are widely used in physics.
In particular, in the semiempirical theory of turbulence, the flows of the momentum, which are described by Reynolds stresses, are considered to be proportional to the gradient of the mean wind velocity. According to these hypotheses, the flows of angular momentum in the vertical and meridian directions can be expressed by the following approximate equations, respectively:

\[
\rho \vec{l} \vec{v}_R \approx -A_R \frac{\partial \vec{l}}{\partial R} \quad \text{and} \quad \rho \vec{l} \vec{v}_\theta \approx -A_0 \frac{\partial \vec{l}}{R \partial \theta} \tag{8.19}
\]

where \( A_R \) and \( A_0 \) are the interchange coefficients of the vertical and meridian turbulent mixing, respectively.

Notice that the classic hydrodynamics, which are based on the theorem of the symmetry of the stress tensor, does not allow approximations (8.19). However, the criterion of truth is observations rather than attractive theorems. Numerous empirical studies have shown that in the real atmosphere, there is a well-pronounced transport of the angular momentum in the vertical (due to the microturbulence mixing) and meridian (due to the macroturbulence mixing) directions but the compensating transport along the horizontal and the parallel circle is absent (Lorenz, 1967; Matveev, 1965; Starr, 1968), that is, according to the data of observations, the stress tensor is asymmetric. This observational fact and arguments in Section 8.2 provide the basis for approximations (8.19).

Substituting (8.19) into (8.18), we obtain the differential equation of the second order in partial derivatives for the absolute angular momentum projection onto the axis of the Earth’s rotation:

\[
\frac{\partial \rho \vec{l}}{\partial t} = \frac{1}{R^2 \sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta A_0 \frac{\partial \vec{l}}{\partial \theta} \right) + \frac{1}{R^2} \frac{\partial}{\partial R} \left( R^2 A_R \frac{\partial \vec{l}}{\partial R} \right) \tag{8.20}
\]

Since \( k_0 = A_0 / \rho \), and \( k_R = A_R / \rho \), Equation 8.20 coincides with Equation 8.12.

Equations 8.12 and 8.20 show that the rate of changes in the projection of the absolute angular momentum in the unit volume is determined by the sum of convergences of the angular momentum, or, which is the same, of the torque arising due to the angular momentum macroturbulent transport (the first term) and microturbulent transport (the second term in the right part of formulas (8.12) and (8.20). Equation 8.12 allows us to calculate the zonal circulation of the atmosphere, because the distribution of \( l \), value in the atmosphere at rest (but rotating together with the Earth) is known.

Let us try to find the solution to Equation 8.12. For this purpose, let us choose the boundary conditions and make simplifications. An obvious boundary condition is the condition of the “adhesion” of air to the Earth’s surface:

\[
\alpha = 0, \quad l = \Omega R_0^2 \sin^2 \theta \quad \text{for} \quad R = R_0 \tag{8.21}
\]

where \( R_0 \) is the Earth’s radius. At the upper boundary of the atmosphere, where \( R = R_\infty \), the vertical flow of the angular momentum approaches zero; therefore, we may assume:

\[
\partial l / \partial R = \partial \alpha / \partial R = 0 \quad \text{for} \quad R = R_\infty \tag{8.22}
\]
The coefficients of macro- and microturbulence viscosity depend on the latitude and height. As a first, very rough approximation, we may assume

\[ k_0 = \text{const} \]  
\[ k_R = k_z \sin \theta \]  

where \( k_z = \text{const} \). We cannot assume the coefficient \( k_R \) to be the latitude independent, because, as is shown in the theory of the atmosphere boundary layer, this coefficient is proportional to the wind velocity \( u = \alpha R \sin \theta \).

Let us consider the stationary (the time-independent) zonal circulation of the atmosphere. In this case

\[ \frac{\partial}{\partial R} \left( k_R R^2 \frac{\partial l}{\partial R} \right) = -\frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( k_0 \sin \theta \frac{\partial l}{\partial \theta} \right) \]  

Substituting the coefficients \( k_0 \) and \( k_R \) from (8.23) and (8.24) into (8.25) and taking into account that \( \partial l/\partial R \approx R^2 \sin^2 \theta \partial \alpha/\partial R \) and \( \partial l/\partial R \approx \Omega R^2 \sin 2\theta \) we obtain:

\[ \frac{\partial}{\partial R} \left( R^4 \frac{\partial \alpha}{\partial R} \right) = -6\Omega \frac{k_0}{k_z} \cdot \frac{2/3 - \sin^2 \theta}{\sin^4 \theta} R^2 \]  

Let us introduce the designations for the constant value \( 2\Omega k_0/k_z = G \) and for the function of latitude \( (2/3 - \sin^2 \theta)/\sin^3 \theta = F(\theta) \). Integrating Equation 8.26, we obtain:

\[ \alpha = -GF(\theta) \ln R - C_1(\theta)/3 R^3 + C_2(\theta) \]  

The unknown functions of latitude, \( C_1(\theta) \) and \( C_2(\theta) \), are easily to find from conditions (8.22) and (8.21), respectively:

\[ C_1(\theta) = GF(\theta) R_\infty^3 \]  
\[ C_2(\theta) = GF(\theta)(\ln R_0 + R_\infty^3/3 R_0^3) \]

Substituting these functions into expression (8.27), we obtain the final expression for the relative angular velocity of the atmosphere rotation:

\[ \alpha = GF(\theta)f(R) = 2\Omega \frac{k_0}{k_R} \cdot \frac{2/3 - \sin^2 \theta}{\sin^3 \theta} \left[ R_\infty^3 \left( \frac{1}{R_0^3} - \frac{1}{R^3} \right) - \ln \frac{R}{R_0} \right] \]

Formula (8.30) shows that in both hemispheres the relative angular velocity (and, consequently, the wind velocity) is negative at latitudes \(< 35^\circ\) and positive at latitudes \(> 35^\circ\), the sign changing at \(35^\circ\)N and \(35^\circ\)S. The increase in the velocity with height follows a complicated law. Formula (8.30), which describes the velocity of zonal wind, virtually coincides with formula (8.1) obtained from empirical data. This validates our theory.

Let us assess the angular momentum of the atmosphere zonal circulation obtained in the above way. As a first approximation, let us consider the uniform atmosphere
with constant density $\rho = \rho_0 = 1.29 \, \text{kg m}^{-3}$, so that its height is equal to $R_\infty - R_0 \approx 8 \, \text{km}:
\begin{align*}
h &= \int \alpha R^2 \sin^2 \theta \rho \, dV = 2\pi G\rho_0 \int_{R_0}^{R_\infty} R^4 f(R) \, dR \int_0^\pi F(\theta) \sin^3 \theta \, d\theta \\
&= \frac{1}{3} \pi^2 G\rho_0 R_0^5 \int_0^{x_\infty} (1 + x^4) \left[ \frac{(1 + x_\infty)^3}{3} \left( 1 - \frac{1}{(1 + x)} \right) - \ln(1 + x) \right] \, dx \\
&\approx \frac{8}{9} \pi^2 \Omega \frac{k_\theta}{k_z} \rho_0 R_0^2 (R_\infty - R_0)^3 = 17 \times 10^{21} \frac{k_0}{k_z} \, \text{kg m}^2 \, \text{s}^{-1}
\end{align*}

Here, $(R - R_0)/R_0 = x; (R_\infty - R_0)/R_0 = x_\infty$ and it is assumed that $R_0 = 6.37 \times 10^6 \, \text{m}; \Omega = 7.29 \times 10^{-5} \, \text{s}^{-1}$.

According to empirical data, the values of the coefficients of macroturbulence viscosity are within the limits of $10^5$–$10^7 \, \text{m}^2 \, \text{s}^{-1}$ (Panchev, 1967) and those of microturbulence viscosity are within $1$–$10 \, \text{m}^2 \, \text{s}^{-1}$ (Matveev, 1965). Thus, $k_0/k_z \approx 10^6$ and, consequently, the angular momentum $h \approx 17 \times 10^{27} \, \text{kg m}^2 \, \text{s}^{-1}$, or approximately 140 times larger than its observed value. This is likely to be associated with the fact that the values of the coefficient of microturbulence viscosity $k_z$ that are used in meteorology do not coincide with its values for the entire atmosphere (because they are usually calculated from the local rather than planetary data). Note that I.A. Kibel and N.E. Kochin arrived at similar conclusions. When calculating the zonal circulation from the given distribution of temperature in the atmosphere, they obtained plausible results only at the coefficients $k_z$ of the order of magnitude of $10^3 \, \text{m}^2 \, \text{s}^{-1}$ (Izikov and Kochin, 1937).

However, we did not pose the problem to determine the precise value of $h$. We had only to show that the angular momentum of zonal winds differs from zero and is positive; hence it is adopted from the Earth. This is substantiated by expression (8.31).

Thus, the qualitative semiempirical theory developed above adequately explains the main features of the zonal circulation observed in the troposphere. A more plausible pattern of the atmosphere zonal circulation can be obtained by way of significant refining the coefficients of turbulence viscosity ($k_0$ and $k_\theta$) specified in the calculations.

The theory of zonal circulation formulated above is valid for any case of mixing, including the molecular viscosity. In the latter case, it is only sufficient to replace the coefficients of turbulent viscosity by those of molecular viscosity. Recall that the coefficient of molecular viscosity in the atmosphere is approximately equal to $1.5 \times 10^{-5} \, \text{m}^2 \, \text{s}^{-1}$ and the coefficient of horizontal macroturbulent viscosity is $10^6$–$10^7 \, \text{m}^2 \, \text{s}^{-1}$, that is, the first coefficient is by about 11 orders of magnitude smaller than the second coefficient. Also, in the case of molecular mixing, the horizontal and vertical coefficients of viscosity are almost equal, whereas in the case of turbulent mixing the ratio $k_0/k_z$ is $10^6$–$10^4$. Thus, the zonal circulation that originates due to the molecular viscosity is so small that it is rather difficult to find.
8.6 Nature of the Subtropical Maxima of Atmospheric Pressure

Let us take the spherical reference frame that is rigidly bound with the Earth and rotates with it with the constant angular velocity $\Omega$. The equation for the relative motion of the unit air mass in this system has the form

$$\frac{dV}{dt} = -\nabla P/\rho - 2(\Omega \times V) + g + F$$

(8.32)

Here, $P$ is the atmospheric pressure; $g$ is the acceleration of gravity; $F$ is the friction force.

Let us consider the zonal circulation of air in the free atmosphere, where the friction force $F$ can be neglected. At the zonal circulation, air moves parallel to the latitudinal circles. Therefore, the wind velocity can be presented in the form $V = dr/dt = \alpha \times r$ and the relative acceleration in the form

$$\frac{dV}{dt} = (\alpha \times dr/dt) = \alpha \times (\alpha \times r) = -\alpha^2 r$$

(8.33)

Here, $\alpha$ is the vector of the angular velocity of the air rotation relative to the Earth’s surface, $r$ is the radius vector, which is perpendicular to the axis of the Earth’s rotation and directed from it toward the air particle under consideration. One can see that in the case of zonal circulation, the relative acceleration is simply the centripetal acceleration.

The expression for the Coriolis force can be transformed in the same way:

$$2(\Omega \times V) = 2(\Omega \times (\alpha \times r)) = -2\Omega \alpha r$$

(8.34)

It is taken into account that in expressions (8.33) and (8.34) $\alpha \cdot r = \Omega \cdot r = 0$. Substituting expressions (8.33) and (8.34) in (8.32), we obtain the equation for the zonal circulation of air without friction:

$$-\nabla P/\rho + (2\Omega \alpha + \alpha^2) r + g = 0$$

(8.35)

Let $e_\alpha$, $e_0$, and $e_R$ be the orthogonal unit vectors, which are directed eastward at a tangent to the latitudinal circle, northward at a tangent to the meridian, and vertically upward. Recall that the direction of the vertical on the Earth’s surface is specified by the summarized vector $g$ of Newton’s gravitation forces and the centripetal force, which acts on the unit mass rotating together with the Earth at the angular velocity $\Omega$.

Let us write out Equation 8.35 in the projections onto the direction $e_0$. For this, we multiply the scalar value of each term by the unit vector $e_0$:

$$-1/\rho R (\partial P/\partial \theta) + (2\Omega \alpha + \alpha^2) R \sin \theta \cos \theta = 0$$

(8.36)

Here it is taken into account that $g \cdot e_0 = ge_R \cdot e_0 = 0$; $r \cdot e_0 = R \sin \theta \cos \theta$. Since the angular velocity of the Earth’s rotation $\Omega$ is several tens of times more than the angular velocity of the atmosphere rotation $\alpha$ from west to east relative to the Earth’s surface, then the term containing $\alpha^2$ in Equation 8.36 can be neglected. Substituting expression (8.30) for $\alpha$ into (8.36) and dividing the variables of integration, we obtain:

$$dP = 2\rho \Omega \alpha R^2 \sin \theta \cos \theta \, d\theta = 4\rho \Omega^2 R^2 \frac{k_\theta}{k_z} f(R) \frac{2/3 - \sin^2 \theta}{\sin^2 \theta} \cos \theta \, d\theta$$

(8.37)
Integrating Equation 8.37 under the condition that at the equator \( P(90^\circ) = P_e \) we have:

\[
P = P_e + 4\rho\Omega^2 R^2 \frac{k_0}{k_z} f(R) \left[ -\frac{3\sin^2\theta + 5\sin\theta - 2}{3\sin\theta} \right] \tag{8.38}
\]

The function of latitude (square brackets in (8.38)) is equal to zero at the equator. When moving toward the poles, this function increases and reaches its maxima at the colatitudes 54.7\(^\circ\) and 125.3\(^\circ\) in the Northern and Southern Hemispheres, respectively; then it decreases as far as the poles. Thus, formula (8.38) shows that the atmospheric pressure has the subtropical maximum at the 35.3\(^\circ\) latitude and it decreases when moving toward the equator and the poles.

The subtropical maxima originate under the effect of the Coriolis force horizontal components, which displace the atmospheric air from the belt of westerly winds toward the lower latitudes and from the belt of easterly winds in the opposite direction, toward the higher latitudes. The “horse latitude” (35\(^\circ\)) is the latitude toward which the air is pumped from these two wind belts. The atmospheric pressure in the subtropical high-pressure zone grows under the effect of the Coriolis force horizontal components for so long as they are counterbalanced by the horizontal pressure gradient. If we had not cancelled the term containing \( a^2 \) from (8.36), that is, if we had accounted for the horizontal component of the centrifugal force of the relative rotation of air, then an additional, very small, term would have been added:

\[
4\rho\Omega^2 R^2 \frac{k_0^2}{k_z^2} f^2(R) \left[ \frac{6\sin^2\theta - 5\sin^4\theta + 9\sin^4\theta \ln|\sin\theta| - 1}{9\sin^4\theta} \right] \tag{8.39}
\]

The value of this term progressively increases from \(-\infty\) at the poles to 0 at the equator; that is, the subtropical high-pressure zone can be slightly displaced toward the equator at the expense of this term. This is clear, because the centrifugal force of the relative air motion initiates the displacement of air masses toward the equator; due to this, some additional growth of the equatorial bulging of the atmosphere is observed.

8.7 Mechanism of Seasonal Variation

It has been known even since the last century that the trade winds near the Earth’s surface cross the equator and penetrate into the summer hemisphere as far as the intertropical convergence zone (ITCZ). The latter migrates along the meridian, depending on the season of the year. The mean latitude of the ITCZ location varies from 5\(^\circ\)S in January to 15\(^\circ\)N in July. It was shown in the 1960s that in the upper layers of the equatorial zone there existed the compensating air flows from the summer hemisphere into the winter hemisphere (Kidson, Vincent and Newell, 1969; Rao, 1964). The direction of these flows coincides with the air circulation in the Hadley cell of the winter hemisphere. It is since considered that the Hadley cell of the winter hemisphere extends into the summer hemisphere, following the Sun. The boundary,
to which the Hadley cell penetrates into the summer hemisphere, is the ITCZ. The latter separates the circulation of the winter hemisphere from the circulation of the summer hemisphere. Therefore, it is assumed in many studies that the meridian flows of the mass, moisture, pollutants, and other substances do not penetrate through the ITCZ and the air masses lying to the north and to the south of the ITCZ, respectively, are dynamically isolated from each other.

Below, it will be shown that this concept is not quite consistent with the real pattern of atmospheric circulation. In December–February and in June–August, there exists the global cell of atmospheric circulation between the polar areas of the Northern and Southern Hemispheres. It affects the processes of the mass, moisture, and pollutants transport not only in the tropical zone but also in all other zones of the Earth and is responsible for complicated seasonal variations in the angular momentum and indices of atmospheric circulation, concentrations of gaseous and ionic admixtures, and so on.

The initial cause of atmospheric circulation is the horizontally nonuniform heating of the atmosphere. From the positions of hydrodynamics, the generation of kinetic energy associated with this heating can be considered as the phenomenon of a heating engine.

It is well known that during the whole year, the air temperature in the troposphere decreases from the equator to the poles. This uneven heating up of the troposphere gives rise to the heating engine of the first type, the HEFT (Shuleykin, 1968). The main consequence of the HEFT operation is the zonal air circulation in the troposphere (westerly winds at moderate and high latitudes and easterly winds at low latitudes) and the meridian circulation (the direct Hadley cell at the subtropical latitudes and the reverse and direct Ferrel cells at moderate and polar latitudes, respectively).

It is also known that the air is heated differently over oceans and continents, in winter and summer. This temperature contrast gives rise to the heating engine of the second type. The main consequence of its operation is the monsoonal circulation and the redistribution of air masses between continents and oceans.

Apart from these two universally known heating engines, there is the interhemispheric heating engine (IHHE), which was first described in Sidorenkov (1975). The IHHE exists due to the temperature contrast between the winter and summer hemispheres. This contrast is easily seen from the analysis of the latitudinal change in air temperature in the lower layer of the atmosphere (the layer thickness is >20 km) rather than in the troposphere. Let us consider, for example (following Sidorenkov, 1988), the latitudinal changes in the zonal temperature in the layer between the 1000 and 30 hPa levels ($T = \frac{9.738}{C1}H$, where $H$ is the thickness between the 1000 and 30 hPa in km) (Figure 8.10). The initial data are taken from the climatic atlases (Zastavenko, 1972, 1975). It is seen from Figure 8.10 that unlike in the troposphere, the temperature gradient in the layer between the 1000 and 30 hPa levels does not change its direction at the equator. In January, $T$ progressively decreases from the South Pole toward the North Pole. The temperature difference between the poles is 21 °C. In July, on the contrary, $T$ decreases from the North Pole toward the South Pole, the temperature differing by 34 °C.
Thus, if we bear in mind the mean temperature in the layer between the 1000 and 30 hPa levels, then the warmest atmosphere is not over the equator and not even over the tropic but over the pole of the summer hemisphere; the coldest atmosphere is over the pole of the winter hemisphere.

This latitudinal distribution of temperature should give rise to the cell of air circulation between the polar areas of the summer and winter hemispheres. This circulation is directed along the meridian from the summer hemisphere to the winter hemisphere at the top of the layer under consideration and in the opposite direction at its bottom. In order to check this conclusion, we used the meridian components $v$ of the wind velocity vector for January and July (Guterman, 1975, 1978) and averaged them over the longitude.

As a result, we had the meridian sections of velocity $v$ in January (Figure 8.11) and July (Figure 8.12), which were similar to those obtained in (Guterman and Khanevskaya, 1972). The Hadley and Ferrel cells in these sections are strongly distorted by some other circulation superimposed on these cells.

To distinguish this circulation from the summary pattern, we averaged the velocities $v$ over January and over July: $\bar{v} = \frac{1}{2}\{v(I) + v(VII)\}$ (that is, we singled out the Hadley and Ferrel cells); then we calculated the deviations (anomalies) $\tilde{v} = v - \bar{v}$ of the $v$ values from the mean velocity $\bar{v}$ for January and July, respectively (that is, we singled out the superimposed interhemispheric circulation).

Figure 8.10 Latitudinal course of the zonal temperature $T$ or the thickness $H$ between the 1000 and 30 hPa geopotential levels in January (I) and July (VII). The $H$ is measured in hPa kilometers.
Figure 8.13 demonstrates the distribution of $v'$ with latitude and height in January. The meridian section of $v'$ in July is similar to that in January but the circulation has the opposite direction. As was earlier presumed, in the lower layer of the atmosphere (up to 450 hPa) the northerly winds are prevalent in January and the southerly
winds – in July. In the upper layer (450–50 hPa), on the contrary, the southerly winds are prevalent in January and the northerly winds in July. This interhemisphere circulation is particularly distinct at low latitudes, where wind velocities reach 1.4 and 3.2 m/s at the bottom and top of the atmosphere, respectively. As one would expect, the circulation weakens when moving from the equator toward the poles. At moderate latitudes, there are slight deviations from the interhemisphere circulation, which are due to an incomplete elimination of the Hadley and (especially) Ferrel cells when calculating $v'$. In January, the velocity $v'$ averaged over the latitude with the account for the spherical geometry increases from $-0.45 \text{ m s}^{-1}$ (near the Earth’s surface) to $0.76 \text{ m s}^{-1}$ (at the 200 hPa level), the sign changing at the 450 hPa level. In July, the velocities $v'$ have the opposite sign: below 450 hPa the southerly winds prevail and above 450 hPa the northerly winds prevail.

Thus, the empirical data confirm the existence of the global cell of the interhemisphere circulation (IHC) between the polar areas of the summer and winter hemispheres. Note that the velocity of the meridian wind drastically changes along parallels. The most intense transport of the air and the inherent in it substances occurs through few narrow meridian “tubes” – the jet streams located near the upper boundary of the planetary boundary layer of the atmosphere. In some sectors, the direction of transport can be opposite. However, the velocity of transport averaged over the whole perimeter of the parallel has the direction and value characteristic of the given height and season. Note also that since the mean velocity $v'$ varies within $\pm 0.45 \text{ m/s}$, then the mean displacement of particles along the meridian near the Earth’s surface over half a year is a mere 4500 km, or 41° of latitude.

![Figure 8.13 Height–latitude section of the longitude-averaged anomalies of the meridian wind in January (positive direction is from the South to the North; the isotachs are digitalized in 0.1 m/s).](image-url)
The larger the difference between temperatures of the summer and winter hemispheres, the more intense is the IHC. Consequently, the velocity $v'$ in the lower layer of the atmosphere should change with time:

$$v' \sim T_N - T_S \approx \Pi + E \cos \Omega(t - t_N) \quad (8.40)$$

Here, $T_N$ and $T_S$ are the integral temperatures of the Northern and Southern Hemisphere, respectively, which vary with the yearly period:

$$T_N = \bar{T}_N + A_N \cos \Omega(t - t_N)$$
$$T_S = \bar{T}_S + A_S \cos \Omega(t - t_S) \quad (8.41)$$

where $\bar{T}_N$ and $\bar{T}_S$ are the mean annual values of $T_N$ and $T_S$. $A_N$, $A_S$, $\Omega t_N$, $\Omega t_S$ are the amplitudes and the initial phases of annual variations of $T_N$ and $T_S$; $\Omega$ is the circular frequency; $t$ is the time; the constant $\Pi = \bar{T}_N - \bar{T}_S$ is the mean annual superheating (excess of heating up the Northern Hemisphere as compared with the heating up the Southern Hemisphere); $E = A_N + A_S$ is the amplitude. When deriving (8.40), it is taken into account that the annual variations in $T_N$ and $T_S$ are nearly opposite in phase, that is, $\Omega(t_N - t_S) \approx \pi$.

On average over a year, the Northern Hemisphere is warmer than the Southern Hemisphere ($\Pi > 0$). Therefore, the southerly (positive) wind in the lower layers of the troposphere is observed longer (from April through November) than the northerly (negative) wind (from December through March).

A good indicator of the atmospheric heating-engine operation and the circulation cells initiated by it is the mass transport (Shuleykin, 1968). The existence of the IHC suggests a deficiency of air mass in the summer hemisphere and its excess in the winter hemisphere. Hence, some portion of air mass should overflow from the Northern Hemisphere into the Southern Hemisphere from January through June and return back from July through January. Indeed, careful calculations show that from January to July, the air mass decreases by $4 \times 10^{15}$ kg in the Northern Hemisphere and increases by the same value in the Southern Hemisphere (Sidorenkov and Stekhnovsky, 1971). The respective increments of the hemisphere-averaged atmospheric pressure are 1.6 hPa.

The IHC should transport pollutants from one hemisphere into another. The direction and velocity of this transport depend on the season and the atmospheric layer containing these pollutants. Unfortunately, there are no purposeful observations of such transport. However, there are numerous data on the transport of the nuclear explosion products from the hemisphere where the explosions took place in another hemisphere (Malakhov, 1971). Some of these data are given in Table 8.1. One may see that the meridian velocity of the radioactive decay products transport is 2–5 m/s. This is much higher than the velocity of diffusive mixing but is close to the wind velocity $v'$.

Thus, the data on the transport of the nuclear explosion products substantiate the existence of the IHC in the atmosphere. This is also evidenced by the pesticides found in snow samples in the Antarctica, the pesticides being in use only in some countries of the Northern Hemisphere in the postwar years (Wolff and Peel, 1985).
Since about 90% of atmospheric moisture is contained in the lower 5-km layer and the wind in this layer flows from the winter hemisphere into the summer hemisphere, then the IHC should carry away the atmospheric moisture from the winter hemisphere into the summer hemisphere. Due to this moisture transfer, precipitation should be more abundant in summer (at all latitudes) than in winter. Unfortunately, it is very difficult to verify this proposition, because the summer increase in evaporation also contributes to atmospheric precipitation. Indirect evidence of the atmospheric moisture transfer from the winter hemisphere into the summer hemisphere is the seasonal course of precipitation on the mountain slopes that are extended along the parallel and present a barrier on the route of the moisture flow. An example is the southern slopes of the Himalayas in India. In June–September, when the air moisture is directed from the Southern Hemisphere into the Northern Hemisphere (toward the mountain slopes), precipitation amounts to 11 000 mm; in December–March, when the air moisture is transferred in the opposite direction, precipitation scarcely falls there, as one would expect.

The IHC intensity changes with time. The more intense the IHC, the larger amount of air moisture is transferred from the winter hemisphere into the summer hemisphere and the more abundant is precipitation in the summer hemisphere (and the less abundant in the winter hemisphere). When this circulation is weak, the distribution of precipitation anomalies is reversed: the precipitation deficiency takes place in the summer hemisphere and the precipitation excess in the winter hemisphere. It is clear that the latitude-averaged moisture flux \( q \) along the meridian is proportional to the velocity \( v' \) below the 450 hPa surface and changes with time in the same way as the velocity \( v' \) does:

\[
q \sim v' \sim \Pi + E \cos(t - t_N)
\]  

(8.42)
On this basis, we can conclude that from November through April the air moisture is transferred from the Northern Hemisphere into the Southern Hemisphere \((q < 0)\) and from May through October from the Southern Hemisphere into the Northern Hemisphere \((q > 0)\). When integrating expression (8.42) over time for the annual period \(P\), the second component is equal to zero; then the annual amount of moisture \(Q\) that comes from the Southern Hemisphere into the Northern Hemisphere is

\[
Q \sim \Pi \cdot P
\]  

(8.43)

Since \(\Pi > 0\), the positive (from the Southern Hemisphere into the Northern Hemisphere) moisture flux exceeds the negative flux, and \(Q > 0\). As superheating \(\Pi\) grows, the moisture flux \(Q\) from the Southern Hemisphere into the Northern Hemisphere increases. As superheating weakens, the moisture flux \(Q\) weakens too. As will be shown below, the value of the superheating \(\Pi\) can be determined from the analysis of seasonal variations in the angular momentum of the atmosphere. The deviations of the moisture amount \(Q\) from its normal value can be judged from the anomalies of \(\Pi\). The characteristic time of the change in superheating \(\Pi\) is significant (several months). Thus, having determined the value of \(\Pi\), we can assess the anomaly of \(Q\) and the expected hemisphere-averaged anomaly of precipitation within the next few months.

The seasonal variations in the angular momentum of zonal winds \(h\) and in the indices of the atmosphere zonal circulation are described by a complicated curve (see Figure 8.14b), which has two maxima (in November and April) and two minima (in August and January). The minimum in August is much more pronounced than that in January. These variations are due to the IHC seasonal changes. This dependence can be demonstrated with the help of thermodynamic analysis of the atmospheric heat engines. Let us perform this analysis in the most simplified form, that the physical essence of the problem was not complicated by cumbersome mathematical operations. A more rigorous demonstration can be found in the author’s publications (Sidorenkov, 1975b, Sidorenkov, 1978).

Any atmospheric heat engine transforms the heat energy into the kinetic energy of wind. The rate of the kinetic energy generation is called the engine capacity \(\Re\). The angular momentum \(h\) is directly proportional to the engine capacity: \(h \sim \Re\). The capacity \(\Re\) is in its turn proportional to the amount of solar energy that comes to the heat engine in a unit time (the solar radiation power \(W\)): \(\Re \sim \eta W\), where \(\eta\) is the efficiency coefficient, which is directly proportional to the difference between the temperatures of the heater and the cooler \((\eta \sim T_H - T_C)\). Thus, the whole chain of relationships has the form:

\[
h \sim \Re \sim \eta W \sim (T_H - T_C) W
\]  

(8.44)

There are several heat engines in the atmosphere (Shuleykin, 1968). The heat engines of the second type effect but on the angular momentum of the meridian winds, that is, on the equatorial components of the vector of the atmosphere angular momentum. As for the angular momentum \(h\) of zonal winds, which we are interested in, it is only affected by the heat engines that have the meridian components of
temperature gradients. These are the heat engine of the first type (FTHE) and the interhemisphere heat engine (IHHE) (Sidorenkov, 1975b).

There are two FTHEs. One of them operates in the Northern Hemisphere and another in the Southern Hemisphere. Their heater is the equatorial zone and the coolers are the northern and southern polar caps, respectively. The capacities of these engines change with time according the following laws:

$$R_N \sim \frac{1}{2} (T_E - T_N^e) W; \quad R_S \sim \frac{1}{2} (T_E - T_S^e) W$$  \hspace{1cm} (8.45)

Here, $T_E$, $T_N^e$, and $T_S^e$ are the mean absolute air temperatures at the equator and the northern and southern polar caps, respectively; $W$ is the total solar radiation coming to the entire atmosphere in a unit time.

In the case of IHHE, the heater is the atmosphere of the summer hemisphere and the cooler is the atmosphere of the winter hemisphere. Therefore, its capacity changes in a more complicated way:

$$R_M \sim \left\{ \begin{array}{ll} \left( |T_N - T_S| \right) W & \text{when } T_N > T_S \\ \left( |T_S - T_N| \right) W & \text{when } T_S > T_N \end{array} \right\} = |T_N - T_S| W$$  \hspace{1cm} (8.46)

**Figure 8.14** Seasonal variations: (top) in the air temperature $T$ of the layer between the 1000 and 50 hPa levels at the North (curve 1) and South (curve 2) poles and also (bottom) of the angular momentum of zonal winds $\delta h$ (curve 3) and the modulus of the difference of temperatures of the layer between the 1000- and 50 hPa levels at the North and South poles $C - |T_N - T_S|$ (curve 4).
where $T_N$ and $T_S$ are the integral temperatures of the Northern and Southern Hemispheres, respectively. When transforming the right side of (8.46), it is taken into account that the expression in brackets is equivalent to the modulus of the difference between the above temperatures.

The angular momentum $h$ of the entire atmosphere depends on the combined contribution of the FTHEs and IHHEs. It is known that the FTHEs redistribute the angular momentum between the low and moderate latitudes and adopt it from the Earth (Sidorenkov, 2002a, 2002b). The IHHEs do not adopt the angular momentum from the Earth; they only redistribute it between the winter and summer hemispheres (the positive angular momentum is accumulated in the winter hemisphere and the negative momentum in the summer hemisphere). The angular momentum redistribution between particular parts of the atmosphere does not affect the value of $h$ for the entire atmosphere. Therefore, at first sight it seems that the IHHE does not affect the value of $h$. However, this is not so. The point is that the part of the atmosphere that participates in the IHHE operation is excluded from the FTHE operation, that is, the IHHE hinders the FTHE operation. Thus, the contribution of the IHHE to the combined capacity and corresponding to it angular momentum $h$ should be negative.

Thus, having summed up the contributions of all heat engines, we obtain:

$$h = \frac{1}{2}(T_E - T_N^*) + \frac{1}{2}(T_E - T_S^*) - |T_N - T_S|W$$

(8.47)

Let us consider temporal changes in all the values of expression (8.47). The change in the solar radiation power $W$ that comes from the Sun over the year is due to the eccentricity of the Earth’s orbit. The value of $W$ in January is approximately by 7% larger than that in July. The change in the expression taken in square brackets is much more significant. For example, it is smaller by about 40% in July than in December. Therefore, hereafter we will neglect the variations in $W$ and will consider the variations in the quantity taken in square brackets.

It is known that the air temperature at the equator is nearly constant in the course of the year, and the air temperatures over the polar caps and the hemispheres vary with the yearly period. The initial phases of variations in $T_N^*$ and $T_S^*$ and also in $T_N$ and $T_S$ differ by about 180°; the amplitudes of variations can be approximately equal, that is:

$$T_N^* = T_N^0 + A^* \cos \Omega (t - t_0^*)$$
$$T_S^* = T_S^0 - A^* \cos \Omega (t - t_0^*)$$

(8.48)

where $T_N^*$ and $T_S^*$ are the mean annual air temperatures over the northern and southern polar caps, respectively; $A^*$ is the amplitude; $\Omega t_0^*$ is the initial phase of the annual variations in the air temperature over the northern polar cap. Substituting (8.48) and (8.41) into (8.47), we obtain:

$$h \sim C - |T_N - T_S| = C - |\Pi + E \cos \Omega (t - t_0)|$$

(8.49)

where $C = T_E - 1/2(T_N^0 + T_S^0)$ is a constant; the values $\Pi$, $E$ and $\Omega t_0$, enter into formula (8.40).
Figure 8.14 clearly demonstrates the origin of the seasonal variations in the angular momentum $h$. Here, the integral temperatures $T_N$ and $T_S$ are the mean monthly temperatures of the layer between the 1000 and 50 hPa levels in the centers of the circumpolar eddies, which are located close to the geographic poles. The center of the circumpolar eddy of the Southern Hemisphere coincides in most cases with the South Pole. Therefore, we used the data immediately from the Amundsen–Scott station. The layer between the 1000 and 50 hPa levels temperature variations in the Northern ($T_N$) and Southern ($T_S$) Hemispheres for 1965–1974 are shown in Figure 8.14a (curves 1 and 2, respectively). One can see that these temperatures vary with the yearly period and have the phase difference close to $180^\circ$. The superheating of the Northern Hemisphere (as compared with the heating of the Southern Hemisphere $T_N > T_S$) is also well pronounced. Figure 8.14b shows the changes in the value of $C - |T_N - T_S|$ (curve 4), which is proportional to the angular momentum $h$. One can see that this curve is the graph of function $C - |\Pi + E \cos \Omega(t - t_0)|$ and its form is very close to that of curve 3 showing the observed seasonal variations in the angular momentum $h$ of zonal winds (Sidorenkov, 1988). The time periods of extremes in both curves coincide to an accuracy of one month. Twice in a year, in April and November, when the air temperatures in the Northern and Southern Hemispheres become equal, the angular momentum $h$ attains its maximum values. In July and January the modules of the temperature differences $|T_N - T_S|$ are maximal, and the $h$ value becomes minimal. The value $|T_N - T_S|$ is greater in July than in January (because of the superheating $\Pi$ of the Northern Hemisphere as compared with the heating of the Southern Hemisphere). Hence, the minimum of $h$ is much more pronounced in July than in January. The greater (less) the superheating $\Pi$, the more (less) significant are these distinctions. At $\Pi = 0$ the minima of $h$ in July and January would be equal.

It is seen from formula (8.49) that for the minima in July ($M$) and January ($m$) it holds true (Figure 8.15):

$$M = E + \Pi; \quad m = E - \Pi$$

Consequently, given the values of $M$ and $m$, one can find the relative values of the amplitude $E$ and the superheating $\Pi$:

$$E = 1/2(M + m); \quad \Pi = 1/2(M - m)$$

The value of $\Pi$ is used to forecast the anomaly of the hemisphere-averaged amount of precipitation $Q$ by formula (8.43). Notice also that in the periods when the amplitude $E$ is constant, it is possible to forecast the value of the succeeding minimum by the observed value of the current minimum:

$$M = 2E - m, \quad \text{or} \quad m = 2E - M.$$
the Pacific and Atlantic oceans, respectively; and at 6 and 18 h the Sun is over the Asian and American continents, respectively. The water vapor content of the atmosphere is greater over oceans than over continents. Due to this difference, the solar radiation is more intensely absorbed by the atmosphere over oceans than over continents. Therefore, the efficiency coefficient $\eta$ of the first-type heat engine has the diurnal course with maxima at 0 and 12 h and minima at 6 and 18 h. In accordance with (8.44), the angular momentum $h$, which is held in the atmosphere by the FTHE, is proportional to $\eta$; therefore, it features similar diurnal course. The 18-h minimum is slightly pronounced, because the effect of the American continent is small as compared with that of the Asian continent.

The IHC is observed not only in the troposphere and stratosphere but also in the thermosphere, where it significantly affects the formation of the so-called “semiannual variations” in the concentrations of certain ions and molecules. It is not surprising that these variations are similar to the seasonal variations shown in Figure 8.14b and are described by formulas similar to (8.49). The mechanism of the origin of these variations can be represented (as a first, rough approximation) as follows.

The concentration $r$ of the ion under consideration depends on the latitude $\varphi$. As a rule, on average over a year, $r$ increases or decreases from the equator to the poles, having a maximum or minimum, respectively, at the equator. The measurements of $r$ are performed at this or that fixed station. At the initial moment of time $t = 0$, the concentration $r(0) = f(\varphi_0)$, where $\varphi_0$ is the latitude of the station. The interhemisphere circulation transports the atmospheric air (together with the “frozen in” ions) over the station with the velocity $v' = R\varphi$, where $R$ is the Earth’s radius and $\varphi$ is the angular velocity. As a result, the concentration $r$ at the time moment $t$ will be the same as it is at the latitude $\varphi_0 + \Delta\varphi$:

$$r(t) = f(\varphi_0 + \Delta\varphi), \quad \text{where} \quad \Delta\varphi = 1/R \int_0^t v' dt$$
Let the maximum air displacement along the meridian be equal to $\Delta \Phi$. Then, at the low latitudes, where $\varphi_0 < \Delta \Phi$, the atmospheric air will first come from the inherent hemisphere and then from another hemisphere. Since $f(\varphi)$ has the extreme at the equator, then $r(t)$ forms one extreme within the period of this unidirectional displacement. After the sign of $\psi$ changes, the air returns and the above changes follow in the reverse sequence. Hence, at the latitudes $\varphi_0 < \Delta \Phi$, two minima and two maxima of $r(t)$ are observed in the course of a year. At $\varphi_0 > \Delta \Phi$, the air from another hemisphere does not reach the station; therefore, $r(t)$ has one maximum and one minimum during a year.

Thus, the IHC transforms the spatial variations in the concentration $f(\varphi)$ into the temporal variations $r(t)$ and thereby it forms the seasonal variations in the concentration under consideration.

The air mass that participates in the IHC depends on the Sun’s declination $\delta$. At $\delta = 90^\circ$, the Sun would occur at the zenith over the North Pole. It would be a continuous day in the Northern Hemisphere and a continuous night in the Southern Hemisphere. In this case, the whole mass of the atmosphere would be involved in the IHC. A similar situation would also arise at $\delta = -90^\circ$. At $\delta = 0^\circ$ both hemispheres would be equally illuminated, and the IHC would be absent: the whole mass of the atmosphere would participate in the FTHE operation.

Since the Sun’s actual declination at the moments of solstices can attain $\pm 23.5^\circ$, then some part of the atmosphere becomes involved into the IHC and the remaining, larger part participates in the FTHE operation. These parts can be assessed by the data on the seasonal changes in the angular momentum $h$. During the transitional seasons, when the whole atmospheric mass $M_a$ takes part in the FTHE operation, $h = 145 \times 10^{24}$ kg m$^2$ s$^{-1}$; and in August, when some part of the atmospheric mass is involved into the IHC, $h = 91 \times 10^{24}$ kg m$^2$ s$^{-1}$ (Sidorenkov, 1978). Since $h$ is proportional to the mass $M$ that participates in the FTHE operation, we obtain that in August $M = \frac{91}{145} M_a = 0.63 M_a$, where $M_a$ is the whole atmospheric mass; the remaining 37% of the atmosphere mass is involved in the IHC. Note that if we take the daily values of $h$ instead of the mean monthly values, then $M \approx 0.56 M_a$.

Thus, the IHC is one of the most important circulation cells in the atmosphere. It involves up to 40% of the atmosphere mass. The IHC is responsible for the meridian transport of atmospheric air and moisture, products of nuclear explosions, and pollutants (including their transport through the ITCZ). The observed complicated seasonal and diurnal variations in the angular momentum of zonal winds and the indices of atmospheric circulation, in the concentrations of ions and molecules are also associated with the IHC. The list of processes and phenomena that are due to the IHC will be extended with further investigations.

8.8 Conclusions

In the absence of solar radiation, the atmosphere would be at rest relative to the Earth’s surface but it would rotate together with the Earth as a solid body from the west to the east around the polar axis. The nonuniform heating of the atmosphere by
solar radiation arises the macroturbulent air mixing that levels off the distribution of the angular momentum in the atmosphere. At high and moderate latitudes, the angular momentum increases, the air in its rotation around the polar axis begins to outrun the Earth’s surface, and the westerly winds originate. At low latitudes, on the contrary, the angular momentum decreases, the air lags behind the Earth’s rotation, and the easterly winds originate.

The emergence of winds entails the appearance of friction forces, which tend to weaken the wind. The momentum of friction forces provides the inflow of the angular momentum from the Earth to the atmosphere in the zones of easterly winds and its outflow from the atmosphere to the Earth in the zones of westerly winds. The zones of westerly winds are located closer to the Earth’s rotation axis than the zones of easterly winds. Because of this, at the same wind velocity in the zones, the momentum of friction forces of the easterly winds exceeds that of the westerly winds, that is, the inflow of the angular momentum from the Earth to the atmosphere exceeds its outflow. Due to this, the velocity of westerly winds increases, until the absolute values of the angular momentum inflow and outflow become equal. This stationary state is only attained when there is some angular momentum, which is taken from the Earth and accumulated in the atmosphere. Ultimately, the velocity of westerly winds in the atmosphere significantly exceeds the velocity of easterly winds; on the whole, the atmosphere rotates around the polar axis more rapidly than the Earth does, and the superrotation of the atmosphere is observed.

The Coriolis force exerts the decisive effect on the formation of the atmospheric pressure field. The horizontal component of the Coriolis force displaces the air from the zone of westerly winds toward the equator and from the zone of easterly winds toward the poles. As a result, an excess of air mass (the pressure maximum) forms near the latitude where the direction of zonal winds changes the sign (at roughly 35°). This maximum is called the subtropical high-pressure zone. The pressure in the subtropical high-pressure zone grows until the meridian component of the force of the pressure gradient counterbalances the horizontal component of the Coriolis force.

The thermodynamic analysis shows that the value of the angular momentum $h$ of zonal winds in the atmosphere remains constant due to the operation of the atmospheric heat engines of the first type. As for the seasonal variations in the value of $h$ and, as a consequence, the seasonal nonuniformity of the Earth’s rotation, they are due to the operation of the interhemisphere heat engine. The seasonal variations in the above characteristics are described by the expression similar to (8.51) or by the annual harmonic taken over the module (with the shifted zero point), rather than by the sum of the annual and semiannual harmonics. The intensity of the interhemisphere heat engine operation changes from year to year, entailing changes in the parameters of seasonal variations in the angular momentum $h$ and the velocity of the Earth’s rotation.
Despite the centenary history of studies of the Chandler wobble (CW), its nature remains obscure. The mechanism of its excitation is still also under discussion. Among the causes of the Chandler wobble, meteorological and seismic processes are indicated most frequently. However, most estimates of the atmospheric effect suggest that it is small. Widely different views have been expressed on the influence of earthquakes on the excitation of the Chandler wobble. The most comprehensive overview of studies concerning this subject can be found in (Yatskiv et al., 1976; Lambeck, 1980).

In the author's opinion, the negative conclusion about the role of meteorological processes in the excitation of the Chandler wobble was drawn for two reasons. The first is that the meteorological observation network in the Southern Hemisphere is very rare, while it is in this hemisphere that the Earth is pushed by consistent air mass oscillations between the Pacific and Indian oceans (El Niño–Southern Oscillation (ENSO)) (Sidorenkov, 1997, 2000a, 2000b, 2000e, 2001, 2002a, 2002b). The other reason is that estimates are traditionally based on the theory of linear oscillations, which is inadequate in this case. Moreover, the excitation of the wobble is usually estimated near the principal resonance, that is, near the Chandler frequency (Munk and Macdonald, 1960; Wilson and Haurich, 1976; Vondrak and Pejovic, 1988; Wilson, 2000). However, the oscillations in the Earth–ocean–atmosphere system are nonlinear and the Chandler wobble is excited not at the fundamental resonance frequency but primarily at combination frequencies of the wobble (periods of 2.4, 3.6, 4.8, and 6 years) (Sidorenkov, 1997, 2000a, 2000b, 2000e, 2001).

Below, we analyze the power spectra of oceanic and atmospheric characteristics and series of effective excitation functions of the atmospheric angular momentum. The results confirm the presence of Chandler superharmonics and suggest that the data involve subharmonics of the fundamental period of the Earth’s forced nutation (18.6 years). Slow waves in the ocean and the atmosphere are discovered that generate these cycles.

Based on these findings, we conclude that the Earth, the ocean, and the atmosphere exhibit consistent oscillations and influence each other, that is the Earth–ocean–atmosphere system exhibits coherent oscillations initiated by tides. These oscillations
are manifested as the polar motion, El Niño and La Niña events in the ocean, and the Southern Oscillation and the quasibiennial oscillation in the atmosphere. All of them are studied as independent phenomena in different areas of Earth sciences. In contrast, we analyze these phenomena together. First, let us describe them in more detail.

9.1 El Niño–Southern Oscillation

Among the planetary-scale phenomena observed in the Earth–ocean–atmosphere system, ENSO has attracted much interest over the past years. A huge number of publications are available on this phenomenon and its effects. It was shown that the ENSO is related to many of the most noticeable interannual oscillations in atmospheric meteorological elements, oceanic hydrological characteristics, the Earth’s rotation, and the polar wobble.

The episodes of long-lived surface-water warming in the central and eastern Pacific Ocean and a variety of accompanying processes are called the El Niño phenomenon. They have been known since the dawn of time. The term “Southern Oscillation” (SO) was introduced by G.T. Walker in 1920 (Walker, 1924). It means air-mass oscillations in the Southern Hemisphere subtropical zone between the Pacific and Indian oceans with a characteristic time of several years. A rise (fall) of the atmospheric pressure in the central and eastern tropical Pacific is accompanied by a fall (rise) of the pressure in the tropical Indian Ocean and near Australia and Indonesia (Figure 9.1).

Inspection of Figure 9.1 shows that the correlation coefficients between 30°N and 35°S are positive in the Eastern Hemisphere and are negative in the Western Hemisphere. The most pronounced negative correlation in pressures (with a correlation coefficient of $r \approx -0.8$) is observed between two regions: Indonesia–Australia and the Pacific Community islands. In other words, there are two oppositely signed SO centers of action: Australian–Indonesian and South Pacific, both located in the tropical Southern Hemisphere (hence, the name “Southern Oscillation”).

Since Walker’s studies (Walker, 1924), several indices have been proposed to characterize the SO (Ropelewski and Jones, 1987; Trenberth, 1976; Troup, 1965; Wright, 1989; Sidorenkov, 1991c). Usually, they make use of the sea level pressure (SLP) at a single station or a combination of several stations located in the western and eastern Pacific. One of the most justified indices is based on the SLP at Tahiti and Darwin stations, which are located near the oppositely signed SO centers of action. Since the variances of the monthly mean SLP at Tahiti and Darwin are different, the pressure anomalies at these stations have to be normalized so that the South Pacific and Australian–Indonesian centers of action are equally represented.

The index can be calculated in several ways. We follow the technique used at the Climate Analysis Center of the US National Meteorological Center (Sidorenkov, 1991c; Ropelevski, 1987). It can be described as follows. A time series of differences $\delta_{ym}$ between normalized SLP anomalies at these stations is calculated from time series of monthly mean SLP at Tahiti and Darwin:
where $P_{ym}$ is the actual pressure; $\bar{P}_m$ is the long-term average value (normal); $\varepsilon$ is the standard deviation calculated from all pressure anomalies over the period 1951–1980; and y and m denote the year and the month, respectively. The normals $\bar{P}_m$ are calculated from the monthly mean data over 1951–1980. Next, the SOI index is determined as

$$\text{SOI} = \frac{\delta_{ym}}{\sigma}$$

where $\sigma$ is the standard deviation of all the differences $\delta_{ym}$ over 1951–1980.

A continuous homogeneous series of monthly mean SOI values starting in 1935 was presented in (Sidorenkov, 1991c, 2000c). Although observations at Tahiti and Darwin were made even earlier, they were unavailable for a long time since they were dispersed over various archives. Due to the careful efforts undertaken by scientists, continuous series of atmospheric pressure from 1866 to 1934 were restored for these stations (Allan et al., 1991; Ropelevski, 1987). As a result, a continuous series of monthly mean SOI indices from 1866 to the present is now available.
Wright (Wright, 1989) calculated three-month mean W indices for ENSO starting in 1851 by using SLP at several (up to eight) stations. To eliminate the inhomogeneities and to fill the gaps in the pressure series used, he employed ENSO indices based on sea surface temperature (SST), precipitation, and air temperature in the central and eastern Pacific. Later, he replaced the W index by the DT index calculated as the difference between the pressure anomalies at Darwin and Tahiti. The DT index was easy to calculate starting in 1935. By using simultaneous DT and W series over 1935–1974, Wright derived a regression equation for DTon W and then calculated the DT indices over the period 1851–1934 from the W indices over this period. At present, a series of DT is available for 150 years.

It has been found that higher (lower) SOI values are accompanied by lower (higher) SST in the eastern and central Pacific (Rasmusson and Carpenter, 1982; Philander, 1990; Sidorenkov, 1991c). For this reason, two extreme phases have been distinguished in ENSO: a warm phase (El Niño) when SOI < 0 and a cold phase (La Niña) when SOI > 0. In El Niño events, the sea level in the eastern Pacific is approximately 50 cm higher than in the western Pacific. An opposite situation occurs in La Niña events (Rasmusson and Carpenter, 1982; Philander, 1990), that is interannual sea-level oscillations with an amplitude of about 50 cm are observed between the eastern and western tropical Pacific.

Thermal oscillations in the ocean are characterized by SST averaged over most representative regions. Series of monthly mean SST indices over various regions, such as Nino in the equatorial Pacific, N.Atl and S.Atl in the Atlantic, Tropics in three oceans, and so on, are known to be regularly computed at the US National Centers for Environmental Prediction (NCEP) (Climate Diagnostics Bulletin). Unfortunately, these series are available only from 1950 to the present. Data reconstructions over the Nino3 and Nino4 regions from 1903 to the present were calculated at the UK Hadley Center (Parker, Folland, and Jackson, 1995).

Six-hour series of excitation function components $\chi_i$ for the atmospheric angular momentum (AAM) from 1958 to 2001 are available at present. They were derived from the NCEP/NCAR reanalysis data at the Subbureau for Atmospheric Angular Momentum (Kalnay et al., 1996; Salstein and Rosen, 1997) (see Section 7.3).

At first glance, the fluctuations in long-term SOI curves look like a simple (Poisson) process. However, a spectral analysis of long-term series of SOI (from 1866 to 1996) and of DT (from 1851 to 1996) has shown (Sidorenkov, 1997, 2000a, 2000c, 2000e, 2001) that the SOI spectral density reaches its maximum values in the period range of 2–7 years (Figure 9.2). For periods shorter than one year, the spectral density is very low (varies from 0 to 1). In both curves, spectral density peaks are exhibited by the components with periods of about 6, 3.6, 2.8, and 2.4 years. The DT index also has a peak at 11.2 years, which corresponds to a weak peak at 13.2 years in SOI. A major feature of the dominant periods in the ENSO indices is that all of them are (to a greater or lesser extent) multiples of the forced nutation period (18.6 years), and the free nutation period, or the Chandler wobble period (1.2 years) (with the superharmonic wave numbers $n_k = 2, 3, 5$).

A spectral analysis of SOI and SST and their anomalies over 1903–1998 and 1950–1998 was performed in (Sidorenkov, 2000a, 2000b, 2000e, 2001). The resulting
spectra for Nino3, Nino4, and SOI from 1950 to 1998 are illustrated in Figure 9.3. It can be seen that the 3.6- and 2.4-year periods still persist, but the 6-year period in SOI is no longer observed, while a 4.8-year period appears in Nino3 and Nino4.

The periodograms and power spectra of all daily mean AAM excitation components $c_P$ and $c_W$ over 41 years were calculated in (Sidorenkov, 2000a, 2000b, 2000e, 2001). Table 9.1 presents the spectral analysis results for all the series. The third column lists the most prominent cycles in decreasing order of spectral power.

Although the series of ENSO indices we analyze cover a rather short time interval, the cycles determined generally coincide with those derived from 114- and 145-year series (Schneider and Schonwiese, 1989; Sidorenkov, 1997, 2000e, 2001). The difference is that the latter series additionally exhibit a 6-year cycle, while a 4.9-year cycle is observed in the present indices.

Figure 9.3 Power spectra of the oscillations of the SOI (1), Nino4 (2), Nino3.4 (3), Nino3 (4), and Tropics (5) indices. The oscillation periods (in months) and the spectral density $S$ (in arbitrary units) are plotted on the X-axis and Y-axis, respectively.

Figure 9.2 Power spectra of the SOI (1) and DT (2) indices. The oscillation periods (in quarters of a year) and the spectral density $S$ are plotted on the X-axis and Y-axis, respectively.
A spectral analysis of $c_W$ (wind component) and $c_{Pib}$ (atmospheric pressure component corrected for the inverse barometer effect) suggests the presence of forced-nutation subharmonics (4.7, 3.7, 3.1, 2.7, 2.3, 2.1, and 1.86 years). Some of them are close to the Chandler superharmonics of periods 2.4, 3.6, 4.8, and 6 years, that is the analysis of the AAM components does not contradict the results derived from the ENSO indices. However, the AAM series are too short to provide reliable results for long-term cycles.

Thus, all the studies suggest that the ENSO spectra contain components that are not one-year multiples but rather multiples of about the Chandler period (1.2 years) and the forced-nutation fundamental period (18.6 years). The superharmonic periods of the latter are given in the last line of Table 9.1.

### 9.2 Quasibiennial Oscillation of the Atmospheric Circulation

Among the numerous nonseasonal oscillations in the atmospheric circulation, the quasibiennial one stands out as the most stable and significant phenomenon. The quasibiennial oscillation (QBO) of the atmosphere was discovered in the early 1960s in the study of the equatorial stratospheric circulation. It was found that the direction of the equatorial zonal wind reverses with a period of about 26 months in the atmospheric layer between the altitude of 18 and 35 km. More specifically, westerlies persist at a fixed height for about 10 months, then easterlies blow for about 16 months, and then a new cycle begins (Reed, 1964).
The QBO of the equatorial zonal wind is explained by the interaction of Kelvin waves and mixed Rossby-gravity waves with the zonal wind in the equatorial stratosphere (Lindzen and Holton, 1968; Holton and Lindzen, 1972; Holton, 1975). The nature of Kelvin and mixed Rossby-gravity waves is not clear. In the author’s view, mixed Rossby-gravity waves are manifestations of the interaction between diurnal and zonal tides in the atmosphere. They account for an intense wide peak at a frequency of about 0.85 (day)$^{-1}$ in the spectrum of the atmospheric angular momentum (see Section 7.5). It is believed that Kelvin waves propagate into the stratosphere, where they meet a westerly shear zone and are absorbed at the height where their phase velocity coincides with the wind velocity. As a result, the westerlies at this height strengthen, while the absorption of new waves is reduced. Since wave absorption proceeds continuously, the westerly zone gradually descends toward the tropopause at a velocity of about 1 km/month (Figure 9.4). When the westerly zone stretches down to the tropopause, the Kelvin waves have low frequencies due to the Doppler shift, while the mixed Rossby-gravity waves have high frequencies. That is why the latter propagate upward. At the height of semiannual oscillations ($\approx 35$ km), they can meet an easterly shear zone, where they are absorbed. As a result, the easterly velocity increases and the easterly zone descends permanently from 35 km to the tropopause, where the cycle is completed. At the same time, Kelvin-wave absorption begins at the height of semiannual oscillations and a new cycle starts.

In this model, the QBO period for wind depends only on the intensity of atmospheric waves and on the distance between the equatorial tropopause and the height of semiannual oscillations in the stratosphere.

Figure 9.4 Equatorial time–height section of anomalous zonally averaged zonal wind (m s$^{-1}$) (CDAS/Reanalysis). Contour interval is 10 m s$^{-1}$. Anomalies are departures from the 1979–1995 base period monthly means. (Climate Diagnostic Bulletin, 2008).
A large number of indices (Climate Diagnostics Bulletin) are available that quantify the QBO in equatorial winds. Chuchkalov (1972) suggested the index \( P \) defined as the mass flux through an equatorial meridional cross section with a width of 1 m and a height of 19 to 31 km (i.e. from 66.63 to 10.07 hPa). The wind at five pressure levels (70, 50, 30, 20, and 10 hPa) is required for computing the index \( P \):

\[
\Pi = \int \left( \rho \mathbf{v} \cdot \mathbf{dS} \right) = \int \rho \mathbf{u} \, dz = \frac{1}{g} \int \rho \, dp = \frac{1}{g} \sum_i u_i \Delta P_i
\]

where \( \mathbf{v} \) is the wind velocity vector, \( u \) is the average zonal wind velocity at the level \( P \) (\( u > 0 \) for westerlies and \( u < 0 \) for easterlies), \( \mathbf{dS} \) is the elementary area of 1 m in width and \( dz \) in height, \( \rho \) is the air density; \( g \) is the acceleration due to gravity, \( P \) is the atmospheric pressure, \( \Delta P_i \) is the pressure increment in the \( i \)th layer, \( Z_1 = 19 \) km, \( Z_2 = 31 \) km, \( P_1 = 66.63 \) hPa, and \( P_2 = 10.07 \) hPa.

My experience gained from dealing with \( P \) has shown that this index is difficult to interpret. For this reason, \( P \) is recalculated to obtain the average zonal wind velocity \( \bar{u} \) in the layer of 19 to 31 km. The \( \Pi \) and \( \bar{u} \) indices are related by the formula

\[
\bar{u} = \left( \frac{1}{g} \int \rho \, dp \right) \left( \frac{1}{\frac{1}{g} \int \, dP} \right) = \frac{1}{577.14} \Pi
\]

where the notation is as before.

Starting in the 1960s, the QBO in the equatorial stratospheric wind was regularly monitored by the Hydrometeorological Center of the USSR via radiosonde and rocket measurements from research vessels at the equator (Chuchkalov, 1989). Simultaneous observations at different equatorial points differ little from each other, so the wind QBO can be characterized by measurements at a single point close to the equator. This means that, in the equatorial stratosphere, the Earth is surrounded by a jet stream in which the wind velocity varies only with height, latitude, and time.

Since the 1990s, the QBO index has been monitored using 00:00 and 12:00 UTC daily observations from all accessible upper-air stations located near the equator (in the ±5° latitude band). At present, there is a 55-year monthly time series (from 1954 to 2008) of the average zonal wind velocity \( \bar{u} \) in the equatorial stratosphere (Sidorenkov, 2000c). This series is presented in Appendix D.

Time variations in the average zonal wind velocity in the equatorial stratosphere are illustrated in Figure 9.5. Over the period 1954–2008, 24 cycles of \( \bar{u} \) occurred in the series. The period varied from 21 months in 1972–1973 to about 36 months in 1964–1966. The length of a single cycle averaged over the entire time interval was 28.1 months. The zonal wind velocity varied from \(-22.5\) m/s in July, 1984, to \(+18\) m/s in January, 1983. The mean velocity \( \bar{u} \) over 55 years was \(-3.8\) m/s, and the (standard) rms deviation was \(\pm9.3\) m/s.

Figure 9.6 shows the periodogram of \( \bar{u} \) calculated from its time series over 1954–1999 (altogether 552 monthly mean values). It can be seen that the Fourier
spectrum is dominated by the harmonic with a period of about 2.33 years (28 months). It is this oscillation that is called QBO. The QBO amplitude varies from 8 to 13 m/s. Another noticeable harmonic is that with a period of about 2.0 years (24 months), but its power is more than 5 times lower than that of the 28-month harmonic. Weak peaks can also be seen at periods of 1.0, 1.2, 2.8, and 4.8 years. The addition of these harmonics explains the amplitude modulation of $\bar{u}$ exhibited in
Figure 9.5. Specifically, the sum of 28 and 24-month cycles is responsible for 14-year beats in the QBO amplitude.

Next, we calculated the periodograms of the North Pole’s coordinates $x$ and $y$ from their time series over the period of 1954 to 1999 (altogether 920 values at 0.05-year intervals) (IERS Annual Report, 2000). They turned out to be nearly identical. For this reason, we present only the periodogram of $x$ (Figure 9.6). The component with a Chandler period of 1.18 years dominates the other harmonics. Additionally, a well-pronounced annual harmonic is observed that is more than 3 times less intense than the Chandler one.

A surprising feature is that the spectrum of $\bar{u}$ is similar, within a factor of 2, to that of the pole’s coordinates $x$ and $y$. If the horizontal-axis scale in the spectrum of the pole’s coordinates is doubled as shown in Figure 9.6, then all the details in the spectrum of $\bar{u}$ coincide with those in the polar motion spectrum; that is the oscillation in the polar motion is reflected as the doubled-period QBO in the atmosphere. In the equatorial stratosphere, the duration of all the Earth’s polar motion cycles is doubled. Presently, one believes that the QBO is driven by momentum transfer from the Kelvin waves and the mixed Rossby gravitation waves to the mean zonal flow (Holton and Lindzen, 1972; Holton, 1975). However, these waves are the manifestation of the tidal movements in the atmosphere (Sidorenkov, 2002a, 2002b). They cause a powerful wide peak near the $0.85 \,(\text{day})^{-1}$ frequency in the spectrum of the NCEP/NCAR reanalysis Atmospheric Angular Momentum (see Section 7.5). As early as in 1960, Carl Eckart showed that the Rossby waves are tidal waves (Eckart, 1960, page 279). These facts testify that the Chandler wobble of the poles and the QBO cyclicity of the stratospheric winds are likely to have a common mechanism of excitation that is due to the lunar–solar tides.

### 9.3 Multiyear Waves

Starting in 1979, I constructed time–longitude sections of equatorial SST and found that the SST anomalies move eastward at a velocity of about 0.25 m/s (Sidorenkov, 1991c). It was also found that slow waves propagate along the equator in the ocean. They travel around the Earth in about 4.8 years. Their velocities are much lower than those of normal equatorial Kelvin waves (the latter travel through the Pacific Ocean in one to three months) (Efimov et al., 1985; Gill, 1982). Analyzing the motion of SST anomalies, I predicted their occurrence in the Pacific equatorial belt (Sidorenkov, 1991c) and realized that the Atlantic El Niño is delayed relative to the Pacific one because several months is required for a wave to travel from the American coast to Africa.

A time–longitude section of equatorial SST anomalies is shown in Figure 9.7. The longitudes from $0^\circ$ to $360^\circ$ run along the horizontal axis, while the vertical axis represents months and years from 1979 to 1990. The contour interval is 0.5°. The positive anomalies ($> +0.5^\circ$) are shaded, while the negative ones ($< -0.5^\circ$) are shown in white. No data are available in the longitude ranges of Africa and South
Figure 9.7 Time–longitude section of the sea surface temperature anomalously in the zone of 5° N–5° S from 1979 to 1990. The interval between isolines is 0.5 °C. Africa and South America are blackened. The positive anomalies (> + 0.5 °C) are shaded, the negative ones (< −0.5 °C) are light. Thin lines indicate the location of ridges and troughs of the many-year waves (Sidorenkov, 2002a, 2002b).
America, so they are depicted in black. The centers of dominant anomalies are joined by light straight lines. It can be clearly seen that these lines are inclined from left to right. Therefore, the anomalies move eastward. The line joining the positive anomalies is a wave crest, while the neighboring line connecting the negative anomalies is a wave trough. The slope of the lines determines the wave velocity. It can be seen that the velocity has varied. Specifically, the wave traveled around the Earth in 4–5 years at the beginning of the time period and in 7 years at its end. Moreover, its motion was nonuniform. For example, the crest was nearly fixed at the 150°E meridian in 1984–1985.

The US Climate Prediction Center publishes the monthly Climate Diagnostics Bulletin, which presents time–longitude sections of some oceanic and atmospheric characteristics. Slow equatorial waves can be seen in many of these sections. They exist simultaneously in the ocean and the atmosphere. Specifically, they are most pronounced in 850-hPa wind velocity anomalies in the atmosphere and in 20 °C isotherm depth anomalies in the ocean (Climate Diagnostics Bulletin).

Figure 9.8 displays a section of 850-hPa zonal wind speed anomalies from the Climate Diagnostics Bulletin. The evolution of a slow wave during the 1996 La Niña and 1997–1998 El Niño events can be seen in the figure. The maximum positive (westerly) wind anomalies were at the 100°E meridian in October 1996 and, moving eastward, reached the South American coast (80°W) in July 1998. The wave traveled an extent of 180° in 1.8 years, that is its revolution period around the Earth was roughly 3.6 years. In these years, the anomalies of atmospheric pressure, outgoing longwave radiation, depth of the 20°C isotherm for 5°N–5°S in the
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ocean, and other characteristics traveled eastward at the same velocity (Climate Diagnostics Bulletin).

In the 1980s, waves moved more slowly, and the revolution period was 4.8 years. In 1990–1993 a wave was nearly motionless, but in 1994 it ran around the Earth in 1.2 years. Thus, the wave velocity can vary from 0 to more than 1 m/s. The revolution period of multiyear waves is a multiple of the Chandler period, the lunar nodal tide period, or the fundamental period of the Earth’s forced nutation. This suggests that these waves are associated with long-period tides and the free and forced nutations of the Earth. That is why they were called nutation waves in (Sidorenkov, 1999, 2000b).

Nutations can be forward and reverse (see Section 5.4.3). The general solution of the wave equation also involves waves propagating in positive and negative directions. It would be natural to expect that multiyear waves can be forward and backward as well, that is eastward- and westward-propagating, respectively. Indeed, they can easily be found by close inspection of time–longitude sections. Let us analyze Figure 9.9, which, like Figures 9.7 and 9.8, shows the time–longitude section of the 925-hPa zonal wind speed anomalies in the equatorial belt constructed from the 1982–1994 NCEP/NCAR reanalysis. Joining the centers of the positive anomalies, which are wave crests, gives lines inclined rightward (heavy lines) and leftward (light lines). The slope of the heavy lines suggests that the wave crests travel eastward, while a reverse situation occurs for the thin lines (i.e. the wave crests travel westward). Similarly, inspecting the negative anomalies of $u$, that is wave troughs, we see that they move in the same manner as the crests: in forward and backward directions. Figures 9.7 and 9.8 present only forward SST anomaly waves, but backward ones can easily be found if desired.

Thus, forward waves moving from west to east and backward waves traveling from east to west are observed in the equatorial ocean and atmosphere. To a certain degree, they determine the long-term variability in hydrometeorological characteristics of the ocean and the atmosphere. Large positive anomalies are formed where forward and backward wave crests meet, and negative anomalies are formed in areas of meeting wave troughs. The areas and times when crests or troughs meet correspond to the longitudes and moments of the onset of El Niño or La Niña. Therefore, the ENSO phenomenon results from the interference of forward and backward multiyear waves traveling simultaneously in the atmosphere and the ocean.

The multiyear waves can be described by the expression

$$u = A_p \exp i(\sigma_p t - k_p \lambda) + A_r \exp i(\sigma_r t + k_r \lambda)$$

(9.5)

where $A$ is the amplitude, $\sigma$ is the circular frequency, $k$ is the wave number, $\lambda$ is the east longitude, and $p$ and $r$ are the indices denoting forward and backward waves, respectively. At a fixed time $t$, the expression $u = A \exp i(\sigma t + k \lambda)$ describes $u$ as a function of $\lambda$. If $t$ varies but the phase remains a constant $(\sigma t + k \lambda = \text{const})$, then the distribution of $u$ remains unchanged. In this case $\frac{\partial u}{\partial \lambda} = \dot{\lambda} = -\frac{\sigma}{k}$ is the wave angular velocity. When $k$ is a scalar, $\dot{\lambda}$ is known as the phase velocity. If $\sigma < 0$, then $\dot{\lambda} > 0$; that is the wave travels in the positive direction (eastward). If $\sigma > 0$, then $\dot{\lambda} < 0$; that is the wave travels in the negative direction (westward).
The first and second terms on the right-hand side of (9.5) describe a forward and a backward wave, respectively. If their parameters are identical, they yield a standing wave: \( u = 2A \cos k \lambda \exp(i\sigma t) \). If the amplitudes of waves (9.5) are different, then the standing wave is superimposed by a wave propagating in the same direction as the larger amplitude wave. Its amplitude is equal to the difference between the amplitudes of the original waves.

When the parameters of the forward and backward waves are different, sum (9.5) gives a traveling wave. The anomaly field produced by two waves with the same

Figure 9.9  Time–longitude section of the zonal winds velocity anomalies at the 925 hPa isobaric surface in equatorial zone from January 1982 to December 1994. The interval between isolines is 1 m/s. Broken and solid lines are the anomalies of the easterly and westerly winds, respectively. Thick and thin lines are the trajectories of the direct and reverse waves, respectively.
frequency but with different amplitudes and phases is

\[ u = A_1 \exp i(\sigma t + k_1 \lambda) + A_2 \exp i(\sigma t + k_2 \lambda) = (A_1 e^{ik_1 \lambda} + A_2 e^{ik_2 \lambda}) e^{i\sigma t} \]

\[ = A_R e^{ik_1 \lambda} e^{i\sigma t} \]  

(9.6)

It is well known that the square of the resulting amplitude \( A_R \) is

\[ A_R^2 = (A_1 e^{ik_1 \lambda} + A_2 e^{ik_2 \lambda})(A_1 e^{-ik_1 \lambda} + A_2 e^{-ik_2 \lambda}) \]

\[ = A_1^2 + A_2^2 + A_1 A_2 (e^{i(k_1 - k_2) \lambda} + e^{-i(k_1 - k_2) \lambda}) \]

\[ = A_1^2 + A_2^2 + 2A_1 A_2 \cos(k_1 - k_2) \lambda \]  

(9.7)

Thus, the total energy is the sum of the energies of the original waves \( A_1^2 + A_2^2 \) plus the additional interference term \( 2A_1 A_2 \cos(k_1 - k_2) \lambda \), which can be positive or negative. The interference effect is determined by the difference between the phases of two waves arriving at the point under consideration.

An analysis of the sections presented suggests that the wave numbers of the fundamental multiyear waves are equal to unity, the phase velocities vary from \( 2\pi/9 \) to \( 2\pi/1 \) rad/year, and the linear velocities range from 14 to 127 cm/s.

The detection of multiyear waves in time–longitude sections is difficult for two major reasons. First, a large number of multiyear waves travel simultaneously in different directions in the ocean and the atmosphere. They interfere to create a complex interference pattern. Second, when moving through a medium, multiyear waves, like any other geophysical waves, give rise to various internal processes (circulation cells, vertical convection, mass and heat transfer, tidal rises and falls near obstacles, etc.), whose intensity depends on local conditions. This is why the wave pattern is always highly diverse. For example, multiyear waves are easily seen in the Pacific, less pronounced in the Atlantic and Indian oceans, and hardly visible over the continents (Climate Diagnostics Bulletin, Sidorenkov, 1991c).

To the best of my knowledge, multiyear waves have not been previously mentioned in publications, although patterns and descriptions of their regional responses in the atmosphere and the ocean can be found in many studies (White and Peterson, 1996; Jacobs and Mitchell, 1996; Trenberths, 1991; Rasmusson, 1991; Petersen and White, 1998). An analysis of 1980–1996 observations in (White and Peterson, 1996; Jacobs and Mitchell, 1996) revealed the Antarctic circumpolar wave (ACW) in the fields of SST, surface pressure, wind velocity, and sea surface height. It travels eastward around Antarctica at a velocity of about 0.1 m/s and completes a revolution in 8–10 years. Since the ACW has a wave number of 2 (its length is half the length of the Antarctic Circle), it leads to oscillations of about 4–5 years in the atmospheric and oceanic characteristics in this region, which are similar to ENSO cycles.

Beginning with (Bjerknes, 1969), processes leading to variability in the ENSO range are usually called teleconnections. For example, in (Petersen and White, 1998) sequences of interannual anomaly fields for SST, SLP, and precipitable water over the Southern Hemisphere in 1982–1994 were presented, in which the evolution of multiyear waves could be observed. However, they were interpreted as slow teleconnections between the tropical ENSO and ACWs through anomalous vertical convection and a regional overturning cell in the troposphere.
When the crests of multiyear waves reach a barrier such as the coast of America or Africa, they create a tide of warm surface water. When a wave trough arrives, a tidal fall and upwelling are observed. The tidal rises and falls enhance anomalies in the hydrometeorological characteristics. The longer the distance a wave travels over the ocean, the higher the tidal rise and the larger the anomalies. This is why El Niño events are weak in the Atlantic off the African coast and are very strong in the Pacific off the American coast. For atmospheric multiyear waves, the continents are not insurmountable barriers, so the coastal tidal effects of multiyear waves are less pronounced.

Thus, the interference of forward and backward multiyear waves and their interaction with the obstacles lead to El Niño and La Niña in the oceans, to variations in the SO phases in the atmosphere and, ultimately, to cycles in the SOI and SST spectra that are multiples of the Chandler period (1.2 years) and the forced lunisolar nutation period.

The spectral-temporal diagrams of SOI constructed in (Schneider and Schonwiese, 1989; Sidorenkov 1998, 2000e, 2001) and the wavelet and waveform analyses in (Astaf’eva and Sonechkin, 1995; Gu and Philander, 1995; Wang and Wang, 1996) reveal the instability of SOI cycles and, hence, the periods of multiyear waves. Generated at certain frequencies, cycles may be damped out after some time and may be excited again at different frequencies. This is why 6-year ENSO cycles prevailed until the mid-twentieth century (Figure 9.2), while 4.9-year ENSO cycles were dominant later (Figure 9.3). This instability is also typical of multiyear waves.

9.4 Modern ENSO Models

Beginning with Bjerknes’ pioneering works (Bjerknes, 1966, 1969), the ENSO is viewed as a self-sustained oscillation in which the SST anomalies in the equatorial Pacific influence the strength of the trade winds. The latter drive oceanic flows, which generate SST anomalies. This concept underlies the modern studies.

The basic technique for studying the physics of the ENSO is numerical simulation. The models used at present include intermediate coupled atmosphere–ocean models consisting of a shallow-water ocean model and a simple atmospheric model (Zebiak and Cane, 1987; Schopf and Suarez, 1988), hybrid coupled models consisting of an ocean general circulation model and a simple atmospheric model (Neelin, 1990; Latif and Villwock, 1990), and coupled general circulation models in which the ocean and atmospheric models are based on the primitive equations and involve fairly complete physical parametrizations (Philander et al., 1992; Mechoso et al., 1993).

The behavior of models is usually analyzed depending on the seasonal cycle amplitude, the model parameters characterizing the coupling of the ocean to the atmosphere, the degree of the interaction between thermocline variations and SST anomalies, and so on. Most models reproduce interannual variability in the frequency range of the ENSO.
It was shown in (Neelin, 1990) that variations in the model temporal coupling parameters and seasonal forcing lead to simultaneous oscillations with a period of 3–4 years arising as Hopf bifurcations at the equator. Instability is facilitated by a decrease in upwelling, an increase in the wind stress response to SST anomalies in the atmospheric model, and by an increase of the vertical temperature gradient in the ocean surface layer. For a stronger coupling, a second bifurcation arises that gives rise to additional 5- to 6-month oscillations, which complicate the temporal evolution of the model.

A theoretical ENSO model, consisting of prognostic equations for SST and thermocline variations, was derived in (Wang and Fang, 1996). The model describes the nonlinear interaction between mixed-layer thermodynamics and upper-ocean dynamics through wind stress and upwelling. The thermocline variations memorize the effect of SST on wind and mediate the atmospheric feedback for SST in a nonlinear form via vertical temperature advection. For an annual mean basic state, the model exhibits a limit cycle with a period of about 34 months. The asymmetry in its evolution leads to secondary superharmonic oscillations. When the basic state varies annually, the limit cycle becomes a strange attractor. Due to the presence of chaos, the major power peaks expand, spread, and shift toward low frequencies. The annually varying basic state not only generates irregularities in the oscillation period but also tends to lock the ENSO period to 3-, 4-, and 5 years.

Thus, all the modern models treat ENSO as self-sustained oscillations of the coupled ocean–atmosphere system without paying attention to the fact that the actual ENSO spectrum contains components that are multiples of the Chandler period (1.2 years) and the lunisolar nutation period (18.6 years) rather than of the annual period. The 18.6-year period is the principal one of many zonal tidal and lunisolar nutation periods. The Chandler period is the free nutation period or the polar motion period. It is determined not by the driving-force frequency but rather by the compression and elastic properties of the Earth. The presence of cycles that are multiples of 18.6 and 1.2 years in the atmospheric and oceanic variability suggests that the atmosphere and the ocean exhibit free and forced nutation motion together with the Earth (Sidorenkov, 2000b, 2000c, 2002).

9.5 The Model of Nonlinear Excitation

During an ENSO, air and water masses are redistributed between the Eastern and Western Hemispheres. The exchange occurs most intensively between the southern subtropical part of the Pacific Ocean and the eastern part of the Indian Ocean. The swing in the oscillations of sea level in the eastern and western parts of the tropical zone of the Pacific Ocean is \( \approx 50 \) cm. Oscillations of atmospheric pressure at the antipodal centers of the action of the Southern oscillation reach 3 hPa at the ENSO frequency. These pressure anomalies are distributed over the globe (Figure 7.1) in the way that is required to excite the polar wobble: the sign of the anomaly over the southwestern part of the Pacific and central Asia is opposite to the sign over the
Indian Ocean and North America (these anomalies are described by the tesseral spherical harmonic \( P_{12}(\theta, \lambda) \)). With this pressure distribution, the axis of the largest moment of inertia of the Earth (i.e. the axis of the Earth’s figure) should deviate toward Asia in a La Niño event and toward North America in an El Niño event. Deviations of the axis of the Earth’s figure from the rotation axis will necessarily give rise to free nutation of the Earth.

Let us now turn from a qualitative to a quantitative treatment of the problem. The excitation of the polar wobbles can be estimated using the equation (Munk and MacDonald, 1960)

\[
\frac{\mathrm{i}}{\sigma} \frac{\mathrm{d}m}{\mathrm{d}t} + m = \Psi
\]

(9.8)

Here, \( \sigma = \sigma + \mathrm{i} \beta \), \( \sigma = \frac{2\pi}{T} \) is the frequency of the free motion of the poles; \( T = 1.2 \) years is the Chandler period; \( \beta \) is the damping decrement; \( \mathrm{i} \) is the square root of \(-1\); \( m = m_1 + \mathrm{i} m_2 \) (\( m_1 \) and \( m_1 \) are the direction cosines of the Earth’s instantaneous angular rotation vector); and \( \Psi = \chi_1 + \mathrm{i} \chi_2 \) (\( \chi_1 \) and \( \chi_2 \) are the components of the effective angular momentum functions) (Barnes et al., 1983; Sidorenkov, 2002).

To explain the observed wobble of the Earth’s pole with a period of one year, it is sufficient for the atmosphere pressure oscillation to have an amplitude of 1.6 hPa; that is \( P(\theta, \lambda) = 1.6 \sin \theta \sin(\lambda - \lambda_0) \) hPa (Munk and MacDonald, 1960). As noted above the amplitude of pressure oscillations during an ENSO reaches 3 hPa, so that excitation of the free nutation of the Earth is quite feasible.

The Chandler wobble of the poles induces a polar tide in the atmosphere and ocean. For example, the static polar tide in the ocean has the form (Munk and MacDonald, 1960)

\[
\zeta = -\frac{1 + k - h \omega^2 R^2}{2g} \sin 2\theta (m_1 \cos \lambda + m_2 \sin \lambda)
\]

(9.9)

where \( k \) and \( h \) are Love numbers, \( \omega \) is the magnitude of the Earth’s angular rotation vector, \( g \) is acceleration of Earth’s gravity, \( \theta \) is the colatitude, and \( \lambda \) is the longitude. In the atmosphere, the polar tide is described by the same expression, since

\[
\Delta P = \int_0^\zeta \rho gdz
\]

(9.10)

but with a different amplitude. We should stress that the amplitude is a function of the polar deviation \( m \).

The typical amplitude of the static polar tide in the ocean is 0.5 cm. However, analysis of tide records indicates a resonant spectral density peak at period \( T \) (Munk and MacDonald, 1960). A 14-month periodicity in the Atlantic subtropical circulation has repeatedly been noted (Lappo, Gulev, and Rozhdestvenskiy, 1990; Shuleykin, 1965).

By analogy with Equations 9.9 and 9.10, we might expect that, in the case of linear interactions of nutation waves, the amplitude \( A \) of the exciting function \( \Psi \) for the atmosphere and the ocean must be a function of \( m \). However, the presence of
superharmonics of the Chandler period (∼2.4, 3.6, 4.8, and 6.0 years) and subharmonics of the forced nutation period (∼2.3, 3.7, 4.7, and 6.2 years) in the ENSO and atmospheric angular momentum spectra indicate the nonlinear interaction of the forced and free nutation motions of the Earth, ocean, and atmosphere. Therefore, we assume that the amplitude \( A_k \) of each harmonic with number \( k \) of the exciting function \( \Psi \) has a power-law dependence on the value \( m \): \( A_k = \mu_k m^{\alpha_k} \), where \( \alpha_k \) is a power-law exponent different from unity and \( \mu_k \) is a proportionality coefficient (Sidorenkov, 2002a, 2002b).

Using this assumption, we can approximate the function \( \Psi \) by the sum of \( N \) harmonics:

\[
\Psi = \sum_{k=1}^{N} \mu_k m^{\alpha_k} \exp(i\omega_k t) = \sum_{k=1}^{N} \mu_k m^{\alpha_k} \exp(i\omega_k t) \quad (9.11)
\]

Here, \( k \) is the number of the harmonic, \( \omega_k \) is its frequency, and \( \omega_k t_0 \) is the initial phase, which is set equal to zero. For superharmonics of the Chandler frequency, \( \omega_k = \sigma/n_k \), where \( n_k = 2, 3, 4, \ldots \) are superharmonics numbers.

We were not able to find a solution of Equation 9.8 with the function \( \Psi \) in the form (9.11). Therefore, we simplified expression (9.11):

\[
\Psi = m^{\alpha} \sum_{k=1}^{N} \mu_k \exp(i\omega_k t) \quad (9.12)
\]

Then, the solution of Equation 9.8 with the function \( \Psi \) given by (9.12) at \( m(0) = m_0 \) takes the form

\[
m(t) = \left\{ m_0^{1-\alpha} \exp[(1-\alpha)\sigma it] - i\sigma(1-\alpha) \exp[(1-\alpha)\sigma it] \right. \\
\left. \times \left[ \exp[(\alpha-1)\sigma it] \left( \sum_{k=1}^{N} \mu_k \exp(i\omega_k t) \right) \right] \right\}^{\frac{1}{1-\alpha}}
\]

\[
= \left\{ m_0^{1-\alpha} \exp[(1-\alpha)\sigma it] + \sum_{k=1}^{N} \frac{\mu_k(1-\alpha)\sigma}{(1-\alpha)\sigma - \omega_k} \exp(i\omega_k t) \right. \\
\left. - \exp[(1-\alpha)i\sigma t] \right\}^{\frac{1}{1-\alpha}} \quad (9.13)
\]

The first term in braces of (9.13) describes the free motion of the pole due to its initial deviation \( m_0 \). The second term (first sum) describes the overall forced motion of the pole with the excitation frequencies \( \omega_k \). The third term (second sum) describes the polar motion caused by the function \( \Psi \) with the fundamental frequency \( \sigma \).

Expression (9.13) describes the result in the most general form. To make this equation easier to understand, we make the following simplifications: (a) we neglect the initial deviation of the pole; that is we set \( m_0 = 0 \), and (b) we neglect damping; that is we set \( \sigma = \sigma \). In this case, expression (9.13) takes the form

\[
m(t) = \left\{ m^{1-\alpha} \exp[(1-\alpha)\sigma it] - i\sigma(1-\alpha) \exp[(1-\alpha)\sigma it] \right. \\
\left. \times \left[ \exp[(\alpha-1)\sigma it] \left( \sum_{k=1}^{N} \frac{\mu_k(1-\alpha)\sigma}{(1-\alpha)\sigma - \omega_k} \exp(i\omega_k t) \right) \right] \right\}^{\frac{1}{1-\alpha}}
\]
\[ m(t) = \left\{ \begin{array}{c}
  \sum_{k=1}^{N} \frac{\mu_k(1-\alpha)\sigma}{[1-\alpha]\sigma-\omega_k} \left[ \exp(i\omega_k t) - \exp\left[(1-\alpha)i\sigma t\right] \right]
  \div [1-\alpha] \\
  \sum_{k=1}^{N} \frac{\mu_k(1-\alpha)\sigma}{[1-\alpha]\sigma-\omega_k} \left[ 2\sin \left( \frac{\omega_k - (1-\alpha)\sigma t}{2} \right) \exp \left( \frac{\omega_k + (1-\alpha)\sigma}{2} t \right) \right]
\end{array} \right\}^{\frac{1}{1-\alpha}} \]  

(9.14)

For \((1-\alpha)\sigma = \omega_k\), the term with number \(k\) in (9.14) is an indeterminate form of the type \(0/0\). For superharmonics of the Chandler frequency, the exponent \(\frac{1}{1-\alpha} = n_k\) is equal to a positive integer number \((n_k = 2, 3, 4, \ldots)\). Let us suppose, for example, that \(\omega_1 = (1-\alpha)\sigma\). Then, the sine of the small angle in the first term of (9.14) can be replaced by the angle itself and will cancel from the numerator and denominator. All other terms (with numbers \(k = 2, 3, \ldots, N\)) remain unchanged, and we obtain

\[ m(t) = \left\{ -\mu_1(1-\alpha)i\sigma t \exp(i\omega_1 t) + \sum_{k=2}^{N} \frac{\mu_k(1-\alpha)\sigma}{[1-\alpha]\sigma-\omega_k} \left[ \exp(i\omega_k t) - \exp[(1-\alpha)i\sigma t] \right] \right\}^{\frac{1}{1-\alpha}} \]  

(9.15)

The same result will be obtained if we formally evaluate the indeterminate form in (9.14) using L’Hopital’s rule. The coefficient in the first exponential term increases with time \(t\). All other terms have constant coefficients. Thus, at sufficiently large \(t\), we can neglect all terms in braces except for the first.

In another time interval, a periodicity with frequency \(\omega_k\) may dominate. In this case, analysis of the behavior of \(m\) gives a result similar to (9.15). Summing the resonant contributions from all terms, we obtain

\[ m(t) \approx \left\{ \sum_{k=1}^{N} \left[ -\mu_k(1-\alpha)i\sigma t \exp(i\omega_k t) \right] \right\}^{\frac{1}{1-\alpha}} \]  

(9.16)

Here, we took into account the relations \((1-\alpha)\sigma = \omega_k\), and \(\frac{1}{1-\alpha} = n_k\).

Thus, for \(\sigma = n_k\omega_k\), that is when the frequency of free oscillations of the pole is an integer multiple of the excitation frequency, a combinational resonance arises. The perturbing forces act synchronously with the proper oscillations of the Earth, giving rise to an intense swinging of the Earth about its rotation axis. The amplitude of the polar oscillations increases with time according to a power law (i.e. proportional to \(t^{n_k}\)), the more rapidly, the lower the frequency of the superharmonics excitation component. Even low-power oscillations of the exciting function \(\Psi\) can lead to significant oscillations of the instantaneous angular rotation vector \(m\) of the Earth. As the amplitude of the polar oscillations increases, resistance leading to damping of the oscillation grows, so that an infinite increase of the amplitude becomes impossible.
It is well known that the intensities of QBO, ENSO, and polar motion vary with time. D.M. Sonechkin (Vlasova, 1987) pointed out that extrema of QBO easterlies alternate with a period of 14 years. It was noted in (Gu and Philander, 1995; Wang and Wang, 1996) that 4-year ENSO periods prevailed in 1872–1890, while 3-year ENSO periods dominated in 1890–1910. After 1910, the dominant period switched to 7 years. The dominant period was 5–6 years from 1940 to 1960, 2 years in the 1960s, and 4–5 years in 1971–1995. The ENSO amplitudes were large in 1870–1915, small in 1915–1950, and again large after 1960. A similar pattern was observed in the CW amplitudes.

To demonstrate the instability of CW and ENSO, we calculated (with the help of a filter) the time series of the Chandler component of the North Pole's coordinate \( y \) over the entire 110-year observed series and compared it to the SOI time series (Figure 9.10). An analysis of the plot shows that the CW amplitudes in 1890–1915 and 1947–1960 were three and five times larger than in 1925–1943. It can be clearly seen that CW is amplitude modulated. The period between the amplitude maxima (beat period) is 40 years. This suggests that CW is the sum of two oscillations with very close periods. They can be calculated using the formula

\[
2 \cos \left( \frac{1}{T_1} - \frac{1}{T_2} \right) \pi t \cos \left( \frac{1}{T_1} + \frac{1}{T_2} \right) \pi t = \cos 2\pi \frac{1}{T_1} t + \cos 2\pi \frac{1}{T_2} t \tag{9.17}
\]

where \( T_1 \) and \( T_2 \) are the periods of the first and second oscillations, \( \frac{1}{T_1} - \frac{1}{T_2} \) is the beat frequency, and \( \frac{1}{2} \left( \frac{1}{T_1} + \frac{1}{T_2} \right) \) is the carrier frequency. Since \( T_1 = 1.2 \) years and the beat period is 40 years (\( \frac{T_1 T_2}{T_2 - T_1} = 40 \)), it is easy to see that \( T_2 = 1.24 \) years. This side period is associated with a peak in the power spectrum of the pole motion (Figure 9.6).

In 1921–1938, the SOI variations decreased noticeably. Simultaneously, the polar motion was damped out as well. Specifically, the Chandler wobbles (CW) amplitude decreased by several times, the CW period lengthened, and the CW phase changed. These findings demonstrate that ENSO is consistent with the polar motion. Likely, time variations in the ENSO intensity lead to instability in CW excitation. The instability of ENSO is likely caused by the influence of the seasonal cycle phase on the nutation motion of the atmosphere and the ocean.
The QBO period in stratospheric winds was first about 26 months (until 1964), then increased up to 30 months, and next (starting in 1990) again decreased to 27 months (Sidorenkov, 1998). Possibly, there is an inversely proportional coupling between the QBO period and the CW amplitude: the QBO period decreases for large CW amplitudes and increases for small CW amplitudes. In 1921–1940, the CW amplitudes were extremely small, and we can expect a considerable increase in the QBO periods. Unfortunately, this conclusion cannot be checked because of the lack of observations in that period.

Polar motion is a major but not a unique manifestation of the Chandler period. It is well known that the lunar nodes precess westward around the ecliptic, completing a revolution in 18.61 years. Lunar perigee moves eastward, completing a revolution in 8.85 years. Because of these opposite motions, a node meets perigee in exactly 6 years:

$$\frac{1}{18.61} + \frac{1}{8.85} = \frac{1}{6.0}$$

The Earth, moving eastward around the Sun, overtakes lunar perigee every 412 days, which is close to the Chandler period. Subtracting the node and lunar perigee frequencies from the Earth’s annual frequency gives the exact Chandler frequency:

$$\frac{1}{1.0} - \left( \frac{1}{18.61} + \frac{1}{8.85} \right) = \frac{1}{1.2}$$ (9.18)

All these coincidences suggest that the Earth’s daily rotation rate and even processes occurring on the Earth have become locked to the cycles of the Earth–Moon–Sun system over the billions years of the Solar System’s evolution. On the basis of Equation 9.18 Avsyuk (1996) supposes that the Chandler wobble arises because of the gravitational effect of the Moon on the inner solid core of the Earth.
10
Mechanical Action of the Atmosphere on the Earth’s Rotation

10.1 Friction and Pressure Torques

The atmosphere is in unceasing motion relative to the Earth’s surface. At movement of air near a terrestrial surface the frictional stress $\tau$ develops that is proportional to the square of the wind speed and coincides in direction with the wind direction. When westerly winds blow (the air outruns the Earth) the frictional stress produces a positive force moment $\tau R \sin \theta \, dS$ accelerating the Earth’s rotation. Here $R$ is the radius of the Earth, $\theta$ is the 90° colatitude, $dS = R^2 \sin \theta \, d\theta \, d\lambda$ is an elementary area, and $\lambda$ is the longitude. With easterly winds, that is, when the air lags behind the motion of the Earth, the moment of the frictional force retards its rotation. As is known, easterly winds predominate at low latitudes while westerly winds predominate at temperate latitudes, so that in the equatorial zone the atmosphere slows the Earth’s rotation while in the zone of temperate latitudes it accelerates it. The resultant moment of the frictional forces, while small in comparison with the magnitude of each of the components individually, is sufficient, as will be clear from what follows, to produce the observed changes in the Earth’s rotation rate.

The frictional stress $\tau$, which is uniquely determined from the height distribution of the wind in the planetary boundary layer of the atmosphere, includes both the turbulent stress and the aerodynamic pressure of the air on the irregularities of the underlying surface. If the irregularities were distributed uniformly enough over the Earth (so that they could be characterized statistically by one roughness parameter) then no complications would arise with the calculation of the total force of the action of the atmosphere on the Earth. The irregularities are far from uniformly distributed over the Earth, however. Mountain ranges of the Cordillera and Andes type stretch out for tens of thousands of kilometers in the meridional direction, whereas they extend for only a few hundred kilometers in the latitudinal direction. Such individual ranges are a kind of “sail” standing in the path of winds. They cannot yet be characterized statistically by some roughness parameter. Therefore, in order to determine the total force of mechanical action one must, in addition to the frictional stress, also take into account the force of atmospheric pressure on each range separately. An insuperable difficulty arises here – how to separate this pressure force
from that part of it that is already involved in the stress of turbulent friction as the force of aerodynamic pressure on the irregularities that are characterized statistically by a roughness parameter?

Let us compute the moment of the pressure forces acting on a mountain range. Let the vertical elementary area $d\sigma = Rd\theta dR$ of the Earth’s surface be oriented along meridian, and let a pressure drop $P_W - P_E$ exists between its west and east sides, where $P_W$ and $P_E$ are the pressures on the west and east sides of the area, respectively. The moment of the pressure forces applied to the area is obviously equal to $(P_W - P_E) R \sin \theta d\sigma$. The force moment acting on the entire range is $\int_\sigma (P_W - P_E) R \sin \theta d\sigma$ where $\sigma$ is the area of the projection of the range onto the vertical plane directed along the meridian. When $P_W > P_E$ the moment of the pressure forces accelerates the Earth’s rotation, while when $P_W < P_E$ it retards it.

Integrating the moments of frictional forces over the Earth’s entire surface and summing the moments of the pressure forces over all separately standing mountain ranges. We get the acceleration of the rotation rate of the absolute rigid Earth (see Section 4.4)

$$\Omega \frac{dv_3}{dt} \approx \frac{d\theta}{dt} = \frac{1}{C} \left[ \int_\sigma \tau R \sin \theta d\sigma + \sum_{i=0}^{N} \left( \int_{\sigma_i} (P_W - P_E) R \sin \theta d\sigma \right) \right]$$

(10.1)

where $v_3 \approx \omega_3 - \Omega$ is the dimensionless deviation of the angular velocity of the Earth’s rotation; $\omega_3 \approx \omega$ is the projection of instant angular velocity to the polar axis $OX_3$; $\Omega$ is the mean value of the angular velocity, $t$ is the time, $C$ is the polar moment of inertia of the Earth. $N$ is the number of mountain ranges, $S$ is the area of the Earth’s surface, and $\sigma_i$ is the surface area of the $i$th mountain range. Later, our problem will consist in calculating the moments of the frictional stress forces, and ultimately in determining the nonuniformity of the Earth’s rotation due to the mechanical action of the atmosphere on the Earth.

10.2 Mechanical Interaction of the Atmosphere with the Underlying Surface

The Earth’s surface greatly influences the relative movement of air. The bottom layer of the airflow “sticks” to the Earth’s surface and partly loses its momentum, that is decelerated due to the aerodynamic drag on surface irregularities. Because of the turbulent viscosity, the deceleration involves a rather thick layer of the atmosphere. According to observational data, the dynamic influence of the underlying surface extends as high as 1.5–2 km above the Earth’s surface, depending on the surface roughness, atmospheric stratification, wind velocity, and some other factors. The atmosphere’s bottom layer, in which the forces of turbulent friction play an important role, alongside the pressure gradient and the Coriolis force, is the planetary boundary layer. Let the thickness of the layer be denoted by $H$.

Steady zonal horizontally homogeneous air motion in the planetary boundary layer is described by the equations (Gandin et al., 1955):
\[
\frac{d}{dz} k \frac{d\psi}{dz} + 2\omega \cos \theta \psi = \frac{1}{R} \frac{\partial P}{\partial \theta}
\]
\[
\frac{d}{dz} k \frac{d\psi}{dz} - 2\omega \cos \theta \psi = \frac{1}{\rho R \sin \theta} \frac{\partial P}{\partial \lambda}
\]

where \( k = k_z \) is the coefficient of turbulent viscosity; \( z \) is the height; \( \psi \) and \( \varphi \) are the zonal and meridional components of the mean wind directed from west to east and from north to south, respectively; \( P \) is the atmospheric pressure. Hereafter, signs of averaging are omitted for short. Note that, in low latitudes, the inertial forces neglected in Equations 10.2 are comparable with the Coriolis force. Therefore, Equations 10.2 do not describe the real air motion, at least in a latitudinal zone of \( 5^\circ \) North to \( 5^\circ \) South.

Estimations show that the pressure gradient and Coriolis force in the atmosphere’s lowermost layer as thick as \( 0.1 \ H \) are negligibly small in comparison with the turbulent friction. This layer is called the surface layer. Motion in the surface layer occurs because its lower layers are entrained into the upper layers moving under the action of the pressure gradient force. This is why the surface layer is sometimes referred to as the nonpressure layer.

Thereby, the steady zonal horizontally homogeneous air motion in the surface layer can be described by the following equations:

\[
\frac{d}{dz} k \frac{d\psi}{dz} = \frac{1}{\rho} \frac{d\tau_\lambda}{dz} = 0
\]
\[
\frac{d}{dz} k \frac{d\varphi}{dz} = \frac{1}{\rho} \frac{d\tau_\theta}{dz} = 0
\]

where \( \tau_\lambda \) and \( \tau_\theta \) are the zonal and meridional components of friction stress in the surface layer, respectively. It is convenient to introduce the complex velocity \( w = u + iv \) and the friction stress \( \tau = \tau_\lambda + i\tau_\theta \). Then systems (10.2) and (10.3) are reduced to the following equations:

\[
\frac{d}{dz} k \frac{dw}{dz} + 2i\omega \cos \theta w = \frac{i}{R} \frac{\partial P}{\partial \theta} + \frac{1}{\rho R \sin \theta} \frac{\partial P}{\partial \lambda}
\]
\[
\frac{d}{dz} k \frac{dw}{dz} = \frac{1}{\rho} \frac{d\tau}{dz} = 0
\]

As follows from Equation 10.5, friction stress in the surface layer is constant at a given time point (independent of the height).

Observations show that, in the surface layer, the coefficient of turbulent viscosity increases almost linearly with height. Above the surface layer, the growth slows down. Some researchers believe that at some height the growth of \( k \) is replaced by its decrease. But, in general, the coefficient of turbulent viscosity changes insignificantly above the surface layer. The above-stated can be illustrated by a profile of the turbulent viscosity coefficient, based on observations in Leipzig (Matveev, 1965).

<table>
<thead>
<tr>
<th>( z, \text{ m} )</th>
<th>50</th>
<th>100</th>
<th>200</th>
<th>300</th>
<th>400</th>
<th>500</th>
<th>700</th>
<th>900</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k, \text{ m}^2/\text{s} )</td>
<td>10.4</td>
<td>12.8</td>
<td>14.1</td>
<td>14.1</td>
<td>13.1</td>
<td>11.8</td>
<td>9.3</td>
<td>5.5</td>
</tr>
</tbody>
</table>
As the details of the wind field do not interest us, we suppose that the turbulence factor in the surface layer increases linearly with height, remaining constant in other parts of the planetary boundary layer, that is:

\[ k = \begin{cases} 
    k_1 z' & z' \leq h \\
    K & z' > h 
\end{cases} \quad (10.6) \]

where \( k_1 \) is the turbulence factor at a height of 1 m; \( h \) is the thickness of the surface layer; \( z' = z - d \) is the height counted off from some reference level (height) of displacement \( z = d \). We also assume that the pressure gradient and density of air in the planetary boundary layer do not depend on the height.

Double integrating of Equation 10.5 with respect to height between the limits \( z_0 \) and \( z' \) gives the following formula for the wind velocity at the height \( z' \leq h \):

\[ w(z') = \frac{w^2}{k_1} \ln \frac{z' + z_0}{z_0} \quad (10.7) \]

where \( w_* = \sqrt{\tau/\rho} \) is the dynamic velocity or the friction speed; \( z_0 \) is the parameter of roughness or the height that is counted off from the upper boundary of the displacement layer and at which the mean wind velocity would become zero, if the logarithmic law is applicable up to this height.

The coefficient of turbulent viscosity \( k \) at a given height depends on many factors, the thermal stratification and the dynamic velocity of wind being principal. Thereby, the coefficient changes considerably with time. For example, in summer, the value of \( k \) in afternoons can be 10–12 times greater than that at nights. In the case of the indifferent stratification, for a given height of the surface layer and at a given time point, the coefficient of turbulent viscosity can be supposed to depend only on the dynamic velocity. As is generally known, that dependence is:

\[ k = \kappa w_* z' \quad (10.8) \]

where \( \kappa \) is the Karman constant. Based on numerous calculations, \( \kappa = 0.4 \). In view of (10.8), expression (10.7) becomes:

\[ w(z') = \frac{k_1}{k^2} \ln \frac{z' + z_0}{z_0} = \frac{w_*}{\kappa} \ln \frac{z' + z_0}{z_0} \quad z' \leq h \quad (10.9) \]

If \( w(z') \) is known, expression (10.9) makes it possible to easily determine the friction stress:

\[ \tau = \frac{\kappa^2}{\ln \left( \frac{z' + z_0}{z_0} \right)^2} \rho w^2(z') \quad (10.10) \]

Within the limits of the surface layer, the friction stress is independent of the height. Equating the real parts of the left and right parts of expression (10.10), we find the zonal component of friction stress:

\[ \tau_\kappa = \frac{\kappa^2}{\ln \left( \frac{z' + z_0}{z_0} \right)^2} \rho u^2(z') \quad (10.11) \]
Numerous experiments on direct measurement of friction stress at the surface give the following:

\[ \tau_h = c_z \rho u^2 \]  

(10.12)

where \( c_z \) is the coefficient of friction attributed to the height at which the wind velocity \( z \) is measured. Comparison of relations (10.12) and (10.11) gives the following expression for the coefficient of friction:

\[ c_z' = \frac{k^2}{(\ln \frac{z' + z_0}{z_0})^2} \]  

(10.13)

Expression (10.13) shows that \( c_z' \) is independent of the wind velocity, depending only on the height \( z' \) at which it is measured. For a fixed height of wind velocity measurement, the coefficient of friction depends on the underlying surface’s roughness that is statistically characterized by the roughness parameter \( z_0 \).

Table 10.1 shows the values of the roughness parameter \( z_0 \) (Sutton, 1953; Matveev, 1965) and the values of the coefficient of friction for natural surfaces for the indifferent stratification (the wind velocity is measured at the height \( z' \)). The coefficient of friction is calculated by formula (10.13).

The coefficient of friction between the air and the water surface is determined by its roughness parameter. Obviously, the roughness parameter on the water surface

<table>
<thead>
<tr>
<th>Surface</th>
<th>( z_0, \text{ cm} )</th>
<th>( z' = 2 \text{ m} )</th>
<th>( z' = 50 \text{ m} )</th>
<th>( z' = 100 \text{ m} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ice</td>
<td>0.001</td>
<td>0.001</td>
<td>0.0007</td>
<td></td>
</tr>
<tr>
<td>Desert</td>
<td>0.03</td>
<td>0.002</td>
<td>0.0011</td>
<td></td>
</tr>
<tr>
<td>Snow</td>
<td>0.08</td>
<td>0.002</td>
<td>0.0013</td>
<td></td>
</tr>
<tr>
<td>Meadow with grass up to 1 cm in height</td>
<td>0.1</td>
<td>0.003</td>
<td>0.0014</td>
<td></td>
</tr>
<tr>
<td>Plain with scanty grass up to 10 cm in height</td>
<td>0.7</td>
<td>0.005</td>
<td>0.0020</td>
<td></td>
</tr>
<tr>
<td>Dense grass up to 10 cm in height</td>
<td>2.3</td>
<td>0.008</td>
<td>0.0027</td>
<td></td>
</tr>
<tr>
<td>Airfield</td>
<td>2.5</td>
<td>0.008</td>
<td>0.0028</td>
<td></td>
</tr>
<tr>
<td>Wheat field</td>
<td>5</td>
<td>0.012</td>
<td>0.0034</td>
<td></td>
</tr>
<tr>
<td>Grass up to 60–70 cm in height, at the wind velocity: ( u_2 = 1.5 \text{ km/s} )</td>
<td>9.0</td>
<td>0.016</td>
<td>0.0040</td>
<td></td>
</tr>
<tr>
<td></td>
<td>6.1</td>
<td>0.013</td>
<td>0.0036</td>
<td></td>
</tr>
<tr>
<td></td>
<td>3.7</td>
<td>0.010</td>
<td>0.0031</td>
<td></td>
</tr>
<tr>
<td>Bush</td>
<td>10</td>
<td>0.004</td>
<td>0.003</td>
<td></td>
</tr>
<tr>
<td>Woody plain</td>
<td>100</td>
<td>0.010</td>
<td>0.005</td>
<td></td>
</tr>
<tr>
<td>Large city</td>
<td>400</td>
<td>0.024</td>
<td>0.015</td>
<td></td>
</tr>
<tr>
<td>Hilly, irregular terrain</td>
<td>500</td>
<td>0.028</td>
<td>0.017</td>
<td></td>
</tr>
<tr>
<td>Highland</td>
<td>1000</td>
<td>0.050</td>
<td>0.029</td>
<td></td>
</tr>
</tbody>
</table>
depends on waves caused mainly by wind. Consequently, the coefficient of friction is bound to depend on the wind velocity. At present, there are conflicting conclusions concerning that dependence. It is only established that the dependence is weak (Deacon and Webb, 1962; Garratt, 1977). In the light of this, the coefficient of friction for the sea surface is hereafter believed to be independent of the wind velocity.

To calculate the frictional stress $\tau_f$, we need to know not only the coefficient of friction but also the velocity of the zonal wind at some height $z' \leq h$. However, scanty data on the wind field in the surface layer of the global atmosphere is insufficient for the task of calculating the total moment of the friction forces that the whole atmosphere imparts to the Earth. Therefore, in order to calculate the total moment, it is necessary to derive wind characteristics from the atmospheric pressure field, which can be determined more reliably than the wind field because of its weak variability.

Following Guldberg and Mohn, in the first, very rough approximation, for solids, the force of friction can be taken instead of the force of viscosity. In that case, Equation 10.4 is of the form:

$$-\mu w + 2i\omega \cos \theta w = \frac{i}{\rho R} \frac{dP}{d\theta} + \frac{1}{\rho R \sin \theta} \frac{dP}{d\lambda}$$  \hspace{1cm} (10.14)

where $\mu$ is the Guldberg–Mohn coefficient of friction that is determined by the following relation:

$$\mu = 2 \omega \cos \theta \cot \gamma$$  \hspace{1cm} (10.15)

where $\gamma$ is the angle between the wind direction and the atmospheric-pressure gradient direction. Solving Equation 10.4 with respect to $w$ in view of relation (10.15) and separating the real and imaginary parts gives the zonal and meridional components of the wind velocity:

$$u_\lambda = \frac{\sin^2 \gamma}{2 \rho \omega R \cos \theta} \frac{dP}{d\theta} - \frac{\sin 2\gamma}{2 \rho \omega R \sin 2\theta} \frac{dP}{d\lambda}$$  \hspace{1cm} (10.16)

$$v_\theta = -\frac{\sin^2 \gamma}{\rho \omega R \sin 2\theta} \frac{dP}{d\lambda} - \frac{\sin 2\gamma}{4 \rho \omega R \cos \theta} \frac{dP}{d\theta}$$  \hspace{1cm} (10.17)

In this way, the zonal wind velocity is determined in some works (Pariiski and Berlyand, 1953; Sidorenkov, 1963).

The second approximation is the well-known Ekman–Åkerblom model. Equation 10.4 is the input equation for this model. Let us introduce an equation for the geostrophic wind $G$:

$$G = G_\lambda + iG_\theta = \frac{1}{2i\omega \cos \theta} \left( \frac{dP}{\rho R \sin \theta d\lambda} + \frac{idP}{\rho R d\theta} \right)$$  \hspace{1cm} (10.18)

Let us assume that $G, \rho$ and $K$ do not depend on the height. Then Equation 10.4 can be re-arranged as follows:

$$\frac{d^2 \Phi}{dz'^2} + 2i\omega^2 \Phi = 0$$  \hspace{1cm} (10.19)
where
\[ \Phi = w - G; \quad a = \sqrt{\frac{\omega \cos \theta}{k}}; \quad 2i = (1 + i)^2 \]

Solving Equation 10.19, which is a linear homogeneous second-order equation with constant coefficients, gives:
\[ w = C_1 e^{(1-i)a'z'} + C_2 e^{-(1-i)a'z'}; \quad z' \geq h \]  \hspace{1cm} (10.20)

where \( C_1 \) and \( C_2 \) are the complex constants of integration. As at \( z' \to \infty \) \( w \to G \neq \infty \), the constant \( C_1 = 0 \). The constant of integration \( C_2 \) can be determined either by equalizing the wind velocities calculated by (10.9) and (10.20), respectively, at a level of \( z' = h \), or, as Ekman and Åkerblom did, assuming that air “sticks” to the surface (at \( z = 0, w = 0 \)) if the turbulent viscosity coefficient constancy condition is applied to the whole planetary boundary layer. In the former case, we have for \( C_2 \):
\[ C_2 = \left( \frac{k_1}{k^2} \ln \frac{h + z_0}{z_0} - G \right) e^{a(1-i)h} \]
and in the latter:
\[ C_2 = -G \]

Substituting the values of the constants \( C_1 \) and \( C_2 \) into expression (10.20) gives for the first case:
\[ w(z') = G(1-e^{-(1-i)a'(z'-h)}) + \frac{k_1}{k^2} \ln \frac{h + z_0}{z_0} e^{-(1-i)a'(z'-h)}; \quad z' \geq h \]  \hspace{1cm} (10.21)

and for the second case:
\[ w(z) = G(1-e^{-a(1-i)z}) \]  \hspace{1cm} (10.22)

Equating the real parts on the left and right sides of relations (10.21) and (10.22), we obtain the zonal wind velocity for the first case:
\[ u(z') = G_h \{1-e^{-a(z'-h)} \cos a(z'-h)\} + \frac{k_1}{k^2} \ln \frac{h + z_0}{z_0} e^{-a(z'-h)} \times \cos a(z'-h) + G_0 e^{-a(z'-h)} \sin a(z'-h) \]  \hspace{1cm} (10.23)

and for the second case:
\[ u(z) = G_h (1-e^{-az} \cos az) + G_0 e^{-az} \sin az \]  \hspace{1cm} (10.24)

Similarly, for the first case, the meridional wind velocity is:
\[ v_0(z') = G_0 (1-e^{-a(z'-h)} \cos a(z'-h)) + \frac{k_1}{k^2} \ln \frac{h + z_0}{z_0} e^{-a(z'-h)} \times \sin a(z'-h) - G_h e^{-a(z'-h)} \sin a(z'-h) \]  \hspace{1cm} (10.25)

and for the second case:
\[ v(z) = G_0 (1-e^{-az} \cos az) - G_h e^{-az} \sin az \]  \hspace{1cm} (10.26)
Here:

\[ G_x = \frac{1}{2\omega \cos \theta \rho R \, d\theta} \quad \text{and} \quad G_\theta = -\frac{1}{2\omega \cos \theta \rho R \sin \theta \, d\lambda} \quad (10.27) \]

The wind profile described by relation (10.22) is the Ekman–Akerblom profile. It is a particular case of the wind profile described by relation (10.21). It is known that the Ekman–Akerblom wind profile has little relation to the actual situation in the surface layer. Thus, near the Earth’s surface, the wind deviation angle is much less, and the wind velocity is much more, than the theoretical value. However, the farther from the Earth’s surface (higher than the surface layer), the more the profile agrees with the theoretical values.

Note that there are more rigorous theories of the planetary boundary layer (Monin and Yaglom, 1965; Zilitinkevich, 1970; Haltiner and Martin, 1957). For example, Zilitinkevich showed (Zilitinkevich, 1970) that the dynamic velocity \( w \) should only depend on the Rossby number and the stratification parameter. However, despite its elegance, this theory is difficult to use because of the uncertainty of its parameters. Therefore, we have chosen the above-explained semiempirical theory that is less strict but more suitable for calculations.

10.3 Implementation of Calculations

In (Sidorenkov, 1979) a 20-year series of fluctuations in the Earth’s rotation rate was calculated using the method of the torque approach. Maps of the monthly average atmospheric pressure at sea level, which have been compiled since 1956 at the Branch of World Weather Analysis of the Hydrometeorological Center of the USSR, served as the initial data. The archive of data on the monthly average atmospheric pressure at sea level for the 242 months from November 1956 to December 1976 at the nodes of a coordinate grid formed by the intersection of meridians every 20° and parallels every 5° was compiled. The angular accelerations of the Earth’s rotation were determined by the numerical integration of Equation 10.1.

The zonal components of the stress of turbulent friction were calculated by the formula

\[ \tau = \frac{k^2}{2\ln \left( \frac{h + z_0}{z_0} \right)} \rho w^2(h) = c \rho u^2(h) \quad (10.28) \]

where \( z_0 \) is the roughness parameter, \( \rho \) is the air density, and \( c \) is the coefficient of surface friction, which is referred to the height \( z' = h \) of the wind speed measurement. The zonal wind speed \( u \) at the upper boundary of the surface layer \( (z' = h) \) was determined from the Ekman–Akerblom equation

\[ u(h) = \frac{1 - \exp \left( -\sqrt{\frac{\alpha \cos \theta}{k h}} \right) \cos \sqrt{\frac{\alpha \cos \theta}{k h}} \, dP}{2\rho \omega \cos \theta \, d\theta} \quad (10.29) \]
Here, $K$ is the coefficient of turbulent viscosity; $h$ is the thickness of the surface layer of the atmosphere; $P$ is the atmospheric pressure.

The calculations of characteristics of the Earth’s rotation rate by meteorological data were roughly simplified. Therefore, the calculated series of theoretical deviations $\nu^T$ are inexact. They are no more than appropriate indices of the atmosphere’s mechanical effect on the Earth. Figure 10.1 presents the comparison of the results of calculations with the data of astronomical observations. It shows that they are similar in large detail. Probable errors may primary be associated with a rough assumption that the coefficient of turbulent viscosity $K$ is constant (Sidorenkov, 1979). The multiyear variations in the theoretical deviations $\nu^T$ agree well with the observational deviations $\nu^A$. In particular, such features as the acceleration of the Earth’s rotation in 1958–1961 and 1972–1975 and the retardation in 1962–1971 and in 1976, which were observed by astronomical methods, are also well reproduced by the above calculations.

Consequently, the multiyear variations in the Earth’s rotation rate are due to the mechanical action of the atmosphere on the Earth. The atmosphere creates the moments of frictional and pressure forces that are applied to the Earth’s surface and change the Earth’s rotation rate. The theory allows one to calculate with satisfactory accuracy the multiyear variations in the Earth’s rotation rate, using the available global data on the pressure and wind fields. In other words, the decadal fluctuations
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*Figure 10.1* Variations in the mean monthly values of the Earth’s rotation rate for the last 20 years; (0) based on astronomical data; (1) theoretical values.
in the Earth’s rotation rate are likely to be due to the flow of small portions (sometimes positive and sometimes negative) of the angular momentum, which are transferred through the surface layer of the atmosphere to the Earth.

10.4
Mechanism of the Continental Drift on Decadal-Long Time Scale

10.4.1
Hypothesis

It is well known that seasonal variations in the Earth’s rotation are determined by the redistribution of the angular momentum between the atmosphere and the Earth. When the moment of the atmosphere is increasing then the moment of the Earth is decreasing and vice versa (Lambeck, 1980; Sidorenkov, 2002a, 2002b, 2005). This regularity is well seen on Figure 7.10 where the time series of the angular momentum of the atmosphere is compared with the time series of the angular momentum of the Earth taken with the opposite sign.

Thus, the nontidal irregularities of the Earth rotation are mainly due to the exchange between the angular momentum of the solid lithosphere and its fluid environment – the atmosphere and the hydrosphere. This exchange occurs due to the moments of the frictional forces and pressure forces pushing on mountain ranges. Special Bureau for the Atmosphere carries out the monitoring of the exchange of the angular momentum by both the momentum approach (that is, by the evaluation of the effective functions of the atmospheric and oceanic angular momentum), and the torque approach (that is, the evaluations of the torque resulting from the wind and current stresses and pressures).

Calculations of the friction and pressure momentum forces are performed for the entire Earth surface as a whole. However, the lithosphere is cracked on a set of the lithosphere plates. The atmosphere and ocean are acting on the lithosphere plates, and only then is this action transmitted to the Earth. What is the result of the atmospheric action on the lithosphere plates? Let us recall that under the lithosphere, there is a layer of the lower viscosity – the asthenosphere in which the lithosphere plates are capable to float. Continents are frozen into the oceanic plates, and they may passively move with them (Trubitsyn and Rykov, 1998; Trubitsyn, 2000). The lithosphere plates float in the asthenospherical substratum. On the decade time scale, the lithosphere plates can move in the horizontal direction under the effect the friction and pressure (acting on mountain ranges) forces. The plates are in motion under the action of the friction stresses and pressure, which the atmosphere and ocean produce on the exterior surface of the plate. The viscous cohesive force with the asthenosphere on the soles and faces of the plates decelerates their movement, but the exterior forces overcome this resistance. Therefore, when calculating the torque, it is necessary to carry out the integration not only for the entire Earth surface but also separately for every lithosphere plate. The moment of forces affecting on an
individual plate determines the vector of the movement of the plate (Sidorenkov, 2002a, 2002b, 2004).

10.4.2 Evidence

A good example of this is the situation in the Drake Passage (Figure 10.2). Strong westerly winds dominate in the $40^\circ$ S – $50^\circ$ S. They generate the powerful Antarctic Circumpolar Current (ACC) in the Southern Ocean. The South America, the Antarctic Peninsula, and the underwater lithosphere present a barrier for ACC. Westerly atmospheric winds and oceanic currents have replaced this barrier downstream and have shifted this lithosphere bridge to the east by 1500 km. This process resulted in the formation of the Scotia Sea (the South-Antilles hollow). It is bordered along the perimeter by the remains of the lithosphere bridge in the form of the South-Antilles ridge and numerous islands, the arc of the South Sandwich Islands being the principal of them. This ridge, at the drifting in the eastward stream, has crumpled the oceanic lithosphere and has formed the deep South-Sandwich trench (Figure 10.2).

Let us present one more piece of evidence for the benefit of our hypothesis. The atmospheric circulation has a remarkable feature: at the latitudes of $35^\circ$ N and $35^\circ$ S, the wind direction alters to the opposite one. Easterly winds predominate in the tropical belt between these latitudes, and westerly winds in the moderate and high latitudes. According to this, the stresses of friction on the surface of the lithosphere is directed to the opposite sides. Therefore, the maximum stress in the lithosphere should concentrate near the latitudes of $35^\circ$ N and $35^\circ$ S. These bands should exhibit an increased seismic and tectonic activity. Really, in the Northern Hemisphere, in this band, continuous mountain ranges are extending through the Mediterranean Sea, Middle East, Iran, Pamir, Tibet, Japan and USA. Here, Earthquakes and eruptions of volcanoes occur most frequently. In the Southern Hemisphere, the band of the sign change in wind direction is located over the World Ocean. Therefore, the seismic and tectonic processes do not manifest themselves.
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10.4.3

**Estimations**

Now let us estimate the order of magnitudes of the atmospheric and oceanic forces effecting on a separate plate and of the stresses of the interaction between plates. At the common wind velocity ($u = 10 \text{ m/s}$) the friction stress $\tau$ on the surface of the plate is $\tau = \rho u^2 = 0.004 \times 1.27 \text{ kg/m}^3 \times (10 \text{ m/s})^2 = 0.5 \text{ N/m}^2$, the area of the plate is $\approx 2 \times 10^{13} \text{ m}^2$; therefore, the total atmospheric force effecting on a separate plate, is $\approx 10^{13} \text{ N}$. Under the effect of this force the plate interacts with the circumjacent plates through the frontal contacts. The interaction takes place only at the sites of adhesion of plates, and the area of contacts may be small. The total atmospheric force concentrates on this small area. Therefore, the stresses may reach such high values ($10^6$–$10^7 \text{ N/m}^2$), at which the discontinuity and displacement of plates from each other occur. The discontinuity triggers the seismic waves. Thus, the mechanical action of the atmosphere and ocean on the lithosphere plates controls the relative movements of the lithosphere plates and can cause the Earthquakes and volcanic activity.

There is a substantial body of publications in which strong correlations between the seismicity and the variations in the atmospheric indices, as well as between the seismicity and the fluctuations in the Earth’s rotation (Zharov, Konov, and Smirnov, 1991; Gorkavyi et al., 1994a; Gorkaviy, Trapeznikov, and Fridman, 1994b; Barsukov, 2002) are found. Our hypothesis explains these correlations. The atmospheric and oceanic circulation is the initial cause of both the whole class of Earthquakes and the variations in the Earth rotation. Note that the variations in the Earth rotation are very small ($\delta \omega/\omega \approx 10^{-8}$) and do not affect the geophysical processes (Sidorenkov, 1961, 2002a).

It was found by Sidorenkov (2002a, 2002b, 2004) that the variations observed in the Antarctic ice sheet mass agreed with the mass’s variations required for the explanation of the decade (5–100 year) fluctuations of the Earth’s rotation rate and the secular polar motion. However, this agreement proved to be only the qualitative one. As to the quantitative agreement, the variations observed in the ice masses proved to be 28 times less than the required variations. Sidorenkov (1980a, 1991a, 2002a, 2002b) has proposed that the lithosphere drifts over the asthenosphere. The Earth’s layers that are deeper than the asthenosphere don’t take part in the formation of the observed decade fluctuations. The lithosphere’s moments of inertia are 28 times less than the moment of inertia of the whole Earth and therefore the variations in the Antarctic ice mass exactly correspond to the mass’s variations required for the explanation of the decade fluctuations in the lithosphere’s angular rotation rate.

The state of the ice sheets in the Antarctic and Greenland depends on the climatic variations. Therefore, the decadal fluctuations in the Earth’s rotation may also correlate with the fluctuations in the climatic characteristics and indices. This relationship has been found in (Lambeck, 1980; Sidorenkov, 2002a, 2002b). There is a close correlation between the Earth’s rotation fluctuations and the frequencies of the atmospheric circulation forms, the anomalies of the hemisphere-averaged air temperature, and many another climate characteristics (Sidorenkov, 2002a, 2002b;
Sidorenkov and Shveikina, 1994, 1996; Sidorenkov and Orlov, 2008). These relationships are explained given the assumption that the lithosphere drifts along the asthenosphere.

The differential rotation of the lithosphere and mantle is considered in many papers devoted to the tectonics of plates (Ricard, Dogliony, and Sabadini, 1991). Chuikova and Maksimova (2005) have found the uncompensated masses and stresses at the crust and upper mantle. They supposed the crust’s movements caused by the crust pressing on the mantle for both the isostatic and gravity nonequilibrium.

Thus, the research results and observations confirm the hypothesis about the movement of the lithosphere plates under the impact of the atmospheric and oceanic circulation on the decade time scale. The total effect of the movement of all lithosphere plates is interpreted by geophysics as the decadal fluctuations of the Earth’s rotation.

10.4.4 Model

Our hypothesis can be mathematically described similarly to the Trubitsyn model of the mantle convection with floating continents (Trubitsyn, 2000).

It is known that the motion of a rigid body is defined by the motion of its center of mass and by the rotation with respect to the center of mass. To deduce the differential equations of the plate motion, we use the theorem of the movement of the center of mass of the plate:

$$ m \frac{dV_{0i}}{dt} = F_i $$

and the theorem of the angular momentum:

$$ \frac{dH_i}{dt} = L_i $$

where $m$ is the mass of the plate; $V_{0i}$ is the instantaneous velocity vector of the center of mass; $H_i$ is the angular momentum of the plate; $F_i$ is the external force; and $L_i$ is the total force moment (torque), which is the sum of the moments $q_i$ of forces $\sigma_j$ applied to separate elements of the plate surface

$$ q_k = \epsilon_{ijk}(x_i-x_0)\sigma_j $$

The angular momentum of the plate may be determined as

$$ H_i = I_{ij}\omega_j $$

Here, $I_{ij}$ is the moment of inertia tensor of the plate,

$$ I_{ik} = \int \rho [(x_i-x_0)^2 \delta_{ik} - (x_i-x_0)(x_k-x_{0k})] dW $$

Let us consider only the horizontal movement of the center of mass of the plate and its rotation around of the vertical axis. In this case, Equations 10.30–10.31 are reduced
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to the system of three equations:

\[
m \frac{du_1}{dt} = \int (-p\delta_{ij} + \tau_{ij} + f_{ij}) n_j ds
\]

(10.35)

\[
m \frac{du_2}{dt} = \int (-p\delta_{ij} + \tau_{ij} + f_{ij}) n_j ds
\]

(10.36)

\[
I_{33} \frac{d\omega_3}{dt} = \int \varepsilon_{ijk} (x_i - x_{0i})(-p\delta_{jk} + \tau_{jk} + f_{jk}) n_i ds
\]

(10.37)

where, \(x_i\) are the coordinates of an arbitrary point of the continent; \(x_{0i}\) are the coordinates of the instantaneous center of mass of the plate; \(\delta_{ij}\) is the Kronecker symbol (equal to 1 at \(i = j\) and 0 at \(i \neq j\)); \(\varepsilon_{ijk}\) is the Levi–Civita symbol that is equal to 0 (if any two indexes coincide) or 1 (at an even transposition of indexes with respect to \((1,2,3)\)) and \(-1\) (if this transposition is uneven); \(p\) is the pressure; \(\tau_{jk}\) are the friction stresses of the atmosphere and ocean on the exterior surface of the plate; \(f_{jk}\) are the viscous stresses of the asthenosphere on the submerged surface of the plate; \(n_j\) is the unit vector of the outward normal to the surface of the plate; \(ds\) is the absolute value of an elementary surface area of the solid continent.

Taking into account that:

\[
\frac{dx_1}{dt} = u_1, \quad \frac{dx_2}{dt} = u_2, \quad \frac{d\phi}{dt} = \omega_3
\]

(10.38)

we can, using the given coordinates of the center of mass of the plate \(x_1(t), x_2(t), \phi(t)\) and values \(p(t), \tau_{jk}(t)\) and \(f_{jk}(t)\) calculate the linear velocities \(u_1(t), u_2(t)\) of the translational motion and the angular velocity \(\omega_3(t)\) of the rotation of the plate. Equations of motion (10.36)–(10.38) are necessary to write out for each plate.

The model allows us to calculate the linear velocities \(u_1(t_1)\) and \(u_2(t_1)\) of the translational horizontal motion of the plate’s center of mass and the angular velocity \(\omega_3(t_1)\) of the rotation of the plate around the vertical axis. The calculations are performed for moment \(t_1\), using the values of the frictional stress \(\tau_{jk}(t_1)\) and the pressure \(p(t_1)\) forces of the atmosphere and the ocean and the force \(f_{jk}(t_1)\) of the interaction between the plate and the viscous asthenosphere. The force \(f_{jk}(t_1)\) is applied to the submerged surface of the plate. Knowing these velocities and the initial coordinates of the plate \(x_1(t_1), x_2(t_1), \phi(t_1)\), it is possible to find its position in the subsequent instant \(t_2 = t_1 + \Delta t\): \(x_1(t_2) = x_1(t_1) + u_1(t_1)\Delta t, \quad x_2(t_2) = x_2(t_1) + u_2(t_1)\Delta t, \quad \phi(t_2) = \phi(t_1) + \omega_3(t_1)\Delta t\). Then, using new values \(\tau_{jk}(t_2), p(t_2)\) and \(f_{jk}(t_2)\), we calculate \(u_1(t_2), u_2(t_2)\) and \(\omega_3(t_2)\) and determine the position of the plate for the following instant \(t_2\). The calculations are performed up to the final moment of time. The time step depends on the discretization of calculations of the friction and pressure forces of the atmosphere and the ocean.
11 Decadal Fluctuations in Geophysical Processes

11.1 Discussion on Conceivable Hypotheses

The conclusion about the decadal fluctuations in the Earth’s rotation rate being due to the mechanical effect of the Earth’s atmosphere (see Section 10.3) allows one to considerably reduce the number of geophysical processes that could be responsible for the above fluctuations. There are evidently three hypotheses for explaining the decadal fluctuations in the Earth’s rotation:

(a) the redistribution of the angular momentum in the Earth–atmosphere system;
(b) the inflow of the angular momentum to the atmosphere from above (the magnetosphere or cosmic space);
(c) the redistribution of water between low and high latitudes.

If we suppose that in the case of the decadal fluctuations, as well as in the case of seasonal variations, the angular momentum redistributes between the Earth and the atmosphere, then drastic variations should take place in the angular momentum of the zonal winds.

For example, in 1870–1903, the Earth’s rotation slowed down by $820 \times 10^{-10}$ (in the dimensionless units of $\nu$), which is equivalent of the Earth’s angular momentum loss by $48 \times 10^{25}$ kg m$^2$/s. If the same redistribution occurred only in the Earth–atmosphere system (as it occurs in the case of seasonal variations), then the relative angular momentum of the atmosphere should have grown by $48 \times 10^{25}$ kg m$^2$/s. This means that the velocities of westerly winds should gradually have strengthened and the easterly winds weakened by about 20 m/s on average. However, significant decadal variations in the intensity of zonal circulation have not been detected yet. It is unlikely that they have simply remained unnoticed.

Having the data on the atmospheric pressure for 1956–1976, we have attempted to determine how the atmospheric pressure field changes with the changes in the mode of the Earth’s rotation; in particular, we have studied the difference in the pressure fields during the periods of the Earth’s rotation acceleration (1958–1961 and 1972–1975) and retardation (1962–1971). Using the same pressure data at the nodes
of the coordinate grid, which are used in Section 10.3, we have calculated the arithmetic means of the atmospheric pressure $P(\theta, \lambda)$ for the eight years of acceleration $P_1(\theta, \lambda)$ and the ten years of retardation in the Earth’s rotation rate $P_2(\theta, \lambda)$ and have found the difference $\Delta P(\theta, \lambda) = P_1(\theta, \lambda) - P_2(\theta, \lambda)$. It has turned out that the field of these differences has a clear sectorial structure with two maxima (at meridians 140° and 0°E longitude) and two minima (at meridians of 80° and 260°E longitude), the differences being small (they vary within the limits of plus or minus several tenths of hPa.) This fact, being of interest in itself, is uninformative for our case. The changes in the Earth’s rotation rate are mainly determined from the zonal pressure anomalies averaged over the latitudes. In this connection, the pressure differences used in (Sidorenkov, 1979) are averaged over the latitudinal circles, and the zonal differences $\Delta P(\theta)$ have been calculated. It has been found that the differences $\Delta P(\theta)$ are positive in the 15°–40°N and 0°–10°S latitudinal zones. Their values do not exceed $+0.2$ hPa. In the zones of high and temperate latitudes, $\Delta P(\theta)$ are negative and reach $-0.7$ hPa.

Thus, the acceleration periods differ from the retardation ones by a small positive pressure anomaly at the low latitudes. This corresponds to a slight weakening of the easterly surface winds, which retards the rotation, and a slight strengthening of the westerly winds, which accelerates the Earth’s rotation. The small values of differences $\Delta P(\theta)$ and of the increments of velocity are indicative of the absence of significant changes in the atmospheric circulation that are required for satisfying the balance in the angular momentum. At the same time, they satisfactorily reflect the changes in the flow of the angular momentum through the surface layer of the atmosphere, which cause the variations in the mode of the Earth’s rotation.

Thus, the facts are indicative of the existence of the angular momentum transfer through the surface layer of the atmosphere, which leads to the multiyear variations in the Earth’s rotation rate. But the corresponding changes in the angular momentum of the atmosphere that are required to satisfy the balance are not observed. Therefore, the hypothesis (a) can safely be rejected.

The hypotheses (b) and (c) are based on the supposition that the atmosphere receives the portions of either the positive or the negative angular momentum, either from above (from the circumterrestrial space) or from the Earth (in the process of water redistribution). Let us first dwell on hypothesis (b).

The angular momentum can be transported to the Earth at the anisotropic flow of the solar wind, as well as at the expense of the electromagnetic interaction between the geomagnetic and the interplanetary magnetic fields. The assessment of the order of magnitude of these effects presents no special problem.

It is known that the Earth is constantly blown off by the solar wind – the flow of charged particles emitted by the Sun. At steady winds, there are 1–10 particles in 1 cm$^3$ at the Earth’s orbit, the velocity of their movement being 300–400 km/s. At gusty winds, the concentration of particles increases up to several tens of particles in 1 cm$^3$ and their velocity – up to 800 km/s. The intensity of the interplanetary magnetic field near the Earth’s orbit does not usually exceed 10$\gamma$.

In order to assess the upper limit of the torque produced by the solar wind with respect to the Earth’s rotation axis, let us assume that the flow of the solar wind
particles is anisotropic to the extent that it falls only on one hemisphere, for example– on the Eastern Hemisphere. Let the concentration of particles in the flow be $\delta = 100 \text{ particles/cm}^3$ and the velocity $\nu = 1000 \text{ km/s}$. Then

$$N = \frac{1}{2} \pi R_0^2 \delta \nu < 6 \times 10^{27} \text{ particles/s} \quad (11.1)$$

falls onto this hemisphere. Here, $R_0 = 6.37 \times 10^6 \text{ m}$ is the Earth’s radius. Taking into account that the mean mass of one particle is approximately equal to $2 \times 10^{-27} \text{ kg}$, it is easy to find the value of the inflowing momentum: $J = N \nu < 1.2 \times 10^7 \text{ kg m s}^{-2}$. The torque $M$ produced by this flow of momentum will be not greater than

$$M_3 = JR_0 < 8 \times 10^{13} \text{ kg m}^2 \text{ s}^{-2} \quad (11.2)$$

As follows from the third equation of system (4.25), this torque is capable to accelerate the Earth’s rotation by the value of

$$\frac{d\omega}{dt} = \Omega \frac{dv_3}{dt} = \frac{M_3}{C} = 10^{-24} \text{ s}^{-2} \quad (11.3)$$

where $C = 8.11 \times 10^{44} \text{ kg m}^2$ is the moment of the Earth’s inertia.

As is mentioned in Section 2.5, the accelerations observed have the order of magnitude of $10^{-19}–10^{-20} \text{ s}^{-2}$. Thus, under the most favorable conditions the solar wind can cause the angular accelerations that are by 4–5 orders of magnitude smaller than the observed ones. More precise estimations of the effect of the solar wind, which are obtained with account for its interaction with the Earth’s magnetosphere (Coleman, 1971; Hirshberg, 1972), have led to similar conclusions. Hence, the decadal fluctuations in the Earth’s rotation rate cannot be explained by the solar-wind effect.

In principle, the electromagnetic interaction between the geomagnetic and interplanetary magnetic fields can also produce the torque with respect to the axis of rotation (Livshits, Sidorenkov and Starkova, 1979). Indeed, at the external field $F$, the Earth will be subjected to the torque

$$M = [L \times F] \quad (11.4)$$

Here, $L = 8.1 \times 10^{25} \text{ g}^{1/2} \text{ cm}^{3/2}$ is the magnetic moment of the Earth. Under the most favorable conditions, when $F = 10 \gamma \left(1 \gamma = 10^{-5} \text{ g}^{1/2} \text{ cm}^{1/2} \text{ s}^{-2}\right)$ and $F \perp L$, the torque affecting the Earth will not exceed $8 \times 10^{14} \text{ kg m}^2 \text{ s}^{-2}$, or will be smaller by 3–4 orders of magnitude than the torques required for creating the fluctuations observed in the Earth’s rotation.

Thus, neither the solar wind nor the interplanetary magnetic field can be responsible for the angular momentum flow through the surface layer of the atmosphere and, as a consequence, for the decadal fluctuations in the Earth’s rotation. Hence, the hypothesis (b) is doubtful.

Now, let us consider hypothesis (c) for the effect of the redistribution of water between the low and high latitudes. In this case, the mechanism of the angular momentum exchange between the atmosphere and the Earth may be represented as follows. The angular momentum $m_e R^2 \cos^2 \varphi \omega$ enters the atmosphere through
evaporation, the angular momentum \( m_p R^2 \cos^2 \varphi_p \omega \) abandons it through precipitation. Here \( m_e \) and \( m_p \) are the masses of evaporated and precipitated water, respectively; while \( \varphi_e \) and \( \varphi_p \) are their mean latitudes. Water is not stored in the atmosphere; therefore, \( m_e = m_p = m \). The water cycle ultimately leads to the fact that the angular momentum \( \Delta h_3 \) equal to the difference

\[
\Delta h_3 = m_e R^2 \cos^2 \varphi_e \omega - m_p R^2 \cos^2 \varphi_p \omega = m R^2 \omega (\cos^2 \varphi_e - \cos^2 \varphi_p)
\] (11.5)

remains in the atmosphere. When \( \varphi_e < \varphi_p \), the atmosphere receives a positive portion of the angular momentum, whereas at \( \varphi_e > \varphi_p \) it receives a negative portion of the angular momentum.

Let us assess the order of magnitude of the Earth’s rotation acceleration due to the redistribution of water. The global flow of water vapor from the Earth’s surface into the atmosphere at the expense of evaporation is about \( 1.2 \times 10^{15} \text{ kg/day} \) (Kulikov and Sidorenkov, 1977), or \( \frac{dm}{dt} = 1.4 \times 10^{10} \text{ kg s}^{-1} \). Let us assume that water evaporates at the equator and precipitates at the poles, that is, \( \cos^2 \varphi_e - \cos^2 \varphi_p = 1 \). Accounting that \( R = 6.37 \times 10^6 \text{ m} \) and \( \omega = 7.29 \times 10^{-5} \text{ s}^{-1} \), we obtain from (11.5):

\[
\frac{dh_3}{dt} = \frac{dm}{dt} R^2 \omega \approx 4 \times 10^{19} \text{ kg m}^2 \text{ s}^{-2}
\] (11.6)

As follows from the third equation of system (4.25), this flow of the angular momentum accelerates the Earth’s rotation by the value of:

\[
\frac{d\omega_3}{dt} = \Omega \frac{dv_3}{dt} = -\frac{1}{C} \frac{dh_3}{dt} = -5 \times 10^{-19} \text{ s}^{-2}
\] (11.7)

Hence, the redistribution of water may be responsible for the flows of the angular momentum through the surface layer of the atmosphere and thus, for the decadal fluctuations in the Earth’s rotation rate.

The angular momentum cannot be stored in the atmosphere because the atmosphere is capable of holding only that amount \( L \) of the angular momentum that corresponds to the power \( M \) of the atmospheric thermal engines \( (L \sim M = \eta W) \), where the efficiency \( \eta \) and the solar radiation power \( W \) are almost constant from year to year. Consequently, the angular momentum received by the atmosphere in one way or another must flow down through the surface layer of the atmosphere to the Earth. The Earth accumulates this portion of the angular momentum, which leads to changes in the angular velocity of the Earth’s rotation. When the positive angular momentum flows to the Earth, its rotation accelerates; when the negative angular momentum flows to the Earth, its rotation decelerates. When calculating the moments of the friction and pressure forces, we make allowance for the above flows of the angular momentum and detect the effects of these flows.

We would underline that in the process of water redistribution over the Earth, the angular momentum of the Earth–atmosphere system is conserved, and the redistribution of water provides only a gradual change in the Earth’s angular momentum and a multiyear variation in the Earth’s rotation rate. At the exchange of the angular momentum with the outer space, the balance of the angular momentum in the Earth–atmosphere system is not conserved because this system is unclosed.
11.2 Theory of Estimations of the Global Water Exchange Effect on the Earth’s Rotation

The effect of water redistribution has been discussed in the literature for more than a century. The variations in the World Ocean level and the accumulation of ice in Antarctica and Greenland were among the first phenomena used to explain the abrupt fluctuations in the Earth’s rotation rate, the ideas of which arose in the end of the nineteenth century (Thomson, 1882; Munk and MacDonald, 1960). The effects of the above two factors were most appropriately studied in (Sidorenkov, 1980a, 1982b; Sidorenkov and Svirenko, 1988; Sidorenkov et al., 2005).

The redistribution of water over the Earth’s surface causes changes in the components of the inertia tensor of the lithosphere and, as a consequence, variations in the vector’s components of instantaneous angular velocity. This relationship is described by the following system of equations (Munk and MacDonald, 1960)

\[
-\frac{1}{\sigma} \frac{dv_2}{dt} + v_1 = \frac{n_{13}}{C-A} = -\frac{R^2}{2(C-A)} \int_S \zeta(\theta, \lambda, t) \sin 2\theta \cos \lambda \, ds
\]

\[
\frac{1}{\sigma} \frac{dv_1}{dt} + v_2 = \frac{n_{23}}{C-A} = -\frac{R^2}{2(C-A)} \int_S \zeta(\theta, \lambda, t) \sin 2\theta \sin \lambda \, ds
\]

\[
\delta v_3 = -(1 + k') \frac{\delta n_{33}}{C} = -(1 + k') \frac{R^2}{C} \int_S \zeta(\theta, \lambda, t) \sin^2 \theta \, ds
\]

Here, we use the Cartesian coordinate system \(Ox_1\) rigidly fixed to the Earth. Its centre \(O\) lies at the centre of the Earth’s mass, and the axes have the following direction: \(x_1\) is directed along the prime meridian, \(x_2\) is aligned with the 90°E meridian, and \(x_3\) is directed along the Earth’s spin axis. Dimensionless values \(v_1 = \omega_1/\Omega, v_2 = \omega_2/\Omega\) and \(1 + v_3 = \omega_3/\Omega\) are the direction cosines of the instantaneous Earth’s rotation axis; \(\omega_1, \omega_2\) and \(\omega_3\) are the components of the vector of instantaneous angular velocity; \(\Omega\) is the mean angular velocity of the Earth equal to \(7.29 \times 10^{-5}\) radians per sidereal second; \(\sigma = 2\pi/1.18\) is the Chandler frequency; \(t\) is the time; \(C\) and \(A\) are the polar and equatorial planetary moments of inertia of the Earth which are referred to the principal axes; \(n_{13}, n_{23}\) and \(n_{33}\) are the variable parts of the components of the Earth’s inertia tensor; \(k' = -0.3\) is the load deformation coefficient; \(\zeta(\theta, \lambda, t)\) is the deviation of the specific (that is, per unit area) amount of water or ice at point \((\theta, \lambda)\) at moment \(t\) \((\zeta(\theta, \lambda, t) = 0\) when \(v_1 = v_2 = v_3 = 0\); \(\theta\) is the colatitude; \(\lambda\) is the east longitude; \(R\) is the mean radius of the Earth; \(ds = R^2 \sin \theta \, d\theta \, d\lambda\); \(S\) is the area of the entire Earth; \(\delta\) is the sign of the increment.

It is convenient to combine Equations 11.8 and 11.9 into one

\[
\frac{d}{dt}(v_1 + iv_2) - i\sigma(v_1 + iv_2) = -i\sigma \frac{C-A}{(n_{13} + in_{23})} = \Psi
\]

Let the mass of the Antarctic and Greenland ice vary by the linear law \(\Psi = (z_1 + iz_2)t\) and let \(v_1 + iv_2 = 0\) at \(t = 0\). Then, according to (Sidorenkov,
2002a, p. 334), the solution of Equation 11.11 will be

$$v_1 + iv_2 = (z_1 + iz_2)t + \frac{z_1 + iz_2}{i\sigma} (1 - e^{i\sigma t}) \quad (11.12)$$

This means that the pole makes the circular motion with the Chandler frequency and a linear motion toward the meridian $\lambda = \text{arctg}(z_2/z_1)$ with the velocity $\sqrt{z_1^2 + z_2^2}$.

When expression (11.12) is averaged over the time interval multiple of the Chandler period (1.2 years), the periodic term disappears and only linear terms of the pole drift remain.

Since we are interested in the time scales larger than several years, we will use only average coordinates of the so-called “secular” polar motion that no longer contain periodic terms. Averaging the Equations 11.8–11.10 substantially weakens the restrictions imposed on the choice of a model for the Earth.

Let us dwell upon the computation of the integrals on the right side of the Equations 11.8–11.10. We divide the integration domain $S$ (the entire Earth’s surface) into four natural parts $S_N$: the World Ocean $- S_O$, Antarctica $- S_A$, Greenland $- S_G$ and the rest of land $- S_C$ (that is $S = S_O + S_A + S_G + S_C = \sum_{N=1}^{4} S_N$, where $S_N$ are any of the areas mentioned above).

The experience of estimating the atmospheric effects on the instability of the Earth’s rotation has shown that the World Ocean levels off the surface load as an inverted barometer (Munk and MacDonald, 1960, p.100). Similarly, the mass of water running down the ice sheets of Antarctica and Greenland is evenly distributed on the entire surface of the World Ocean over the characteristic time $2\pi R (gH)^{1/2} \approx 56$ h, where $R$ is radius of the Earth; $g$ is the acceleration due to gravity; $H \approx 4000$ m is the mean depth of the ocean; $(gH)^{1/2} \approx 200$ m s$^{-1}$ is the velocity of propagation of Kelvin’s wave. Note that the tsunami waves also have the same velocity.

Thus, the World Ocean levels off the spatial inhomogeneity of the increment of the specific water mass over large time intervals (>3 day). Therefore, $C$, over the ocean at a given time $t$ may be assumed constant everywhere ($\zeta(\theta, \lambda) = \zeta_O = \text{constant}$) and can be put outside the integral. The dimensions of Antarctica $S_A$ and Greenland $S_G$ are small compared with the total area $S$. Thus, in a first approximation, the dependence of the specific ice mass $\zeta(\theta, \lambda)$ on the latitude $\theta$ and longitude $\lambda$ can be neglected and the mean value for Antarctica and Greenland can be used

$$\zeta_N(t) = \frac{1}{S_N} \int_{S_N} \zeta(\theta, \lambda, t) \, ds$$

On the rest of land $S_C$, the water is dominantly in liquid phase and rapidly flows down to the World Ocean ($T < 1$ year). The mass of glaciers on the rest of land is a mere 2% of ice on the Earth. Consequently, a similar assumption can be formally accepted for the rest of land $S_C$.

Thus, any integral on the right side of equation system (11.8–11.10) can be represented as the sum of four integrals

$$\int_{S} \int \zeta(\theta, \lambda, t) \Phi(\theta, \lambda) \, ds = \sum_{N=1}^{4} \zeta_N(t) \int_{S_N} \Phi(\theta, \lambda) \, ds \quad (11.13)$$
The integrals of the form $\int \int_{S_n} \Phi(\theta, \lambda) \, ds$ are taken with respect to the given boundaries (the World Ocean, Antarctica, Greenland, and rest of land). They are time independent and can be computed by numerical integration (Sidorenkov, 1982, 2002).

In the case of a long-term irregularity of the Earth’s rotation and the secular motion of the pole, it is possible to use Equations 11.8–11.10 averaged over the time interval larger than the Chandler period. In this case, we may ignore the terms $\frac{d\nu_i}{dt}$, because $\frac{14\nu}{\sigma} \ll v$. Finally, the system of averaged Equations 11.8–11.10 with the account for (11.13) becomes reduced to the system of three algebraic equations:

\[
\begin{align*}
\nu_1 \times 10^{11} &= 24149\zeta_O + 1337\zeta_A - 2102\zeta_G - 23387\zeta_C \\
\nu_2 \times 10^{11} &= 37714\zeta_O + 3820\zeta_A + 1909\zeta_G - 43443\zeta_C \\
\nu_3 \times 10^{12} &= -26746\zeta_O - 87\zeta_A - 28\zeta_G - 9268\zeta_C \\
0 &= 71436\zeta_O + 2820\zeta_A + 414\zeta_G + 25330\zeta_C
\end{align*}
\]

(11.14)

Here, $\zeta_O$, $\zeta_A$, $\zeta_G$, and $\zeta_C$ are the area-averaged (in accordance with (11.13) increments of the specific water masses ($g \cdot cm^{-2}$) in the World Ocean, Antarctica, Greenland, and rest of land, respectively. The last equation in (11.14) is the equation of the global water balance. Its coefficients are equal to the areas of the Earth’s surface occupied by Oceans, Antarctica, Greenland, and rest of land. The entire surface area of the Earth is taken to be 100 000 conventional units.

The system of four algebraic Equations (10.14) provides the opportunity to solve both (a) the direct problem of determining the secular polar motion and variations in the Earth’s rotation from the given time series of $\zeta_O$, $\zeta_A$, $\zeta_G$, and $\zeta_C$ and (b) the inverse problem of finding the unknown parameters of the global water exchange $\zeta_O$, $\zeta_A$, $\zeta_G$ and $\zeta_C$ from the given pole coordinates $\nu_1(t)$, $\nu_2(t)$, and the Earth’s rotation velocity $\nu_3(t)$. The solutions of the combined problems are also possible: by the well-known parameters $\zeta_N$ of the global water exchange and the $\nu_3(t)$ value to improve the less-known parameters of the global water exchange and the coordinates ($\nu_1$ and $\nu_2$) of the pole’s secular motion.

11.3
Secular and Decadal Variations

11.3.1
Assessments and Computations

The data on the irregularity of the Earth’s rotation have been available since the eighteenth century and those on the secular motion (by which the progressive and long-term variations are meant) of the North pole since the late nineteenth century (Fedorov et al., 1972; Vondrak, 1999). Unfortunately, the measurements of the secular motion of the pole are unreliable (Yatskiv et al., 1976). The observational data prior to
1980 are very contradictory, which casts doubt on the trajectory of the pole’s secular motion and even on the possibility of this motion. We do not share this doubt (Sidorenkov, 1983).

First, if the secular motion did not exist (that is, \( n_1 = n_2 = 0 \)), then the value \( n_3 \) would not feature the respective variations (in fact, the \( n_1, n_2 \) and \( n_3 \) values characterize variations in the same vector \( \mathbf{w} \)). The existence of the secular variations in \( n_3 \) is beyond doubt; hence, we may logically expect the existence of the pole’s secular motion. This is also evidenced by changes in the acceleration of the Earth’s rotation in 1903, 1927, 1931, 1935, 1950, 1958, and 1962, which were followed by changes in the direction of the observed secular motion of the North pole. The absence of a closer correlation between the \( n_1, n_2 \) and \( n_3 \) values can be explained by both the unreliable determination of the pole’s secular motion and the specific factors that cause this motion.

Second, there is correlation between the variations in the Earth’s rotation and in the masses of ice sheets in Antarctica and Greenland (Sidorenkov, 1980a, 1982b, 1987). If the rate of ice accumulation or melting in Antarctica and Greenland is constant, the components of the excitation function should change by the linear law, so that \( \psi_1 + i\psi_2 = (A_1 + iA_2)t \), where \( A_1 \) and \( A_2 \) are some constants and \( t \) is the time. Substituting this excitation function in Equation 11.11 and assuming that \( v_1 + iv_2 = 0 \) at \( t = 0 \), we find the same solution as (11.12), that is, in the case of the monotonous ice accumulation or melting, the pole will execute, apart from the circular motion with Chandler’s period, the linear drift in the direction of meridian \( \lambda = \arctg \frac{A_2}{A_1} \) with velocity \( \sqrt{A_1^2 + A_2^2} \).

We have assumed that the available values of \( v_1(t), v_2(t) \) and \( v_3(t) \) are exact ones and have calculated the time series of \( \zeta_O(t), \zeta_A(t), \zeta_G(t) \), and \( \zeta_C(t) \) from 1891 to 2005 (Sidorenkov, 1982b; Sidorenkov, 1987; Sidorenkov and Svirenko, 1988; Sidorenkov et al., 2005). The \( v_i \) and \( \zeta_i \) summary series are given in Appendix D (Table D.1).

The values of the angular velocity components \( v_1, v_2, \) and \( v_3 \) for the year under consideration were substituted into the system of Equation 11.18, after which the unknown parameters \( \zeta_O, \zeta_A, \zeta_G, \) and \( \zeta_C \) for the given year were calculated. Since the values of \( v_i \) are averaged over six years, the calculated parameters \( \zeta_N \) are also averaged. The above calculations for each year within the 1891–2005 period resulted in the “theoretical” series of deviations of the specific water masses (in oceans \( \zeta_O \), Antarctica \( \zeta_A \), Greenland \( \zeta_G \), and on rest of land \( \zeta_C \)) from their values at a certain initial moment (Appendix D). This moment was assumed to be that when values \( v_1, v_2, \) and \( v_3 \) were equal to zero. The beginning of records of \( v_1 \) and \( v_2 \) in astronomy is 1902 and that of \( v_3 \) is approximately 1890; thus, the date of the initial moment is not exact.

We should notice that the available astronomical observations do not clearly define the secular motion of the pole. In addition, one of the forcing factors of the long-term variations in the Earth’s rotation rate is the tidal deceleration that is irrelevant to the secular variations in the global water exchange. This term should be eliminated from the \( v_3 \) values, but the exact rate of the tidal deceleration of the Earth’s rotation is unknown. Hence, the theoretical data do not reliably describe the secular trend of variations in the parameters of the global water exchange.
11.3.2
Comparison of the Theoretical and Empirical Values

Let us compare the theoretical values with the empirical data. As is well known, the increment $Z$ of the ice mass of any ice sheet is determined as the sum of the resultant water balances $B$ over the previous years:

$$Z = \sum B_i$$

where $i$ is the number of the year. The balance is $B = P - L$, that is, it is calculated as the difference between the precipitation $P$ falling on the entire surface of the ice sheet and the total discharge $L$ of its water resources. The discharge $L$ is composed of the iceberg discharge, snowmelt discharge, discharge due to liquid precipitation, losses through evaporation, bottom melting, wind-blown snow, and other factors. It is clear that it is virtually impossible to determine the magnitude of $L$ and its long-term changes.

The long-term variations in precipitation over Antarctica as a whole can be investigated either from precipitation measurements or the annual layers of snow accumulation determined from ice cores. The field material on the input part of the budget, the accumulation of snow on the ice sheet of Antarctica, was collected by Petrov (1975), who analyzed the annual values of snow accumulation, using the ice cores for nine stations. Three of them (Amundsen Scott, Little America, and Wilkes) have series since 1880; other stations have shorter series. Petrov calculated the values of $P$ with annual discreteness – a characteristic of snow accumulation on the Antarctic ice sheet – from 1885 to 1957. No estimates of changes in $L$ were made.

Calculations using the system of Equation 11.14 resulted in a time series of the specific mass $\zeta_A(t)$. Examination of the ice cores or annual precipitation gives the accumulation rate of $P$. To obtain the values equivalent to the $\zeta_A(t)$ series, the cumulative sums $\sum_{j=1}^k P_j$ have to be calculated. Because $P > 0$, a linear trend appears that hampers the comparison of calculated $\zeta_A(t)$ and observed $\zeta_A'(t)$ values. In reality, the inflow of the ice mass is substantially compensated by its outflow and the trend is small. It is impossible to accurately calculate the mass balance that forms this trend. Therefore, it was assumed that the calculated and observed trends were equal. Under this assumption, it was found that the discharge of ice $L$ exceeds the mean value of snow accumulation $\bar{P}$ (averaged over the entire period of observations, 1885–2000) by 3%; hence, $B = P - L = P - 1.03 \cdot \bar{P}$, where $\bar{P} = 15 \text{ g/(cm}^2\text{ year)}$. Then, having determined the annual values of $B$, it is easy to calculate the integral (cumulative) curve of the increment of the specific ice mass $\zeta_A'(t)$ in Antarctica:

$$\zeta_A'(n) = \frac{Z_A}{S_A} = \frac{1}{S_A} \sum_{j=1}^n B_j$$

(11.15)

where $n$ is the year number.

In (Sidorenkov, 2002), the curve of the specific ice mass calculated by Petrov (1975) was used, and a good qualitative agreement between the theoretical $\zeta_A$ and empirical $\zeta_A'$ was obtained for 1891–1957. However, at the end of the 1940s and the beginning of
the 1950s, the ice mass decrease calculated by empirical data was much more rapid than that obtained theoretically. In this study, we calculated the empirical \( z_A \) curve for 1891–1957 from the data of three stations: Amundsen Scott, Little America, and Wilkes. The time series for the other six stations from (Petrov, 1975) were too short and only deteriorated the results. The theoretical \( z_A \) and empirical \( z_0 \) curves for 1891–1957 agree well (Figure 11.1).

Unfortunately, we have not found the data on snow accumulation in Antarctica for the last few decades (from 1954 until present time). Bryazgin (1990) calculated the time series of annual precipitation \( P_B \) from the data for 11 Antarctic meteorological stations from 1958 to the present. It is known that the amount of precipitation at coastal stations is hundreds of times larger than that in the interior parts of the continent. Therefore, to reduce the data \( P_B \) to Petrov’s data series, we calculated the normalized effective anomalies of the accumulation of the annual precipitation and multiplied this new series by dispersion \( D_P \) of the precipitation series for Amundsen Scott, Little America, and Wilkes stations from (Petrov, 1975):

\[
Z' = \frac{P_B - 1.03P_B}{D_B} D_P
\]

where \( P_B \) and \( D_B \) are the norm and dispersion of the Bryazgin time series. Thus, we have calculated the series of the mean specific snow mass over the area of Antarctica \( \zeta_A'(t) \) for the period from 1958 to 2000. This empirical \( \zeta_A'(t) \) curve is shown in Figure 11.1 (curve 3). It also agrees well with the theoretical \( \zeta_A(t) \) curve. The coefficient of correlation between the \( \zeta_A(t) \) and \( \zeta_A'(t) \) series is 0.91 ± 0.08.

It should be noted that in this study the series of the mean specific masses \( \zeta_A'(t) \) for 1958–2000 is calculated differently from in (Sidorenkov, 2002a, 2002b) and the quantitative rather than qualitative agreement with the theoretical series \( \zeta_A(t) \) is obtained.
The empirical data on the variations in the ice mass in Greenland are contradictory. Figure 11.2 demonstrates two curves of $\zeta_G$ obtained in different variants of calculations made by Klige (1980, 1985). The degree of disagreement between the empirical and theoretical curves is of the same order. However, the main features of the theoretical curve are found in both empirical curves.

It follows from Table D.1 in Appendix D that on rest of land, the deviations of the ice specific mass $\zeta_C$ from its average value for the period under study varied only little: from the minimum ($-49 \text{ g/cm}^2$) in 1903 to the maximum ($+3 \text{ g/cm}^2$) in 1935. This is explained by a rapid flow of water from the rest of land into the World Ocean.

Figure 11.3 presents the temporal courses of $\zeta_O$ obtained by theoretical and observational data. According to the theoretical data, the amount of water in the World Ocean rapidly increased till 1903, and then it markedly decreased till 1935, increased till 1972, and since 1973 up to the present time it continues to rapidly decrease. This theoretical temporal course of deviations $\zeta_O$ does not agree with the observed variations in the level of the World Ocean $H$ (Klige, 1985). This disagreement may probably be due to the fact that the variations in the level of the World

Figure 11.2 Temporal variations in the specific mass of ice $\zeta_C$ in Greenland. (1) theoretical values; (2) and (3) empirical data (Klige, 1980, 1985).
Ocean reflect not only the variations in the water mass but also the variations in the water temperature (the effect of volumetric expansion), the vertical movements of the oceanic floor and coastline, and so on.

11.3.3 Discussion of Results

The respective theoretical and empirical data for Antarctica show a good qualitative agreement, for Greenland – a satisfactory agreement, and a worse one – for the World Ocean. The latter is probably explained by an inadequate assessment of the World Ocean water mass. However, in all cases the calculated values of $\zeta$ exceed the observed ones by approximately 28 times.

These contradictory results indicate that the observed decades-long fluctuations in the Earth’s rotation rate are not due to the rotation and polar motion of the whole Earth but rather to changes in the speed of drift of the lithosphere over the asthenosphere. Indeed, the moments of the like-sign forces arising in the process of fluctuations in the global water exchange operate for decades. It is possible that, with such long-term impacts, the matter of the asthenosphere underlying the

Figure 11.3 Deviations of the World Ocean specific mass of water $\zeta_O$ (theoretical values) and level $H$ (Klige, 1985).
lithosphere does not behave like a solid body but rather flows like a viscous fluid. Then, the decades-long global water exchange can result in the lithosphere’s sliding over the asthenosphere without having a noticeable effect on the Earth’s deeper layers. In astronomical observations, changes in the lithosphere’s drift rate are recorded as “the irregularities in the Earth’s rotation” and “polar motion.” However, such apparent “irregularities” and “motions” require the redistribution of water masses that are 28 times lower than in the case of rotation of the whole Earth.

The sliding of the lithosphere over the asthenosphere is possible in the case when the action duration \( T \) is many times longer than the characteristic relaxation time \( \tau \) within the asthenosphere. It is known that the relaxation time \( \tau \) is determined from the relationship \( \tau = \mu / \eta \), where \( \mu \) is the viscous coefficient and \( \eta \) is the rigidity. For the asthenosphere, \( \mu \approx 10^{18} – 10^{23} \) Poise and \( \eta \approx 10^{12} \) dyn cm\(^{-2}\). As a result, \( \tau = \mu / \eta = 10^{6} – 10^{11} \) s or 0.03–3000 years. Clearly, the above-mentioned hypothesis could be accepted if we take a lower limit to the permissible values of \( \mu \). At the upper limit of viscosity, the drift of the lithosphere is hardly probable.

The hypothesis on the drift of the lithosphere over the asthenosphere is based not only on the analysis of the effect of redistribution of water between the ocean and the ice sheets in Antarctica and Greenland but also on a review of the mechanism of the angular momentum interchange between the atmosphere and the Earth (Section 9.4). The frictional forces and the pressures of the atmosphere and oceans on the lithosphere plates cause their drift over the asthenosphere. This hypothesis also agrees with the fact that there is a significant correlation between the seismic activity and the irregularities of the Earth’s rotation.

We understand that the model of the Earth assumed in the system of Equations 11.8–11.11 is not adequate to the real Earth. Therefore, the system of Equation 11.14 does not allow us to obtain the absolute values of the water exchange parameters (\( \zeta_A \), \( \zeta_G \), and \( \zeta_O \)); they allow us to study only temporal variations of these parameters. The configuration of the temporal variations of \( \zeta_i \) does not depend on the model of the Earth (that is, on the parameters \( C \), \( A \), and \( k' \)). It is completely determined by the configuration of temporal changes in the Earth’s rotation parameters \( \nu_1 \), \( \nu_2 \), and \( \nu_3 \). The model parameters \( C \), \( A \), and \( k' \) are independent of time and do not influence the configuration of changes in the water exchange parameters \( \zeta_A \), \( \zeta_G \), and \( \zeta_O \). They serve as the scale factors and influence the amplitude of variations in \( \zeta_A \), \( \zeta_G \), and \( \zeta_O \). The larger the \( C \) and \( A \) values and the less the \( k' \) value, the larger the amplitude of variations in \( \zeta_A \), \( \zeta_G \), and \( \zeta_O \). To verify this statement, calculations were carried out with three models: the absolutely solid Earth (\( k' = 0 \)), the elastic Earth (\( k' = -0.3 \)), and the Earth’s model that consisted only of the lithosphere (Sidorenkov et al., 2005). In all cases, the configuration was the same for the temporal variations in \( \zeta_A \), \( \zeta_G \), and \( \zeta_O \) (for \( \zeta_A \), the minima always fell on 1903 and 1972 and the maxima – on 1891, 1934, and 2000). The amplitude of variations in \( \zeta_A \), \( \zeta_G \), and \( \zeta_O \) depends significantly on the choice of a model. For the elastic Earth model, the amplitude of the calculated values of \( \zeta_A \) is 28 times as large as the amplitude of observed glaciological variations; for the absolutely solid Earth, it is 20 times larger (Sidorenkov, 2002a, 2002b). The best agreement between the calculated and observed amplitudes of \( \zeta_A \) was obtained in using the inertia moments of the lithosphere.
(Sidorenkov et al., 2005). Note that the elastic Earth model has been used in this study (Equations 11.8–11.11). Therefore, when comparing the curves in Figures 11.1–11.3, the amplitudes of variations in the calculated values $\zeta(t)$ were decreased by a factor of 28.

Some researchers believe that the fluctuations in the Earth’s rotation affect the terrestrial processes, in particular, the World Ocean level, being responsible for its variations. However, the quantitative estimations show that this reverse effect is negligibly small (Sidorenkov, 1961).

11.4
Effect of Ice Sheets

As is seen from the system of Equation 11.18, the decadal fluctuations in the Earth’s rotational rate depend mainly on the state of the Antarctic ice sheet (the $\zeta_A$ value), whereas the secular motion of the North pole depends on the increment of the ice mass in Greenland (the $\zeta_G$ value). Let us assess the order of magnitudes of the probable secular motion of the pole and the irregularity of the Earth’s rotation. Recall that the atmospheric precipitation falling on the ice sheets of Greenland and Antarctica can remain there for centuries. The decrease in the ice masses occurs mostly due to the ice discharge into the surrounding seas. The velocity of the ice discharge is very low; therefore, its variability is also insignificant. At the same time, the annual sums of precipitation can deviate from its long-term value by twofold and even more. The annual sums of precipitation falling on the ice sheets of Antarctica and Greenland are 16 g/cm² and 30 g/cm², respectively.

If the specific mass of ice in Greenland $\zeta_G$ increases by 30 g/cm² per year, whereas $\zeta_A = 0$ and $\zeta_C = 0$, then it is easily calculated that the North pole will displace along meridian 141°E with the velocity equal to 18 cm yr⁻¹; the velocity of the Earth’s rotation will increase by $1.26 \times 10^{-10}$ per year. At the rate of ice accumulation in Antarctica equal to 16 g/cm² per year, the North pole will move in the direction of meridian 81°E with the velocity of 8 cm yr⁻¹, and the velocity of the Earth’s rotation will increase by $5.12 \times 10^{-10}$ per year. These estimates show that the variations in the annual sums of precipitation can cause the pole’s displacements equal to 10–20 cm per year.

The position of the meridians, along which the mean North pole of the Earth’s rotation must move, is presented in Figure 11.4, in which the arrows show the directions of the pole’s displacement at the ice accumulation in Antarctica (A), Greenland (G), Antarctica and Greenland simultaneously (A + G), and on the rest of land (C). At the ice melting and decrease, the pole moves in the opposite direction. The polygonal curve depicts the observed interannual displacement of the mean pole according to the data in Table 8 from (Fedorov et al., 1972). In the literature on astronomy, this pole’s motion is called the secular motion.

The coordinates of the mean pole after 1968 are taken from the reports of the Central Bureau of the International Polar Motion Service and from (Vondrak, 1999).
According to the International Latitude Service (ILS), the pole moves along meridian $285^\circ E$, which is close to the trajectory of the pole in the case of simultaneous ice melting in Antarctica and Greenland (Figure 11.4). This fact deserves special attention, because many glaciologists believe that the ice sheets of Greenland and Antarctica have indeed decreased during the recent decades (Lliboutry, 1965; Kotlyakov, 1968).

The polygonal form of the curve can be explained by the fact that the secular motion of the pole is the result of summation of the variable contributions of various land areas, these contributions being a priori random.

As is known (see Section 3.1.3), since 1890 the pole is shifting in the direction of meridian $290^\circ E$ with a velocity of about $10 \text{ cm yr}^{-1}$. Such shift, if it is real, testifies to a decrease in the ice mass. It could be caused, for example, by melting the ice in Greenland during this period, the rate of melting being near $16 \text{ g cm}^{-2} \text{ yr}^{-1}$. Are such changes in the ice mass real?

At present, the total ice mass is about $28.4 \times 10^{18} \text{ kg}$, out of which $25.7 \times 10^{18} \text{ kg}$ (90%) falls on the ice sheet of Antarctica, $2.5 \times 10^{18} \text{ kg}$ (9%) – on the ice sheet of Greenland, and only $0.22 \times 10^{18} \text{ kg}$ (less than 1%) is the ice mass of all other (mountain) glaciers. The areas of ice sheets in Antarctica and Greenland are $13.9 \times 10^{12}$ and $1.8 \times 10^{12} \text{ m}^2$, respectively. On each square centimeter of Antarctica...
there falls 185 kg of ice on average, in Greenland 139 kg. Using the values of $\zeta_A$ and $\zeta_G$, it is easy to calculate the limiting shifts of the pole. If the ice sheet of Greenland melts completely, the North pole will displace by 830 m along meridian $321^\circ$E; the velocity of the Earth’s rotation will decrease by $0.58 \times 10^{-6}$, (the length of a day will increase by 50 ms. In the case of disappearance of the ice sheet of Antarctica, the pole will shift by 920 m along meridian $261^\circ$E, and the velocity of the Earth’s rotation will decrease by $0.59 \times 10^{-6}$ (the length of day will increase by 512 ms). What are the probable characteristic periods of such shifts?

According to the paleogeographic data, glaciers can exist over tens thousands of years. For example, 25 thousand years ago, vast ice sheets still covered almost the entire East European Plain and considerable areas of West Europe and North America; and 12 thousand years ago they no longer existed. After the end of the last glacial period, there was the period of accelerating climate warming, which in the 50–20 centuries BC peaked at the period of the “Climate Optimum”. Later, the climate grew worse, and during the “sub-Atlantic period” (the tenth century BC – the third century A.D.) the climate was relatively cold. The climate warming observed later resulted in the “Medieval Climate Optimum” or the “Little Climatic Optimum,” at the beginning of the Middle Ages (roughly between 750 and 1200 AD). During that period, the climate in Europe was so warm that Vikings floated without hindrance to Greenland, rendered it habitable, and were engaged in the pasture sheep raising. From this follows the name of the island – Greenland, that is, the green land.

During the Medieval Climate Optimum, the mass of the ice sheet in Greenland was much smaller than it is at present. If we suppose that the ice mass in Greenland was smaller by 20% at that time than at present, then during the last thousand years the pole had to shift along meridian $141^\circ$E with a velocity of about $17 \text{ cm yr}^{-1}$.

After the Medieval Climate Optimum, the climate experienced the following changes: cooling in the thirteenth and fourteenth centuries, slight warming in the fifteenth and sixteenth centuries, and a new cooling in the seventeenth to nineteenth centuries. The latter cooling was given the name of the “Little Ice Age”, because it was accompanied by advancing the glaciers in Europe and America. Since the second half of the nineteenth century, the climate warming began and ever since, it has been lasting off and on in the twentieth century and at present. It is likely that since that time the ice mass in Greenland is decreasing, due to which the pole is shifting in the opposite direction.

All the estimates presented above are performed using Equation 11.14, that is, for the elastic Earth. If the lithosphere drifts over the asthenosphere, then the results of estimations should be greater by approximately 28 times.

### 11.5 Effect of Climate Changes

The state of the ice sheets in Antarctica and Greenland depends on the climate changes. Therefore, the decadal fluctuations in the Earth’s rotation rate can correlate with the variations in the climatic characteristics and indices. And such correlation
has been found (Lambeck, 1980; Sidorenkov and Svirenko, 1983; Sidorenkov and Orlov, 2008). Let us dwell on the relationship between the velocity of the Earth’s rotation and the frequency of the types of atmospheric circulation proposed by Vangengeim (Catalogue, 1964).

The entire diversity of the forms of atmospheric circulation over the region extending from Greenland to the Yenisei River and to the north of 30°N was divided by Vangengeim (1935) into three forms: western W, eastern E, and meridional C. Form W is characterized by a slightly disturbed western–eastern air transfer. Form E is characterized by the ridge of high pressure located over the European part of the former USSR and the trough of low pressure over West Europe and West Siberia. At form C the pattern of the pressure field is opposite: the ridges are located over West Europe and West Siberia and the trough over the European part of the former USSR.

The data on the frequency of the above forms of atmospheric circulation are available from 1891 (Girs, 1971) to the present time. The method of the integral curves of the anomalies of frequencies of the circulation forms is convenient for revealing the long-term variations in the atmospheric circulation. These integral curves are constructed by way of calculating the anomalies of frequencies of the above circulation forms and the cumulative sums of the anomalies; the graphs of these sums are the integral curves. The ascending branch of the integral curve corresponds to the periods of prevalence of positive anomalies, and the descending branch to the periods of prevalence of negative anomalies. These periods are called epochs.

Sidorenkov and Svirenko (1983) have found that at a low frequency of form C, the Earth’s rotation accelerates (Figure 11.5), and vice versa; the coefficient of correlation between the integral anomalies of form $C'$ and the deviations of the length of day $\delta P$ is 0.80. This close correlation counts in favor of the effect of the global water exchange on the interannual irregularity of the Earth’s rotation and the polar motion, and finally in favor of the hypothesis of the drift of the lithosphere over the asthenosphere.

There is close correlation between the decadal fluctuations in the Earth’s rotation rate and those in the global air temperature (Jean-Pierre and Jolanta, 1992; Sidorenkov and Shveikina, 1994), the regional characteristics of precipitation and cloudiness (Sidorenkov and Shveikina, 1996), and even in the catches of food fish in the Pacific Ocean (Klyashtorin and Sidorenkov, 1996). Figure 11.5 demonstrates the temporal variations in the length of the terrestrial day and the air temperature in the Northern Hemisphere for 1891–1998. The comparison of two curves shows their strong correlation.

The relationship between the velocity of the Earth’s rotation and the climate was noticed by Newton (1972), who has found that the prolonged fluctuation in the rate of the secular deceleration of the Earth’s rotation coincided with the Medieval Climate Optimum. Note also that the most drastic disturbances in the Earth’s rotation over the recent 300 years, which were observed near 1870 and 1935 (see Figure 3.9), coincided with the end of the Little Ice Age and the Arctic warming, respectively.

The climatic variations have characteristic periods that cover decades or much longer time intervals. The irregular changes in the length of day are also likely to have characteristic time periods of an order of decades and millenniums. Therefore, the
estimations of the rate of the secular deceleration of the Earth’s rotation, which are usually performed for the time intervals less than 2000 years, are unlikely to be associated only with the tidal deceleration. For example, a tendency for decelerating the Earth’s rotation, which is observed during two recent centuries, can be explained by the process of melting the ice sheets in Greenland and Antarctica. The mean direction of the secular motion of the pole corresponds to the above process.

The redistribution of water between the World Ocean and the ice sheets in Antarctica and Greenland causes changes in the Earth’s gravitational field. If the irregularities in the Earth’s rotation are also due to variations in the global water exchange, then the changes in the length of day and the pole’s shifts should correlate with the changes in the Earth’s gravitational field. The drift of the lithosphere over the astenosphere, if it exists, should be followed by the regular vertical movements of the Earth’s crust and the seismic phenomena. It is necessary to have purposeful geodesic observations that could substantiate or demolish these suppositions. Further progress in studying the nature of the decadal fluctuations in the Earth’s rotation depends on the improvement (increase in volume and accuracy) of hydrometeorological and geophysical observations.

The long-term variations in $\delta P$ can now be determined very accurately. Though their nature is not quite clear, our many-year experience shows that the long-term

Figure 11.5  Synchronous changes in the length of day, $\delta P$ (curve 1), the cumulative sums of anomalies of the circulation form $C$ (curve 2), and of the ten-year running anomalies of the Northern Hemisphere’s air temperature $\Delta T$ (after elimination of a trend and a 1000-fold magnification) (curve 3).
variations in $\delta P$ present a unique nature-born integral index of the global climate changes.

The periods of the Earth’s rotation acceleration (of the decrease in the length of day $\delta P$) coincide with the epochs of the negative anomalies of form C of the atmospheric circulation and of the positive anomalies of $(W + E)$. During these periods, the ice mass in Antarctica increases, the intensity of the zonal circulation weakens, the temperature growth in the Northern Hemisphere accelerates, the positive anomalies of the global cloudiness prevail, and the catches of food fish in the Pacific Ocean augment. During the periods of deceleration of the Earth’s rotation (of the increase in $\delta P$), form C is observed more frequently and $(W + E)$ more seldom than on average, the ice mass in Antarctica decreases, the air temperature in the Northern Hemisphere increases slower, the observed negative anomalies of the global cloudiness, the catches of food fish in the Pacific Ocean are decreasing from year to year.

Thus, as was mentioned above, there are close relationships between the long-term fluctuations in the Earth’s rotation, on the one hand, and the variations in the ice sheet in Antarctica, epochs of atmospheric circulation, global air temperature, regional precipitation and cloudiness, and even in the catches of food fish in the Pacific Ocean, on the other hand.

This close correlation can be used for the extrapolation of $P_C$, $P_{(W + E)}$, and $D_T$ into the past or future, that is, for diagnosis or prognosis of the anomalies of the atmospheric circulation forms or epochs and of the variations in the air temperature anomalies. The point is that the irregular long-period oscillations inherent in the Earth’s rotational rate have a representative time period of about 70 years. The acceleration that had started in 1973 came to an end in 2003, and the Earth’s rotational rate began to decelerate (the length of day began to increase). According to the experience of the past decades, this deceleration has to continue until 2039 ($\pm 3$ years). As the periods of deceleration of the Earth’s rotational rate coincide with the ascending branch of the integral curve $P_C$ and the descending one of the curve $P_{(W + E)}$, the frequency of the form C during the period of 2004–2039 ($\pm 3$ years) is to be above the norm, and that of the form $(W + E)$ – below the norm.

11.6 Effect of the Earth’s Core

The Earth’s mantle and liquid core can exchange the angular momentum. The moment of inertia of the core $C_C$ is equal to $9 \times 10^{36}$ kg m², and the absolute angular momentum $N_C \Omega = 66 \times 10^{31}$ kg m² s⁻¹. The decadal fluctuations of the Earth’s rotation rate have the order of magnitude of $10^{-8}$. If they are due to the redistribution of the angular momentum between the mantle and the core, then it holds:

$$C_M \omega_M + C_C \omega_C = \text{const} \quad (11.16)$$

where $C_M$ and $C_C$ are the axial moments of inertia for the mantle and the core, respectively; $\omega_M$ and $\omega_C$ are the angular velocities of the mantle and core rotations,
respectively. Differentiating (11.16) and passing to increments, we find:

$$\Delta \omega_C = -\frac{C_M}{C_C} \Delta \omega_M \approx -8\Delta \omega_M$$

(11.17)

This means that the fluctuations in the angular velocity of the core must have the opposite sign and exceed by 8 times the observed amplitudes of the decadal fluctuations in the Earth’s rotation rate. The decadal fluctuations in the Earth’s rotation rate have the order of magnitude of $1 \times 10^{-8}$. Hence, the fluctuations in the core must be $8 \times 10^{-8}$, that is over the year the core can be behind or ahead of the mantle by 0.07°. Indirect evidence of the circulation of substance in the liquid core is the westward drift of the nondipole part of the Earth’s magnetic field. This drift shows that the external parts of the liquid core rotate slower than the Earth’s mantle. Even in 1950 (Bullard et al., 1950) the drift rate was found to be $\sim 0.18°$ per year. If we accept this value, then the fluctuations in the rate of the westward drift would be less than 0.07/0.18, or about 38%. The observations confirm the existence of fluctuations of this order of magnitude.

In (Vestine and Kahle, 1968; Cain, Schmitz and Kluth, 1985) a close correlation was obtained between the fluctuations in the angular velocities of the Earth’s rotation and of the rate of westward drift of the eccentric geomagnetic dipole, with the characteristic time period of about 60 years (Figure 11.6). With this, the onset of extrema of the eccentric dipole drift rate lags by $\sim 7$ years. It is likely that during this period the magnetic signal passes through the mantle and reaches the Earth’s surface.

Braginsky (1970, 1972) has shown that in the Earth’s core, the magnetohydrodynamic oscillations of the torsional type occur; they cause the fluctuations in the rates of westward drift of the eccentric geomagnetic dipole and of the Earth’s rotation. The frequency of these fluctuations is described by the formula for the Alfvén waves,
which is known in the magnetic hydrodynamics:

\[ \omega \approx \frac{B_S}{L} \sqrt{4\pi \rho} \]

where \( B_S \) is the radial component of the magnetic field in the cylindrical coordinate, \( L \) is the characteristic scale, and \( \rho \) is the density. Assuming in the core \( B_S \approx 3 \) Gauss, \( L \approx 10^6 \) m, \( \rho \approx 10^4 \) kg/m\(^3\), we obtain \( T \approx 60 \) years.

The correlation is found between the decadal fluctuations in the Earth’s rotation rate \( \nu_3 \) and the derivative of the geomagnetic moment \( \dot{M} \) (Pushkov and Chernova, 1972; Jin and Thomas, 1977). The fluctuations in \( \nu_3 \) are ahead of the fluctuations in \( \dot{M} \) by 10 years.

Thus, on the one hand, the decadal fluctuations in the Earth’s rotation rate could be produced by the exchange of the angular momentum between the mantle and the liquid core of the Earth. On the other hand, there is a close relationship between the decadal fluctuations of the Earth’s rotation and the changes in the climatic and glaciological characteristics. Yet, processes in the Earth’s core cannot produce changes in the epochs of atmospheric circulation, air-temperature fluctuations, atmospheric precipitation, the state of glaciers, and other climatic processes and characteristics.

These contradictions could be eliminated by assuming that there is a third reason that simultaneously affects the processes in both the Earth’s core and in the climatic system. This reason is the gravitational interaction of the Earth with the Moon, the Sun and other planets.

The Sun revolves around the barycenter (the centre of mass) of the Solar System along the compound curves of the fourth order (conchoids of a circle), the so-called “Pascal’s limacons” (Figure 11.7). The curvature of the Sun’s trajectory constantly changes, and the Sun moves with a varying acceleration. Being a satellite of the Sun, the Earth revolves around it and also moves with the Sun around the Solar System’s barycenter. Like the Sun, the Earth undergoes all varying accelerations. Similar to the lunisolar tides, the accelerations disturb the Earth’s orbital revolution and processes in the Earth’s shells, producing the decadal fluctuations in the latter.

Landscheidt (2003) and Wilson et al. (2008) present much evidence to show that the changes in the Sun’s equatorial rotation rate are synchronized with the changes in the Sun’s orbital motion around the barycenter of the Solar System. Ian Wilson (Sidorenkov and Wilson, 2009) showed that the recent maximum asymmetries in the solar motion around the barycenter have occurred in the years 1865, 1900, 1934, 1970 and 2007. These years of maximum asymmetry in the solar motion closely correspond to the points of inflection in the Earth’s length of the day (Figure 3.9). Figure 11.8 constructed by Ian Wilson, shows that, from 1700 to 2000 AD, on every occasion where the Sun has experienced a maximum in the asymmetry of its motion around the centre-of-mass of the Solar System, the Earth has also experienced a significant deviation in its rotation rate (that is, the length of day) from that expected from the long-term trends. This fact indicates that the changes in the Earth’s rotation rate are synchronized with a phenomenon that is linked to the changes in the solar motion around the barycenter of the Solar System.
From the empirical data, Ian Wilson proposes (Sidorenkov and Wilson, 2009) that there is compelling evidence to support the contention that there is a spin-orbit coupling between the Earth’s rotation rate and its motion (that it shares with the Sun) around the barycenter of the Solar System.

Furthermore, the gravity of the nonspherical nonuniform shells of the Earth (that occupy the eccentric positions) due to the Moon, the Sun and planets leads to the shifts and fluctuations in the centers of mass of the shells relative to each other, as well as to their forced transitions (Barkin, 1996, 2000).

In Barkin’s and Wilson’s cases, the set of phenomena that arise in the Earth’s shells may be called “the generalized tides”. On the one hand, the generalized tides evoke changes in the Earth’s core and are related to the perennial variations in the geomagnetic field. On the other hand, they are responsible for changes in the climatic system and fluctuations in the Earth’s rotation. In these cases, evidently, the decades-long variations in the rotation will correlate with all the above-mentioned geophysical and hydrometeorological processes.

Figure 11.7 Motion of the barycenter of the Solar System in the heliocentric coordinate system for 1945–1995. The Sun’s limb is marked by a thick circle. The position of the barycenter relative to the Sun’s centre (a cross) is indicated by small circles (Landscheidt, 2003).
11.7 Summary

We have shown that there are strong correlations between the decadal variations in the length of day, variations in the rate of the westward drift of the geomagnetic eccentric dipole, and variations in certain climate characteristics (the increments of the Antarctic and Greenland ice sheet masses, anomalies of the atmospheric circulation regimes, the hemisphere-averaged air temperature, the Pacific Decadal Oscillation, etc.).

From the empirical data, we argue that these correlations are due to the generalized tides that occur in Earth’s shells due to the gravitational interaction of the Earth with the Moon, the Sun, and other planets.
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Geodynamics and Weather Predictions

12.1
Predictions of Hydrometeorological Characteristics

12.1.1
Synoptic Processes in the Atmosphere

About 100 years ago Mul’tanovskii (1933) noted that synoptic processes evolve in jumps rather than continuously. Analyzing kinematic continuity charts, he observed that the locations of pressure fields persisted for several days and then transformed rapidly (during 12–36 hours). The resulting pattern again persisted for several days until the next transformation. Studying the First Natural Synoptic Region, which extends north of 30°N from Greenland to the Yenisei River, he found that a certain type of evolution persisted for several days. In 1915, Mul’tanovskii called that period the natural synoptic period (NSP). In other words, an NSP is a period of time, during which a particular synoptic process persists over a given natural synoptic region.

After upper-level pressure charts were begun to be constructed in the 1940s, it was found that an upper-air pressure and temperature pattern persists in the troposphere during an NSP. The pressure and temperature fields cause displacements of pressure systems near the Earth’s surface and lead to preserved geographical locations of their centers within a natural synoptic region. At the end of an NSP, the tropospheric pressure and temperature fields are rapidly rebuilt, which leads to new locations of pressure centers and to variations in pressure system trajectories near the Earth’s surface. On a continuity chart, the current NSP is transformed into another one in one or two days, that is, in a “jump” as compared with the NSP length, which ranges from 5 to about 8 days (Pagava et al., 1966). The nature of NSPs remained unknown until the studies in (Sidorenkov, 2002a, 2000b, 2005).

12.1.2
Conductors of Synoptic Processes

As was mentioned above, the tidal oscillations of the Earth’s angular velocity have been reliably recorded since the 1980s.
Since then the author has carried out the simultaneous monitoring of tide-generated variations in the Earth’s angular velocity, the evolution of synoptic processes in the atmosphere, atmospheric circulation regimes, and time variations in hydrometeorological characteristics. It was found that most types of transitions between synoptic processes in the atmosphere occur simultaneously with variations in the Earth’s angular velocity $\omega$. It is well known that the effect of terrestrial zonal tides within a lunar month (27.3 days) leads to four modes with different period lengths in the Earth’s rotation: two acceleration periods of lengths $m_1$ and $m_3$ and two deceleration periods of lengths $m_2$ and $m_4$ (Figure 12.1). The modes alternate with an average period of $\frac{m_i}{C25} \approx \frac{27.3}{4} = 6.8$ days. However, since the lunar perigee and nodes move, this period varies from 5 to 8 days. In 2006, for example, deceleration was observed from September 29 to October 6; acceleration, from October 6 to 12; deceleration, from October 12 to 19; and acceleration, from October 19 to 27. Thus, the lunar month consisted of four intervals with a total duration of $7 + 6 + 7 + 8$ days (Figure 12.1). Any combinations and any real values of $m_i$ in the range of 5 to 8 days are possible. The only unchanged characteristic is a monthly period of 27.3 days.

Based on historical data, the author examined how frequently the extrema of $\omega$ concurred with transitions between synoptic processes. The characteristics of synoptic processes of different types were taken from the Catalogue of Elementary Synoptic Processes (ESPs) by G.Ya. Vangengeim (Catalogue, 1964). Catalogues of ESP transitions and extrema (maxima and minima) of tidal oscillations in $\omega$ were prepared and analyzed over an 8-year period (from October 1, 1987, to September 30, 1995; a total of 2922 days). A statistical analysis showed that the extrema of $\omega$ coincided with ESP transitions up to $\pm 1$ day in 76% of the cases. In 24% of the cases, the difference between an extremum of $\omega$ and the nearest ESP transition was two or more days (Sidorenkov, 2000d). Variations in the vertical component of the total tidal force (Figure 12.2) clearly reveal that dominant diurnal harmonics alternate with dominant semidiurnal harmonics at quasiseasonal intervals. For diurnal tides, the amplitude is maximal when the Moon is at the largest distance from the equator.
When the Moon’s declination is close to its maximum in absolute value. For semidiurnal tides, the amplitude is maximal when the Moon is at the smallest distance from the equator (when the Moon’s declination is close to 0°).

Two trains of large-amplitude diurnal oscillations and two trains of small-amplitude semidiurnal oscillations are observed during a lunar month. Their duration also varies from 5 to 8 days, but the average value is always 6.8 days. The extrema of the lower envelope of diurnal and semidiurnal tides coincide with the extrema of zonal tides. This suggests that NSPs in the atmosphere form under the influence of not only long-period zonal tides but also diurnal and semidiurnal lunisolar tides.

Each quasiweekly mode of the Earth’s rotation is associated with an NSP. Since the Earth’s rotation modes are caused by lunisolar tides, NSPs possibly have the same cause.

This conclusion was checked by calculating the spectra of the equatorial components of the atmospheric angular momentum. The spectra revealed that lunisolar tidal harmonics are completely dominant in the variability of the atmospheric circulation (see Section 7.5). Specifically, it was found that the evolution of synoptic processes in the atmosphere is caused not only by internal dynamics but is also affected by an external “conductor” – lunisolar tides. NSPs are caused by oscillations in tidal forces, and variations in NSPs are associated with changes in the signs of tidal forces. Variations in the NSP length are caused by the frequency modulation of tidal forces due to the motion of the lunar perigee.

There is a statistically significant simultaneous correlation between the tidal oscillations of the Earth’s angular velocity and transitions between synoptic processes occurring in the atmosphere. Close relations have been found between lunisolar tides and variations in meteorological characteristics. For illustrative purposes, Figure 12.3 shows the periodogram of daily air temperature anomalies in Moscow over 1960–2003.
Inspection of the plot reveals peaks near the periods of 27, 87, 205, and 355 days, which correspond to the lunar sidereal (27.3 days) and synodic (29.5 days) periods. The 206-day cycle generates due to the revolution of the major axis of the Moon’s orbit relative to the major axis of the Earth’s orbit. The perigee of the lunar orbit executes one revolution within 8.85 years and the perihelion of the Earth’s orbit – within one year. The perigee meets with the perihelion every 412 days. But the axes of the Moon’s and the Earth’s orbits became collinear every 206 days. It is just this cyclicity of the reciprocal configurations of two orbits that has effects on the terrestrial processes. A period of 355 days corresponds to 13 sidereal and 12 synodic months. This is a lunar year! Therefore, temperature anomalies are formed not only by the internal stochastic dynamics of the atmosphere but also by lunisolar tides, which recur to some extent with a lunar-year period of 355 days (Figure 12.4). This dependence is well seen in the autocorrelation function (ACF) of tidal oscillations.
Solar tides give a maximum correlation at a shift of 365 days, while lunar tides give a maximum correlation every sidereal month. Therefore, a maximum ACF is observed at a shift of 355 days (13 sidereal months). A large ACF maximum also occurs at a shift of 382 days (14 sidereal months). In addition to the lunar year, there are longer cycles: saros (223 synodic months), Metonic cycle (235 synodic months), inex (358 synodic months), and so forth, which also affect temperature anomalies.

Tides affect the meridional air circulation and atmospheric-pressure variations. Higher pressure values caused by lunar tides lead to positive temperature anomalies in summer and to negative temperature anomalies in winter. The temperature anomalies over a monthly cycle depend on the season. In the analysis and prediction of temperature, this dependence can be taken into account either by fixing a calendar time interval or by choosing a time interval multiple of a year.

Based on the empirical facts described above, the following method was developed for the prediction of hydrometeorological characteristics (Sidorenkov, 2002a, 2002b).

Based on the theory, oscillations in $\omega$ can be reliably calculated forward in time with any discretization for any period (Figure 12.1). An analogous period in the past with approximately the same Earth rotation mode is determined by applying correlation analysis to the values of $\omega$ predicted for the nearest year. It is assumed that the synoptic processes and the variations in temperature anomalies over the predicted time interval correlate with those over the analogous period. The temperature anomalies observed at its boundaries are taken as expected values. They are added to the corresponding normals to obtain a predicted air temperature.

This technique can produce day-to-day air-temperature predictions for a period of up to one year at any site where there are sufficiently long series of observations. The skill score of the predicted monthly mean temperature anomalies in Moscow over 2000–2007 was found to be about 70%. The forecast errors arise mainly due to several-day long shifts in the oscillation phase. For this reason, superlong-term day-to-day temperature forecasts are not suitable for consumers interested in the exact times when temperature variations take place, but would be satisfactory for those interested in the fact of occurrence of such variations rather than in their exact time. The best skill scores were obtained for the Volga region, Central Russia, and the North Caucasus. The results based on high-latitude and sea-station data were noticeably worse.

### 12.2
Long-Period Variability in Tidal Oscillations and Atmospheric Processes

#### 12.2.1
Variability in Lunar Tidal Forces

The lunar tidal force varies with time with a period of 13.65 days. It is a function of the Moon’s declination and the geocentric distance, which vary with time in a complex manner. The amplitude of monthly oscillations in the Moon’s declination varies from $29^\circ$ to $18^\circ$ with a period of 18.61 years due to the regression of the lunar nodes. The
Lunar perigee moves with a period of 8.85 years, which leads to variations in the quasiweekly oscillation period of tidal forces in the range of 5 to 8 days. As a result, the oscillation amplitude of tidal forces varies with time with periods of 18.61 years, 8.85 years, 6.0 years, 1 year, 0.5 year, 1 month, 0.5 month, 1 week, 1 day, 0.5 day, and many other less significant periods. The variability of tidal forces is most pronounced in the Earth’s rotation oscillations (Sidorenkov, 2006). Figure 12.5 shows day-to-day tidal oscillations of the Earth’s rotation velocity from 1901 to 2011. It can be seen that the amplitude of fortnightly oscillations varies in a complex manner. The upper and lower envelopes describe waves with a period of 18.6 and 4.4 years, respectively. For comparison, Figure 12.6 displays the tidal oscillations in the Earth’s rotation velocity calculated for the periods of minimal (1997) and maximal (2007) tidal variability. It can be seen that the amplitude of tidal oscillations in the angular velocity in 2007 is nearly twice as large as in 1997.

The temporal variability of a geophysical quantity can be conveniently characterized by its variance calculated over a sliding time window. Specifically, the variance $D$ of a time series of tidal oscillations in the Earth’s rotation velocity is calculated over a one-year sliding window as

$$D = \frac{1}{N} \sum_{i=1}^{N} (v_i - \bar{v})^2$$

(12.1)

where $v_i$ are the daily velocities, $\bar{v} = \frac{1}{N} \sum_{i=1}^{N} v_i$ are the annual mean velocities, and $N = 365$. This formula was used to compute $D$ over one year with a sliding step of
1 day. The results are shown in Figure 12.7. It can be seen that $D$ undergoes threefold variations from its minimum values in 1903, 1923, 1942, 1960, 1978, and 1997 to its maximum values in 1914, 1932, 1950, 1969, 1988, and 2007. A minimum of $D$ is observed when the Moon’s descending node coincides with the spring equinox, and a maximum of $D$ is observed when the Moon’s ascending node coincides with the spring equinox (Sidorenkov, 2006).

12.2.2 Rate of Extreme Natural Processes

Due to the variability of tidal forces, the amplitude of oscillations in weather elements and marine hydrological characteristics also varies with time with the same period. However, the larger the amplitude of oscillations in hydrometeorological characteristics, the more frequent the extreme events (heat or cold waves, droughts or floods, hurricane-force winds, strong thunderstorms, hailstorms) and the greater the economic damage they cause. In other words, the rate of extreme natural processes varies according to the various oscillations of tidal forces. Industrial and social processes are also affected by varying tidal forces.

To statistically prove the existence of variability in hydrometeorological characteristics with a period of 18.6 years, one needs the time series of high-frequency hydrometeorological observations covering several dozens of 18.6-year cycles (longer than 300 years). Unfortunately, meteorologists use (monthly and annual) mean data, which do not contain any information on tidal oscillations. For example, the
averaging of $h_1$ and $h_2$ even on a daily basis yields nearly constant values with no amplitude or frequency modulation of the daily carrier frequency. The spectra of such series contain only noise components (see Section 7.5).

Starting in 1966, weather observations are made every 3 hours. However, these series cover only two 18.6-year cycles and are not suited for a rigorous statistical analysis of the problem in question. Meteorological observations over earlier years are difficult to find. However, the author has managed to obtain the first preliminary evidence of the 18.6-year variability by analyzing time series of atmospheric angular momentum components. Specifically, the series of $h_1$ and $h_2$ from 1948 to 2006 derived by Salstein (2000) were used to calculate the variance over a three-year sliding window. Both components gave similar results. For this reason, Figure 12.8 shows only the variance of $h_1$. It can be seen that the maxima of the variance are consistent with those of tidal-force variability in 1951, 1969, 1987, and 2007. Only in the 1980s is the maximum of $h_1$ slightly ahead of the tidal-force maximum. Thus, the long-time variability of the atmospheric angular momentum is caused, to a certain degree, by the 18.6-year variations in tidal forces.

The statistics of hydrometeorological hazards (recorded by a) the Hydrometeorological Center of Russia and b) the Federal Service for Hydrometeorology and Environmental Monitoring of Russia) clearly indicate an increased rate of hazards in 1998–2007 (Figure 12.9).

Increased (decreased) tidal amplitude leads to a higher (lower) rate of extreme natural processes. A maximum of the 18.6-year variability of tidal forces was observed in 2007 (Figure 12.7). Therefore, an increased rate of extreme natural processes observed over recent years is caused not only by global warming but also by the currently observed maximum of tidal force variability. Since this variability will
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Figure 12.8 Variance of the equatorial component $h_1$ of the atmospheric relative angular momentum calculated with a three-year sliding window.

Figure 12.9 Variations in the annual number of weather hazards over the last 16 years from www.meteorf.ru:Doklad_climate_2008.pdf. The black straight line corresponds to the annual mean value over 16 years.
decrease in 2008–2016, we can expect a reduction in the rate of extreme natural processes in this period due to the influence of tidal forces.

12.3 Hydrodynamic Equations of Motion

Thus, the zonal tides significantly affect atmosphere dynamics.

This conclusion is confirmed by the author’s many years’ successful experience in the super-long-term forecast of temperatures, synoptic and natural processes, based on the behavior of lunisolar tides. Chapter 7 shows the spectra of the components of the atmospheric angular momentum, which also indicate that the tides play a dominating role in the variability of the global atmospheric circulation. These arguments suggest that the equations of hydrodynamics that are currently employed in global atmospheric and oceanic models are inadequate as far as the real processes are concerned because the tide-generating forces are not taken into account. Probably, that is why the predictability of atmospheric processes, based on the current global hydrodynamical models, is no more than two weeks.

As is generally known, a terrestrial reference system is used in meteorology and oceanology. The equations of relative movement are:

\[
\frac{dV}{dt} = -\frac{1}{\rho} \nabla p - 2\Omega \times V + g + F
\]  

(12.2)

where \( V \) is the vector of the velocity of wind or current, \( \rho \) and \( p \) are the density and the pressure, respectively, \( \Omega \) is the angular velocity of the Earth’s rotation, \( F \) is the friction force, \( g \) is the gravity, which is a sum of the Earth’s gravitational attraction and the centrifugal force. The tide-generating forces of the Moon and the Sun should be taken into account to more accurately describe atmospheric and oceanic circulation (Sidorenkov, 2002a, 2002b). These forces can be found by calculating the gradient \( \nabla U \) of the tide-generating potential \( U \). In this case, instead of (12.2) we have:

\[
\frac{dV}{dt} = -\nabla U - \frac{1}{\rho} \nabla p - 2\Omega \times V + g + F
\]  

(12.3)

Let us choose a spherical coordinate system whose coordinate lines are the geocentric radiusses \( R \), meridians \( \varphi \) and parallels \( \lambda \). Let the unit vectors \( e_R, e_\varphi, e_\lambda \) at an observation point be directed vertically upward, northward and eastward, respectively. Then:

\[
\nabla U = T_R e_R + T_\varphi e_\varphi + T_\lambda e_\lambda = \frac{\partial U}{\partial R} e_R + \frac{\partial U}{\partial \varphi} e_\varphi + \frac{\partial U}{R \cos \varphi \partial \lambda} e_\lambda
\]  

(12.4)

where \( T \) are the projections of the tide-generating forces, and \( R \) is the Earth’s radius. Let us now find each of the projections by differentiating the expression for \( U \).
Bearing in mind that a change in the hour angle $H$ is equivalent to a change in longitude $\lambda$, we have:

\[
T_R = C \left[ \cos^2 \varphi \cos^2 \delta \cos 2H + \sin 2\varphi \sin 2\delta \cos H + 3 \left( \sin^2 \varphi - \frac{1}{3} \right) \left( \sin^2 \delta - \frac{1}{3} \right) \right]
\]

\[
T_\varphi = C \left[ -\frac{1}{2} \sin 2\varphi \cos^2 \delta \cos 2H + \cos 2\varphi \sin 2\delta \cos H + \frac{3}{2} \sin 2\varphi \left( \sin^2 \delta - \frac{1}{3} \right) \right]
\]

\[
T_\lambda = C \left[ -\cos \varphi \cos^2 \delta \sin 2H - \sin \varphi \sin 2\delta \sin H \right]
\]

\[
T_\lambda = C \left[ \cos \varphi \cos^2 \delta \cos (2H + 90^\circ) + \sin \varphi \sin 2\delta \cos (H + 90^\circ) \right] \quad (12.5)
\]

Here, $C$ is the multiplier related to the geocentric distance of a perturbing body, the elastic properties and structure of the Earth. For a perfectly rigid Earth, $C = G \frac{R}{a^2} (\frac{\varphi}{3})^3$, where $G$ is the Doodson constant. It is clear from the expressions (12.4) that the projections $T_R$ and $T_\varphi$ contain the same functions of coordinates $\delta, H$ and the distance $c/d$ of a perturbing body as the potential $U$. Consequently, they are related to the same tidal waves as the potential $U$. The projection $T_\lambda$ (along parallel) has only the diurnal and semidiurnal waves whose phases are $90^\circ$ greater than the phases of the potential $U$; and it has no long-period terms. Coefficients $C$ of all the projections and the functions of latitude that are in the projections $T_\varphi$ and $T_\lambda$ are different from those of the potential $U$.

Also, an expansion of every projection $T$ of the tide-generating forces can be obtained by direct calculation of the components of the gradient of the series (5.20):

\[
T = \nabla \left\{ \sum_{n=2}^{m} \sum_{m=0}^{n} P_{nm}(\sin \varphi) \sum_{\ell=0}^{k} C_{nm\ell} \cos \left[ \omega_{nm\ell} t + \beta_{nm\ell} + m\lambda + (n-m) \frac{\pi}{2} \right] \right\}
\]

\[
(12.6)
\]

We hope that the account for the lunisolar tidal forces in the equations of motion of the global atmosphere and oceans models will allow us to radically extend the time limits of predictability of atmospheric processes. It will be possible to do successful multimonth weather forecasts.
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Conclusion

We are living in a time of rapid scientific progress. Undoubtedly, the problems solved in the book, as well as the developed models will soon be unable to satisfy the observation accuracy requirements that are becoming increasingly stringent and a new clarification will be required. Note that over the last twenty years new methods of space geodesy and astronomy have increased the accuracy of determination of the universal time, the coordinates of the Earth’s pole and nutation corrections 100-fold. Nowadays the accuracy is $0'.0001$ of arc for the pole coordinates and nutation and $0.000005$ s for corrections to the UT1 scale, which corresponds to several millimeters on the Earth surface.

Besides these fantastic successes in monitoring the Earth’s rotation rate instabilities, a grandiose multiyear project of the National Center for Environmental Prediction (NCEP) and the National Center for Atmospheric Research (NCAR) is completed, and all meteorological and aerologic observation from 1948 to the present time reanalyzed. Based on NCEP/NCAR reanalyses, David Salstein calculated the values of the components of the atmospheric angular momentum and effective functions of the atmospheric angular momentum with a 6-hour step for a period from 1948 to the present time. Recently, effective functions of the angular momentum of the ocean have been calculated as well.

These innovations give an ample opportunity to study instabilities of the Earth’s rotation rate, atmospheric and ocean processes, first, within the diurnal periods. Using these data, the author has already discovered diurnal nutation of the vector of the angular momentum of the atmosphere with a wide spectrum of the lunisolar tidal oscillations transformed by the atmosphere.

Comparison between the time series of the Earth’s rotation rate, which were obtained using modern methods, and semiempirical models of ocean tides shows that oceans play a dominating role in excitation of diurnal and semidiurnal oscillations of the Earth’s rotation rate and monthly variations in polar motion. However, large high-frequency variations in the Earth’s rotation still remain unexplained.

Fundamental discoveries are potentially possible in researches into decadal fluctuations. The point is that the decadal fluctuations in the Earth’s rotation are closely connected with epoch changes in atmospheric circulation, climatic
characteristics, the condition of ice sheets in Antarctica and Greenland, and so on. However, no significant angular momentum exchange between the Earth and the atmosphere has been revealed. The angular momentum is believed to be redistributed between the mantle and the liquid core. If so, the core controls the atmospheric processes, climate changes and glaciers, which is rather improbable. These contradictions are eliminated if it is assumed that there is a third reason, “generalized tides”, which simultaneously affects processes in both the Earth’s core and the climatic system. Resolving these inconsistencies promises revolutionary discoveries and a breakthrough in understanding geophysical processes.

The problem of the interannual variations is waiting to be solved as well. It is still unclear why the spectrum of variations in the polar motion is similar to that of the quasibiennial oscillation in equatorial stratospheric wind; why the cycle of the El Niño–Southern Oscillation (ENSO), and that of the quasibiennial oscillation (QBO), is a multiple of Chandler’s period, and how those oscillations are connected with free and forced nutation of the Earth and the lunisolar tides.

Some instabilities in the Earth’s rotation are caused by the tidal forces, some, by processes in geospheres. Reflecting these processes, the instabilities can serve as their indicators. Based on variations in the Earth’s rotation, we can track variations in zonal tides, changes in the angular momentum of winds, changes in global and hemisphere temperature of air, epoch change in atmospheric circulation, evolution of ice sheets and other climatic characteristics. The nature has created this integrated index of natural processes and we should take advantage of it. The reader has found some ways in this book, others he/she can obtain by studying how some particular data are correlated with the series of parameters of the Earth’s rotation given in the Appendices and at http://www.hpiers.obspm.fr/eop-pc/.
Appendices
Appendix A

A.1 Spherical Analysis

We use spherical analysis, that is, expansion into a series in terms of spherical functions, to solve many problems we consider here. It is known that the continuous function of the colatitude $\theta$ and east longitude $\lambda$ can be uniquely expanded into a series by surface spherical harmonics:

$$f(\theta, \lambda) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} (a_{nm} \cos m\lambda + b_{nm} \sin m\lambda) P_{nm}(\theta)$$

$$= a_{00} + a_{10} \cos \theta + (a_{11} \cos \lambda + b_{11} \sin \lambda) \sin \theta + a_{20} \left(\frac{3}{2} \cos^2 \theta - \frac{1}{2}\right)$$

$$+ (a_{21} \cos \lambda + b_{21} \sin \lambda) \cdot \frac{3}{2} \sin 2\theta + (a_{22} \cos 2\lambda + b_{22} \sin 2\lambda) 3 \sin^2 \theta + \ldots$$

(A.1)

Here, $a_{nm}$ and $b_{nm}$ are the coefficients of the spherical harmonic of degree $n$ and order $m$, and $P_{nm}(\theta)$ are the associated Legendre functions calculated by the formula:

$$P_{nm}(\theta) = \frac{\sin^m \theta d^n + m (\cos^2 \theta - 1)^n}{2^n \cdot n! (d \cos \theta)^{n-m}}$$

(A.2)

Note that somewhat different definition of the Legendre function is accepted in a number of works (Jeffreys and Swirles, 1966; Munk and Macdonald, 1960):

$$\frac{(n-m)!}{n!} P_{nm}$$

(A.3)

The surface spherical functions are the eigenfunctions for a sphere. They look like waves (Figure A.1). The spherical functions are referred to as either the zonal functions (if they depend only on the latitude) or the sectoral functions (if they depend only on the longitude) or the tesseral functions (if they depend on both the latitude and longitude). The greater the degree of the function, the smaller the area of the sphere occupied by each wave and the finer the details described by the function.
The spherical functions are orthogonal, that is, the surface integral of the product of two spherical functions of different degrees over the spherical surface is equal to zero. Whereas the integral of the squared spherical functions is:

\[
\frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi P^2_{nm} \left( \frac{\cos 2m\lambda}{\sin 2m\lambda} \right) dS = \frac{(n+m)!}{(2n+1)(n-m)!(2-\delta_{om})}
\]  \hspace{1cm} (A.4)

where \(\delta_{om} = 1\), if \(m = 0\), and \(\delta_{om} = 0\), if \(m \neq 0\). It is clear that the value of this integral quickly increases with the increasing index \(m\). This results in some difficulties in calculating the coefficients \(a_{nm}\) and \(b_{nm}\). The normalized Legendre functions \(\bar{P}_{nm}\) are frequently used to avoid the difficulties:

\[
\bar{P}_{nm} = N_{nm} P_{nm}
\]  \hspace{1cm} (A.5)

where

\[
N_{nm}^2 = \frac{(2n+1)(n-m)!(2-\delta_{om})}{(n+m)!}
\]  \hspace{1cm} (A.6)

In this case, we have for any indexes \(n\) and \(m\):

\[
\frac{1}{4\pi} \int_0^{2\pi} \int_0^\pi \bar{P}^2_{nm} \left( \frac{\cos 2m\lambda}{\sin 2m\lambda} \right) dS = 1
\]  \hspace{1cm} (A.7)

Using the orthogonality condition and Equation A.7 for the normalized Legendre functions, we obtain the expressions to determine the normalized coefficients of the expansion, \(\bar{a}_{nm}\) and \(\bar{b}_{nm}\):
\[ \tilde{a}_{n0} = \frac{1}{4\pi} \int_{0}^{\pi} \int_{0}^{2\pi} f(\theta, \lambda) \tilde{P}_{n0} \, dS; \quad b_{n0} = 0 \quad (A.8) \]

\[
\left( \frac{a_{nm}}{b_{nm}} \right) = \frac{1}{4\pi} \int_{0}^{\pi} \int_{0}^{2\pi} f(\theta, \lambda) \tilde{P}_{nm} \left( \frac{\cos m\lambda}{\sin m\lambda} \right) \, dS
\]

Obviously, if we used the non-normalized Legendre functions like (A.2) or (A.3) we would have different values of the coefficients \(a_{nm}\) and \(b_{nm}\). This should be borne in mind when comparing the results of the calculation. The coefficients \(a_{nm}\) and \(b_{nm}\) of the expansion of the function \(f(\theta, \lambda)\) into a series in terms of the normalized spherical functions are related to the coefficients \(a_{nm}, b_{nm}\) of the expansion of the same function into a series (A.1) in terms of the general (non-normalized) spherical functions like (A.2); this relation is as follows:

\[ a_{nm} = N_{nm} \tilde{a}_{nm}; \quad b_{nm} = N_{nm} \tilde{b}_{nm} \quad (A.9) \]

As expansions into a series in terms of the spherical functions are frequently used hereafter, Table A.1 lists the values of the following factors: \((N_{nm})^2\), Legendre functions \(P_{nm}\) and the polynomials resulted from the multiplication of \(P_{nm}\) by either \(r^n \cos m\lambda\) or \(r^n \sin m\lambda\), for various \(n\) and \(m\) from 0 to 4.

**Table A.1** Values of normalizing factors \(N_{nm}^2\), Legendre functions \(P_{nm}(\cos \theta)\) and polynomials for various indexes \(n\) and \(m\).

<table>
<thead>
<tr>
<th>(n)</th>
<th>(m)</th>
<th>(N_{nm}^2)</th>
<th>(P_{nm})</th>
<th>Polynomials</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>(\cos \theta)</td>
<td>(z)</td>
<td>(z)</td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>(\sin \theta)</td>
<td>(\tilde{z}; \tilde{y})</td>
<td>(\tilde{z}; \tilde{y})</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>(\frac{3}{2} \cos^2 \theta - \frac{1}{2})</td>
<td>(\frac{1}{2} (2z^2 - x^2 - y^2))</td>
<td>(\frac{1}{2} (2z^2 - x^2 - y^2))</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>(\frac{3}{2} \sin 2\theta)</td>
<td>(3 \tilde{z}; 3 \tilde{y})</td>
<td>(3 \tilde{z}; 3 \tilde{y})</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>(\frac{3}{2} \sin^2 \theta)</td>
<td>(3 (x^2 - y^2); 6 xy)</td>
<td>(3 (x^2 - y^2); 6 xy)</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>(\frac{5}{2} \cos^2 \theta - \frac{3}{2} \cos \theta)</td>
<td>(\frac{1}{2} z (2z^2 - 3x^2 - 3y^2))</td>
<td>(\frac{1}{2} z (2z^2 - 3x^2 - 3y^2))</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>(\frac{3}{2} \sin 0 (5 \cos^2 \theta - 1))</td>
<td>(\frac{3}{2} x (4z^2 - x^2 - y^2); \frac{3}{2} y (4z^2 - x^2 - y^2))</td>
<td>(\frac{3}{2} x (4z^2 - x^2 - y^2); \frac{3}{2} y (4z^2 - x^2 - y^2))</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>(15 \sin^2 \theta \cos \theta)</td>
<td>(15 z (x^2 - y^2); 30 xy z)</td>
<td>(15 z (x^2 - y^2); 30 xy z)</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>(\frac{15}{360} \sin^3 \theta)</td>
<td>(15 (x^3 - 3xy^2); 15 (3x^2 y - y^3))</td>
<td>(15 (x^3 - 3xy^2); 15 (3x^2 y - y^3))</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>(\frac{1}{8} (35 \cos^4 \theta - 30 \cos^2 \theta + 3))</td>
<td>(\frac{1}{8} [8z^4 - 24z^2 (x^2 + y^2) + 3 (x^2 + y^2)^2])</td>
<td>(\frac{1}{8} [8z^4 - 24z^2 (x^2 + y^2) + 3 (x^2 + y^2)^2])</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>(\frac{5}{10} \sin 0 (7 \cos^3 \theta - 3 \cos \theta))</td>
<td>(\frac{5}{2} x [4z^3 - 3z (x^2 + y^2)]; \frac{5}{2y} [4z^3 - 3z (x^2 + y^2)])</td>
<td>(\frac{5}{2} x [4z^3 - 3z (x^2 + y^2)]; \frac{5}{2y} [4z^3 - 3z (x^2 + y^2)])</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>(\frac{15}{20} \sin^2 \theta (7 \cos^2 \theta - 1))</td>
<td>(\frac{15}{2} (x^2 - y^2) (6z^2 - x^2 - y^2); 15 xy (6z^2 - x^2 - y^2))</td>
<td>(\frac{15}{2} (x^2 - y^2) (6z^2 - x^2 - y^2); 15 xy (6z^2 - x^2 - y^2))</td>
</tr>
<tr>
<td>4</td>
<td>3</td>
<td>(\frac{1}{280} \sin^4 \theta \cos \theta)</td>
<td>(105 z (x^3 - 3xy^2); 105 z (3x^2 y - y^3))</td>
<td>(105 z (x^3 - 3xy^2); 105 z (3x^2 y - y^3))</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>(\frac{1}{2240} \sin^6 \theta)</td>
<td>(105 (x^4 - 6x^2 y^2 + y^4); 420 xy (x^2 - y^2))</td>
<td>(105 (x^4 - 6x^2 y^2 + y^4); 420 xy (x^2 - y^2))</td>
</tr>
</tbody>
</table>
Expansion into a series in terms of the spherical functions allows the main features of the field under study to be compactly described. It is easy to see from (A.8), for example, that the coefficients in expression (A.1) have the following physical interpretation. \( a_{00} \) is the average value of the function \( f \) on the globe; \( a_{10} \) is the difference in the function \( f \) between the Northern and Southern Hemispheres; \( a_{20} \) is the difference in the function \( f \) between the low and high latitudes; \( a_{11}, b_{11} \) and \( a_{22}, b_{22} \) are the sectoral perturbations with wavelengths of \( 360^\circ \) and \( 180^\circ \), respectively; \( a_{21} \) and \( b_{21} \) are the differences in the distribution of the function \( f \) in comparison with the rotationally symmetric distribution, and so forth.
Appendix B

B.1
The Figure of the Earth

If the Earth were a liquid rotating planet, its figure would have a gravitational equipotential surface, with geopotential $U_0$ consisting of gravitational potential and potential of centrifugal forces at the surface. It is clear that in that case the Earth’s figure would depend on the distribution of density inside the planet and its angular rotation velocity. Therefore, though the real Earth is not strictly in hydrostatic equilibrium, its figure is determined on the basis of the condition:

$$W + \Phi = U_0 = \text{const} \quad (B.1)$$

The gravitational external potential of the Earth is determined (Zharkov et al., 1996; Zharkov and Trubitsyn, 1980)

$$W = \frac{\gamma M}{r} \left[ 1 + \sum_{n=2}^{\infty} \sum_{m=0}^{n} \left( \frac{R_e}{r} \right)^n (a_{nm} \cos m\lambda + b_{nm} \sin m\lambda) P_{nm} \right] \quad (B.2)$$

Where $\gamma$ is the gravitational constant; $r$ is distance; $M$ and $R_e$ are the mass and equatorial radius of the Earth; $a_{nm}$ and $b_{nm}$ are the Stokes coefficients.

The potential of centrifugal forces is equal to

$$\Phi = \frac{\omega^2 R_e^2}{3} - \frac{\omega^2 R_e^2}{3} P_{20}(\cos \theta) \quad (B.3)$$

This figure (Figure B.1) is called the geoid.

Let us define the geoid oblateness. If expressions (B.2) and (B.3) are taken into consideration, expression (B.1) gives the following formulae for $U_0$ at the equator ($R = R_e, \theta = 90^\circ$) and at the poles ($R = R_p, \theta = 0$), respectively, with an accuracy up to the expansion terms with $n > 2$:

$$U_0 = \frac{\gamma M}{R_e} \frac{\gamma M}{2R_e} a_{20} + \frac{\Omega^2 R_e^2}{2}, \quad \text{and} \quad U_0 = \frac{\gamma M}{R_p} + \frac{\gamma MR_e^2}{R_p^3} a_{20}$$
Subtracting the latter equation from the former and bearing in mind that $R_e \approx R_p$, we have the following expression for the geoid oblateness, with an accuracy up to the terms of the first order with respect to $\alpha$:

$$\alpha = \frac{R_e - R_p}{R_e} = -\frac{3}{2} a_{20} + \frac{q}{4} + O(\alpha^2)$$  \hspace{1cm} (B.4)

Here, $a_{20}$ is the potential expansion coefficient; $q = \frac{\Omega^2 R_e^3}{3GM}$ is the parameter equal to the ratio of the centrifugal acceleration to the gravitational acceleration at the equator. Bearing in mind that for the liquid planet with the density distribution similar the real Earth’s

$$a_{20} = -\frac{k_f \Omega^2 R_e^3}{3GM}$$

we obtain, from (B.4), the following formula for the Earth oblateness:

$$\alpha = (1 + k_f) \frac{1}{2} \Omega^2 \frac{R_e^3}{\gamma M} = h_f \frac{1}{2} \Omega^2 \frac{R_e^3}{\gamma M}$$  \hspace{1cm} (B.5)

Here, $k_f$ and $h_f$ are the Love numbers of the second order for the liquid Earth. The same formula for the oblateness can be also derived if the following considerations are taken into account. Under the action of the centrifugal potential, $\varphi$ the surface of a liquid planet changes with respect to its center by as much as:

$$h_f \frac{\varphi}{g} = -h_f \frac{\Omega^2 R_e^2}{3g} P_{20}$$  \hspace{1cm} (B.6)

where $g$ is the gravitational acceleration. On the other hand, it is known (Zharkov and Trubitsyn, 1980; Jeffreys, 1959) that the equation of the surface of a liquid rotating
planet in hydrostatic equilibrium is as follows:

\[ R = R_e \left( 1 - \frac{\alpha}{3} - \frac{2}{3} \alpha P_{20} \right) + o(\alpha_f^2) \]  

(B.7)

Here, \( R_e \left(1 - \frac{\alpha}{3}\right) \) is the mean radius of the planet; \( \frac{2}{3} \alpha R_e P_{20} \) is the radial displacement of the planet surface. Equating the radial displacements in formulae (B.6) and (B.7), we obtain the desired formula (B.5).

Let us compare the values of the parameters of the Earth’s figure obtained from observation and theoretical data. Analysis of satellite observations gives the estimate of the real Earth’s surface oblateness (Zharkov and Trubitsyn, 1980):

\[ \alpha = \frac{1}{298.257} \]

The corresponding “secular” Love numbers are as follows:

\[ h_S = \frac{2\alpha}{q} = 1.934; \quad k_S = h_S - 1 = 0.934 \]

(B.8)

If we knew a law of the density distribution inside the Earth, we could calculate the oblateness \( \alpha_f \), which the Earth would have if it were in hydrostatic equilibrium (Zharkov and Trubitsyn, 1980). To illustrate this, let us estimate the hydrostatic oblateness \( \alpha_f \) for two extreme models of the Earth’s structure: a homogeneous Earth and an Earth whose total mass is concentrated in its center. In the former case, we have \( a_{20} = -\frac{5}{4} \alpha \) and substitute it into (B.4), which gives \( \alpha_f = \frac{5}{4} q = \frac{1}{237} \) and, accordingly, \( h_f = \frac{5}{2} \). In the latter case (the total mass is concentrated in the center of the Earth), \( a_{20} = 0, \alpha_f = \frac{9}{2} = \frac{1}{777} \) and, accordingly, \( h_f = 1 \). Obviously, the true values of the hydrostatic oblateness and the Love numbers are between these limits. In accordance with the hydrostatic theory, the oblateness of a hydrostatically equilibrated planet, with a accuracy up to the terms of the first order of smallness by \( \alpha \), is related to the polar moment of inertia as follows (Jeffreys, 1959):

\[ \alpha_f = \frac{5}{2} q \left[ 1 + \frac{25}{4} \left( 1 - \frac{3 N_{13}}{2 M R_e^2} \right)^2 \right]^{-1} \]

(B.9)

Formula (B.9) gives the approximate value of \( \alpha_f \) that should be refined. Jeffreys (1963) calculated the necessary correction by using the numerical method based on the Earth’s density distribution. As a result, he obtained the following value of hydrostatic oblateness:

\[ \alpha_f = \frac{1}{299.67} \]

(B.10)

The corresponding Love numbers are:

\[ h_f = 1.925, \quad k_f = 0.925 \]

(B.11)

Comparison of the parameters of the liquid rotating planet in hydrostatic equilibrium (B.10) and (B.11) with the parameters of the real Earth \( k_S = 0.936 \).
and (B.8) reveals some differences. In particular, the actual oblateness is 0.5% more than the hydrostatic one. The Love numbers $k_S$ and $h_S$ are greater than the Love numbers $k_f$ and $h_f$ of the liquid Earth. Some researches (Zharkov and Trubitsyn, 1980; Mac Donald, 1963; McKenzie, 1966) make much of these differences. They relate the differences to the delay in changing the oblateness of the Earth's in response to the Earth's rotation slowing down.

It is known that tidal friction regularly slows down the Earth's rotation at a rate of $\dot{\Omega} = -55 \times 10^{-23} \, s^{-2}$ (the length of a day increases as much as 0.002 s per century). From Equation (B.5), it is easy to obtain an expression for the delay $\tau$ in changing the Earth's oblateness in response to changes in the angular velocity:

$$\tau = \frac{\alpha - \alpha_f}{\alpha} \cdot \frac{\Omega}{2\Omega}$$

Substituting the values of $\alpha$ and $\alpha_f$ of (B.8) and (B.10) gives $\tau = 10^7$ years, that is, the current oblateness of the Earth is the hydrostatic oblateness of the planet with the angular velocity equal to the angular velocity of the Earth 10^7 years ago. Based on the delay $\tau$, we can estimate viscosity $\eta$ of the lower mantle because the time of relaxation $\tau$ of the nonequilibrium part of the equatorial swell is proportional to viscosity $\eta$ and inversely proportional to the shear modulus $\mu$ of the lower mantle:

$$\eta \approx \tau \mu \approx 10^{25} \, \text{Pa} \, s = 10^{26} \, \text{Poise}$$

If the Earth was strictly in hydrostatic equilibrium, all the coefficients $a_{nm}$ and $b_{nm}$ in the expansion of gravitational potential $W(B.2)$ would be zero except for the zonal coefficients $a_{00}$ with even orders $n$, that is:

$$W_f = \frac{\gamma M}{r} \left\{ 1 + \frac{R_e^2}{r^2} a_{20} P_{20} + \frac{R_e^4}{r^4} a_{40} P_{40} + \frac{R_e^6}{r^6} a_{60} P_{60} + \ldots \right\}$$

And, as follows from the theory (Zharkov and Trubitsyn, 1980; Jeffreys, 1959), the values of the even zonal coefficients should be proportional to $\alpha^{n/2}$:

$$a_{20} \approx \alpha, \ a_{40} \approx \alpha^2, \ a_{60} \approx \alpha^3, \ldots, \ a_{2n} \approx \alpha^{n/2}$$

Satellite observations do not confirm this law. All the zonal coefficients, beginning with $a_{30}$, and many of the tesseral coefficients are approximately of the same order of magnitude, being equal to something between 1 and 9 multiplied by $10^{-6}$, that is, they are of the same order of magnitude as $\alpha^2$. An exception is $a_{20} \approx \alpha$. Thus, the gravitational field of the Earth deviates from the gravitational field of a hydrostatically balanced planet by a value comparable with the squared oblateness. These deviations indicate that the Earth's figure deviates by the value of the same order of magnitude ($\alpha^2 R \approx 70 \, \text{m}$) from the equilibrium figure of a rotating liquid planet.

As is generally known, the deviations of the Earth's figure and gravitational field are caused by anomalies of mass distribution at the surface of and inside the Earth. The difference in the Earth's figure that is related to the difference between the actual oblateness and hydrostatic one makes $\delta(R_e - R_f) = (\alpha - \alpha_f)R_e = 100 \, \text{m}$, that is, it is of the same order of magnitude as the nonequilibrria described by other terms of the expansion. It is clear that abnormal mass distribution (for example, the thawing of the
ice sheets covering Antarctica and Greenland) may cause the difference as well.
Therefore, there is no sufficient reason for believing that the differences $\alpha - \alpha_f$, $h - h_f$, $k - k_f$ are caused by the delay in changes in the oblateness of the Earth’s as a result of the secular slowing down of the Earth’s rotation.

Thus, with a relative accuracy up to the order of the squared oblateness, the real Earth’s form does not differ from the equivalent model of a liquid rotating planet, and the secular Love numbers are equal to the Love numbers for the liquid Earth.

Based on the differences in the terms of the expansions of the gravitational potential between the real Earth and a hydrostatically equilibrium planet, we can estimate the gravitational energy caused by the Earth’s nonequilibrium. It turns out to be equal $10^{24}$ J (Zharkov and Trubitsyn, 1980). Note that the gravitational energy caused by the Earth nonequilibrium to support the irregularity in the speed of the Earth’s rotation would only last 100 years because the power of observed fluctuations of the angular velocity is $10^{15}$ W.
Appendix C

Acronyms

v The Earth’s rotation dimensionless velocity (see Equation 2.1)
l.o.d. The length of the terrestrial day
cpd cycle per day
dB decibel
G gauss
hPa hectopascal
hr hour
J joule
K kelvin
ms millisecond(s)
µs microsecond(s)
N newton
P poise
Pa pascal
rad radian
s second
St stokes
W watt
yr year
AAM Atmospheric Angular Momentum
CIO Conventional International Origin
CPC Climate Prediction Centre
CW Chandler Wobble
DORIS Doppler Orbit determination and Radiopositioning Integrated on Satellite
ECMWF European Centre for Medium-Range Weather Forecasts
ENSO El Niño-Southern Oscillation
EOP Earth Orientation Parameters
ESP Elementary Synoptic Process
FCN Free Core Nutation
FTHE  Heat engine of the first type
GLONASS Global Orbiting Navigation Satellite System, Russia
GPS Global Positioning System
IAU International Astronomical Union
IERS International Earth Rotation and Reference Systems Service (formerly: International Earth Rotation Service)
IHHE Inter-hemispheric heating engine
ILS International Latitude Service
IPMS International Polar Motion Service
ITCZ Intertropical Convergence Zone
IUGG International Union of Geodesy and Geophysics
JPL Jet Propulsion Laboratory
LLR Lunar Laser Ranging
LOD Length of Day
MJD Modified Julian Day
NCAR U.S. National Center for Atmospheric Research
NCEP U.S. National Centers for Environmental Prediction
NMC National Meteorological Center (replaced by NCEP)
NSP natural synoptic period
OAM oceanic angular momentum
QBO Quasi-Biennial Oscillation
SI Système International (International System of Units)
SLR Satellite Laser Ranging
TAI Temps Atomique International (International Atomic Time)
TCB Temps-coordonnée barycentrique (Barycentric Coordinate Time)
TCG Temps-coordonnée géocentrique (Geocentric Coordinate Time)
TDB Barycentric Dynamical Time
TDT Terrestrial Dynamical Time
TGB Tide Generating Potential
UKMO U.K. Meteorological Office
UT, UT0, UT1, UT2 Universal Time
UTC Coordinated Universal Time
VLBI Very Long Baseline Interferometry
### Appendix D

<table>
<thead>
<tr>
<th>Year</th>
<th>$\nu_1 \times 10^9$ (rad)</th>
<th>$\nu_2 \times 10^9$ (rad)</th>
<th>$\nu_3 \times 10^{10}$</th>
<th>$\zeta_O$</th>
<th>$\zeta_A$</th>
<th>$\zeta_C$</th>
<th>$\zeta_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1891</td>
<td>-102</td>
<td>165</td>
<td>73</td>
<td>-11</td>
<td>232</td>
<td>-49</td>
<td>7</td>
</tr>
<tr>
<td>1892</td>
<td>-78</td>
<td>131</td>
<td>33</td>
<td>-5</td>
<td>104</td>
<td>-15</td>
<td>3</td>
</tr>
<tr>
<td>1893</td>
<td>-87</td>
<td>126</td>
<td>-17</td>
<td>2</td>
<td>-56</td>
<td>31</td>
<td>-2</td>
</tr>
<tr>
<td>1894</td>
<td>-78</td>
<td>112</td>
<td>-67</td>
<td>10</td>
<td>-217</td>
<td>76</td>
<td>-7</td>
</tr>
<tr>
<td>1895</td>
<td>-78</td>
<td>82</td>
<td>-118</td>
<td>18</td>
<td>-381</td>
<td>122</td>
<td>-12</td>
</tr>
<tr>
<td>1896</td>
<td>-73</td>
<td>73</td>
<td>-168</td>
<td>26</td>
<td>-541</td>
<td>168</td>
<td>-17</td>
</tr>
<tr>
<td>1897</td>
<td>-73</td>
<td>63</td>
<td>-219</td>
<td>34</td>
<td>-705</td>
<td>215</td>
<td>-22</td>
</tr>
<tr>
<td>1898</td>
<td>-68</td>
<td>63</td>
<td>-269</td>
<td>42</td>
<td>-866</td>
<td>261</td>
<td>-28</td>
</tr>
<tr>
<td>1899</td>
<td>-39</td>
<td>78</td>
<td>-319</td>
<td>50</td>
<td>-1026</td>
<td>306</td>
<td>-33</td>
</tr>
<tr>
<td>1900</td>
<td>-19</td>
<td>53</td>
<td>-370</td>
<td>58</td>
<td>-1190</td>
<td>350</td>
<td>-38</td>
</tr>
<tr>
<td>1901</td>
<td>-5</td>
<td>34</td>
<td>-431</td>
<td>68</td>
<td>-1386</td>
<td>405</td>
<td>-45</td>
</tr>
<tr>
<td>1902</td>
<td>0</td>
<td>15</td>
<td>-471</td>
<td>74</td>
<td>-1514</td>
<td>441</td>
<td>-49</td>
</tr>
<tr>
<td>1903</td>
<td>5</td>
<td>0</td>
<td>-478</td>
<td>75</td>
<td>-1536</td>
<td>446</td>
<td>-49</td>
</tr>
<tr>
<td>1904</td>
<td>0</td>
<td>-48</td>
<td>-468</td>
<td>74</td>
<td>-1504</td>
<td>434</td>
<td>-48</td>
</tr>
<tr>
<td>1905</td>
<td>-39</td>
<td>-97</td>
<td>-455</td>
<td>71</td>
<td>-1462</td>
<td>423</td>
<td>-46</td>
</tr>
<tr>
<td>1906</td>
<td>-29</td>
<td>-87</td>
<td>-451</td>
<td>71</td>
<td>-1450</td>
<td>419</td>
<td>-46</td>
</tr>
<tr>
<td>1907</td>
<td>-19</td>
<td>-102</td>
<td>-452</td>
<td>71</td>
<td>-1453</td>
<td>418</td>
<td>-46</td>
</tr>
<tr>
<td>1908</td>
<td>-10</td>
<td>-145</td>
<td>-457</td>
<td>72</td>
<td>-1468</td>
<td>420</td>
<td>-47</td>
</tr>
<tr>
<td>1909</td>
<td>-29</td>
<td>-204</td>
<td>-458</td>
<td>72</td>
<td>-1471</td>
<td>419</td>
<td>-46</td>
</tr>
<tr>
<td>1910</td>
<td>-39</td>
<td>-233</td>
<td>-444</td>
<td>70</td>
<td>-1426</td>
<td>405</td>
<td>-45</td>
</tr>
<tr>
<td>1911</td>
<td>-5</td>
<td>-242</td>
<td>-416</td>
<td>65</td>
<td>-1336</td>
<td>375</td>
<td>-42</td>
</tr>
<tr>
<td>1912</td>
<td>-14</td>
<td>-291</td>
<td>-379</td>
<td>59</td>
<td>-1217</td>
<td>339</td>
<td>-38</td>
</tr>
<tr>
<td>1913</td>
<td>-24</td>
<td>-335</td>
<td>-349</td>
<td>54</td>
<td>-1120</td>
<td>310</td>
<td>-35</td>
</tr>
<tr>
<td>1914</td>
<td>-15</td>
<td>-378</td>
<td>-327</td>
<td>51</td>
<td>-1049</td>
<td>286</td>
<td>-32</td>
</tr>
<tr>
<td>1915</td>
<td>5</td>
<td>-378</td>
<td>-311</td>
<td>48</td>
<td>-997</td>
<td>269</td>
<td>-30</td>
</tr>
<tr>
<td>1916</td>
<td>34</td>
<td>-398</td>
<td>-288</td>
<td>45</td>
<td>-923</td>
<td>243</td>
<td>-28</td>
</tr>
<tr>
<td>1917</td>
<td>29</td>
<td>-427</td>
<td>-264</td>
<td>41</td>
<td>-845</td>
<td>220</td>
<td>-25</td>
</tr>
<tr>
<td>1918</td>
<td>82</td>
<td>-388</td>
<td>-239</td>
<td>37</td>
<td>-764</td>
<td>193</td>
<td>-23</td>
</tr>
<tr>
<td>1919</td>
<td>141</td>
<td>-301</td>
<td>-232</td>
<td>36</td>
<td>-742</td>
<td>186</td>
<td>-23</td>
</tr>
<tr>
<td>1920</td>
<td>208</td>
<td>-252</td>
<td>-231</td>
<td>36</td>
<td>-738</td>
<td>181</td>
<td>-23</td>
</tr>
</tbody>
</table>

(continued)
Table D.1 (Continued).

<table>
<thead>
<tr>
<th>Year</th>
<th>$v_1 \times 10^9$ (rad)</th>
<th>$v_2 \times 10^9$ (rad)</th>
<th>$v_3 \times 10^{10}$</th>
<th>$\zeta_0$</th>
<th>$\zeta_A$</th>
<th>$\zeta_C$</th>
<th>$\zeta_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1921</td>
<td>276</td>
<td>-281</td>
<td>-226</td>
<td>35</td>
<td>-721</td>
<td>168</td>
<td>-23</td>
</tr>
<tr>
<td>1922</td>
<td>310</td>
<td>-305</td>
<td>-204</td>
<td>32</td>
<td>-649</td>
<td>143</td>
<td>-20</td>
</tr>
<tr>
<td>1923</td>
<td>330</td>
<td>-301</td>
<td>-174</td>
<td>27</td>
<td>-553</td>
<td>113</td>
<td>-17</td>
</tr>
<tr>
<td>1924</td>
<td>271</td>
<td>-344</td>
<td>-143</td>
<td>22</td>
<td>-453</td>
<td>87</td>
<td>-14</td>
</tr>
<tr>
<td>1925</td>
<td>262</td>
<td>-368</td>
<td>-110</td>
<td>17</td>
<td>-347</td>
<td>56</td>
<td>-10</td>
</tr>
<tr>
<td>1926</td>
<td>208</td>
<td>-398</td>
<td>-74</td>
<td>11</td>
<td>-232</td>
<td>26</td>
<td>-6</td>
</tr>
<tr>
<td>1927</td>
<td>194</td>
<td>-378</td>
<td>-41</td>
<td>6</td>
<td>-126</td>
<td>-1</td>
<td>-3</td>
</tr>
<tr>
<td>1928</td>
<td>204</td>
<td>-398</td>
<td>-21</td>
<td>3</td>
<td>-62</td>
<td>-22</td>
<td>-1</td>
</tr>
<tr>
<td>1929</td>
<td>204</td>
<td>-499</td>
<td>-16</td>
<td>2</td>
<td>-45</td>
<td>-32</td>
<td>-0</td>
</tr>
<tr>
<td>1930</td>
<td>204</td>
<td>-567</td>
<td>-20</td>
<td>2</td>
<td>-58</td>
<td>-32</td>
<td>-0</td>
</tr>
<tr>
<td>1931</td>
<td>155</td>
<td>-635</td>
<td>-18</td>
<td>2</td>
<td>-51</td>
<td>-33</td>
<td>0</td>
</tr>
<tr>
<td>1932</td>
<td>150</td>
<td>-669</td>
<td>-9</td>
<td>0</td>
<td>-22</td>
<td>-43</td>
<td>1</td>
</tr>
<tr>
<td>1933</td>
<td>121</td>
<td>-713</td>
<td>3</td>
<td>-1</td>
<td>15</td>
<td>-54</td>
<td>2</td>
</tr>
<tr>
<td>1934</td>
<td>87</td>
<td>-727</td>
<td>9</td>
<td>-2</td>
<td>34</td>
<td>-57</td>
<td>3</td>
</tr>
<tr>
<td>1935</td>
<td>73</td>
<td>-732</td>
<td>7</td>
<td>-2</td>
<td>28</td>
<td>-54</td>
<td>3</td>
</tr>
<tr>
<td>1936</td>
<td>87</td>
<td>-669</td>
<td>-8</td>
<td>0</td>
<td>-20</td>
<td>-37</td>
<td>1</td>
</tr>
<tr>
<td>1937</td>
<td>145</td>
<td>-688</td>
<td>-30</td>
<td>4</td>
<td>-90</td>
<td>-24</td>
<td>-0</td>
</tr>
<tr>
<td>1938</td>
<td>165</td>
<td>-679</td>
<td>-60</td>
<td>8</td>
<td>-186</td>
<td>2</td>
<td>-4</td>
</tr>
<tr>
<td>1939</td>
<td>189</td>
<td>-688</td>
<td>-92</td>
<td>13</td>
<td>-288</td>
<td>29</td>
<td>-7</td>
</tr>
<tr>
<td>1940</td>
<td>199</td>
<td>-679</td>
<td>-125</td>
<td>19</td>
<td>-394</td>
<td>59</td>
<td>-10</td>
</tr>
<tr>
<td>1941</td>
<td>228</td>
<td>-654</td>
<td>-151</td>
<td>23</td>
<td>-478</td>
<td>82</td>
<td>-13</td>
</tr>
<tr>
<td>1942</td>
<td>267</td>
<td>-601</td>
<td>-164</td>
<td>25</td>
<td>-519</td>
<td>93</td>
<td>-15</td>
</tr>
<tr>
<td>1943</td>
<td>271</td>
<td>-572</td>
<td>-166</td>
<td>25</td>
<td>-526</td>
<td>96</td>
<td>-15</td>
</tr>
<tr>
<td>1944</td>
<td>305</td>
<td>-596</td>
<td>-160</td>
<td>24</td>
<td>-506</td>
<td>86</td>
<td>-15</td>
</tr>
<tr>
<td>1945</td>
<td>310</td>
<td>-616</td>
<td>-159</td>
<td>24</td>
<td>-503</td>
<td>84</td>
<td>-14</td>
</tr>
<tr>
<td>1946</td>
<td>339</td>
<td>-591</td>
<td>-161</td>
<td>25</td>
<td>-509</td>
<td>84</td>
<td>-15</td>
</tr>
<tr>
<td>1947</td>
<td>373</td>
<td>-572</td>
<td>-166</td>
<td>25</td>
<td>-525</td>
<td>86</td>
<td>-15</td>
</tr>
<tr>
<td>1948</td>
<td>412</td>
<td>-591</td>
<td>-163</td>
<td>25</td>
<td>-514</td>
<td>79</td>
<td>-15</td>
</tr>
<tr>
<td>1949</td>
<td>451</td>
<td>-621</td>
<td>-153</td>
<td>23</td>
<td>-482</td>
<td>64</td>
<td>-14</td>
</tr>
<tr>
<td>1950</td>
<td>465</td>
<td>-654</td>
<td>-138</td>
<td>21</td>
<td>-433</td>
<td>47</td>
<td>-12</td>
</tr>
<tr>
<td>1951</td>
<td>427</td>
<td>-664</td>
<td>-128</td>
<td>19</td>
<td>-401</td>
<td>41</td>
<td>-11</td>
</tr>
<tr>
<td>1952</td>
<td>359</td>
<td>-668</td>
<td>-122</td>
<td>18</td>
<td>-383</td>
<td>40</td>
<td>-10</td>
</tr>
<tr>
<td>1953</td>
<td>296</td>
<td>-693</td>
<td>-120</td>
<td>18</td>
<td>-377</td>
<td>44</td>
<td>-10</td>
</tr>
<tr>
<td>1954</td>
<td>276</td>
<td>-708</td>
<td>-115</td>
<td>17</td>
<td>-361</td>
<td>41</td>
<td>-9</td>
</tr>
<tr>
<td>1955</td>
<td>267</td>
<td>-762</td>
<td>-116</td>
<td>17</td>
<td>-364</td>
<td>40</td>
<td>-9</td>
</tr>
<tr>
<td>1956</td>
<td>281</td>
<td>-800</td>
<td>-86</td>
<td>12</td>
<td>-267</td>
<td>8</td>
<td>-6</td>
</tr>
<tr>
<td>1957</td>
<td>325</td>
<td>-834</td>
<td>-135</td>
<td>20</td>
<td>-424</td>
<td>48</td>
<td>-11</td>
</tr>
<tr>
<td>1958</td>
<td>349</td>
<td>-887</td>
<td>-165</td>
<td>25</td>
<td>-520</td>
<td>71</td>
<td>-14</td>
</tr>
<tr>
<td>1959</td>
<td>344</td>
<td>-945</td>
<td>-146</td>
<td>22</td>
<td>-458</td>
<td>50</td>
<td>-12</td>
</tr>
<tr>
<td>1960</td>
<td>305</td>
<td>-994</td>
<td>-140</td>
<td>21</td>
<td>-439</td>
<td>46</td>
<td>-11</td>
</tr>
<tr>
<td>1961</td>
<td>276</td>
<td>-984</td>
<td>-128</td>
<td>19</td>
<td>-401</td>
<td>38</td>
<td>-10</td>
</tr>
<tr>
<td>1962</td>
<td>252</td>
<td>-979</td>
<td>-148</td>
<td>22</td>
<td>-466</td>
<td>59</td>
<td>-12</td>
</tr>
<tr>
<td>1963</td>
<td>208</td>
<td>-1028</td>
<td>-173</td>
<td>26</td>
<td>-547</td>
<td>84</td>
<td>-14</td>
</tr>
<tr>
<td>1964</td>
<td>184</td>
<td>-1067</td>
<td>-223</td>
<td>34</td>
<td>-707</td>
<td>131</td>
<td>-19</td>
</tr>
<tr>
<td>1965</td>
<td>165</td>
<td>-1082</td>
<td>-255</td>
<td>39</td>
<td>-810</td>
<td>162</td>
<td>-22</td>
</tr>
<tr>
<td>1966</td>
<td>131</td>
<td>-1115</td>
<td>-281</td>
<td>43</td>
<td>-894</td>
<td>188</td>
<td>-25</td>
</tr>
<tr>
<td>Year</td>
<td>$v_1 \times 10^9$ (rad)</td>
<td>$v_2 \times 10^9$ (rad)</td>
<td>$v_3 \times 10^{10}$</td>
<td>$\zeta_D$</td>
<td>$\zeta_A$</td>
<td>$\zeta_C$</td>
<td>$\zeta_C$</td>
</tr>
<tr>
<td>------</td>
<td>-------------------------</td>
<td>-------------------------</td>
<td>----------------------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
<td>----------</td>
</tr>
<tr>
<td>1967</td>
<td>102</td>
<td>-1159</td>
<td>-273</td>
<td>41</td>
<td>-869</td>
<td>181</td>
<td>-24</td>
</tr>
<tr>
<td>1968</td>
<td>8</td>
<td>-1139</td>
<td>-289</td>
<td>44</td>
<td>-921</td>
<td>206</td>
<td>-25</td>
</tr>
<tr>
<td>1970</td>
<td>-34</td>
<td>-1110</td>
<td>-315</td>
<td>48</td>
<td>-1006</td>
<td>236</td>
<td>-28</td>
</tr>
<tr>
<td>1971</td>
<td>-5</td>
<td>-1125</td>
<td>-335</td>
<td>51</td>
<td>-1070</td>
<td>251</td>
<td>-30</td>
</tr>
<tr>
<td>1972</td>
<td>39</td>
<td>-1139</td>
<td>-362</td>
<td>55</td>
<td>-1156</td>
<td>271</td>
<td>-33</td>
</tr>
<tr>
<td>1973</td>
<td>68</td>
<td>-1154</td>
<td>-353</td>
<td>54</td>
<td>-1126</td>
<td>259</td>
<td>-32</td>
</tr>
<tr>
<td>1974</td>
<td>82</td>
<td>-1183</td>
<td>-314</td>
<td>48</td>
<td>-1001</td>
<td>220</td>
<td>-28</td>
</tr>
<tr>
<td>1975</td>
<td>78</td>
<td>-1236</td>
<td>-311</td>
<td>47</td>
<td>-991</td>
<td>214</td>
<td>-27</td>
</tr>
<tr>
<td>1976</td>
<td>82</td>
<td>-1290</td>
<td>-336</td>
<td>51</td>
<td>-1071</td>
<td>234</td>
<td>-30</td>
</tr>
<tr>
<td>1977</td>
<td>87</td>
<td>-1319</td>
<td>-321</td>
<td>49</td>
<td>-1022</td>
<td>218</td>
<td>-28</td>
</tr>
<tr>
<td>1978</td>
<td>97</td>
<td>-1324</td>
<td>-334</td>
<td>51</td>
<td>-1064</td>
<td>229</td>
<td>-29</td>
</tr>
<tr>
<td>1979</td>
<td>112</td>
<td>-1357</td>
<td>-301</td>
<td>46</td>
<td>-957</td>
<td>195</td>
<td>-26</td>
</tr>
<tr>
<td>1980</td>
<td>131</td>
<td>-1416</td>
<td>-267</td>
<td>40</td>
<td>-847</td>
<td>158</td>
<td>-22</td>
</tr>
<tr>
<td>1981</td>
<td>150</td>
<td>-1440</td>
<td>-249</td>
<td>37</td>
<td>-789</td>
<td>138</td>
<td>-20</td>
</tr>
<tr>
<td>1982</td>
<td>165</td>
<td>-1440</td>
<td>-250</td>
<td>37</td>
<td>-792</td>
<td>138</td>
<td>-20</td>
</tr>
<tr>
<td>1984</td>
<td>199</td>
<td>-1450</td>
<td>-175</td>
<td>26</td>
<td>-550</td>
<td>64</td>
<td>-13</td>
</tr>
<tr>
<td>1985</td>
<td>218</td>
<td>-1454</td>
<td>-168</td>
<td>24</td>
<td>-528</td>
<td>55</td>
<td>-12</td>
</tr>
<tr>
<td>1986</td>
<td>228</td>
<td>-1464</td>
<td>-142</td>
<td>20</td>
<td>-444</td>
<td>29</td>
<td>-9</td>
</tr>
<tr>
<td>1987</td>
<td>213</td>
<td>-1503</td>
<td>-157</td>
<td>23</td>
<td>-492</td>
<td>43</td>
<td>-10</td>
</tr>
<tr>
<td>1988</td>
<td>208</td>
<td>-1532</td>
<td>-152</td>
<td>22</td>
<td>-476</td>
<td>37</td>
<td>-10</td>
</tr>
<tr>
<td>1989</td>
<td>223</td>
<td>-1551</td>
<td>-177</td>
<td>26</td>
<td>-556</td>
<td>58</td>
<td>-12</td>
</tr>
<tr>
<td>1990</td>
<td>233</td>
<td>-1595</td>
<td>-226</td>
<td>33</td>
<td>-713</td>
<td>100</td>
<td>-17</td>
</tr>
<tr>
<td>1991</td>
<td>228</td>
<td>-1619</td>
<td>-235</td>
<td>35</td>
<td>-742</td>
<td>108</td>
<td>-18</td>
</tr>
<tr>
<td>1992</td>
<td>204</td>
<td>-1614</td>
<td>-257</td>
<td>38</td>
<td>-813</td>
<td>131</td>
<td>-20</td>
</tr>
<tr>
<td>1993</td>
<td>179</td>
<td>-1668</td>
<td>-274</td>
<td>41</td>
<td>-868</td>
<td>146</td>
<td>-22</td>
</tr>
<tr>
<td>1994</td>
<td>160</td>
<td>-1682</td>
<td>-254</td>
<td>38</td>
<td>-803</td>
<td>129</td>
<td>-20</td>
</tr>
<tr>
<td>1995</td>
<td>170</td>
<td>-1677</td>
<td>-267</td>
<td>40</td>
<td>-845</td>
<td>140</td>
<td>-21</td>
</tr>
<tr>
<td>1996</td>
<td>179</td>
<td>-1619</td>
<td>-211</td>
<td>31</td>
<td>-665</td>
<td>90</td>
<td>-16</td>
</tr>
<tr>
<td>1997</td>
<td>160</td>
<td>-1605</td>
<td>-213</td>
<td>31</td>
<td>-672</td>
<td>94</td>
<td>-16</td>
</tr>
<tr>
<td>1998</td>
<td>160</td>
<td>-1605</td>
<td>-159</td>
<td>23</td>
<td>-498</td>
<td>44</td>
<td>-11</td>
</tr>
<tr>
<td>1999</td>
<td>160</td>
<td>-1605</td>
<td>-114</td>
<td>16</td>
<td>-353</td>
<td>-4</td>
<td>-6</td>
</tr>
<tr>
<td>2000</td>
<td>216</td>
<td>-1644</td>
<td>-84</td>
<td>11</td>
<td>-257</td>
<td>-33</td>
<td>-3</td>
</tr>
<tr>
<td>2001</td>
<td>217</td>
<td>-1644</td>
<td>-66</td>
<td>8</td>
<td>-199</td>
<td>-50</td>
<td>-1</td>
</tr>
<tr>
<td>2002</td>
<td>227</td>
<td>-1648</td>
<td>-55</td>
<td>7</td>
<td>-160</td>
<td>-63</td>
<td>0</td>
</tr>
<tr>
<td>2003</td>
<td>245</td>
<td>-1668</td>
<td>-32</td>
<td>3</td>
<td>-89</td>
<td>-86</td>
<td>3</td>
</tr>
<tr>
<td>2004</td>
<td>240</td>
<td>-1673</td>
<td>-37</td>
<td>4</td>
<td>-105</td>
<td>-81</td>
<td>2</td>
</tr>
<tr>
<td>2005</td>
<td>256</td>
<td>-1687</td>
<td>-50</td>
<td>6</td>
<td>-147</td>
<td>-72</td>
<td>1</td>
</tr>
<tr>
<td>2006</td>
<td>280</td>
<td>-1696</td>
<td>-95</td>
<td>13</td>
<td>-291</td>
<td>-32</td>
<td>-4</td>
</tr>
<tr>
<td>2007</td>
<td>280</td>
<td>-1696</td>
<td>-99</td>
<td>14</td>
<td>-304</td>
<td>-28</td>
<td>-4</td>
</tr>
</tbody>
</table>
Table D.2  Monthly mean of the average zonal wind velocity \( \bar{u} \) in the layer of 19 to 31 km, m/s.

<table>
<thead>
<tr>
<th>Year</th>
<th>I</th>
<th>II</th>
<th>III</th>
<th>IV</th>
<th>V</th>
<th>VI</th>
<th>VII</th>
<th>VIII</th>
<th>IX</th>
<th>X</th>
<th>XI</th>
<th>XII</th>
</tr>
</thead>
<tbody>
<tr>
<td>1954</td>
<td>-8.5</td>
<td>-9.4</td>
<td>-10.3</td>
<td>-10.1</td>
<td>-10.1</td>
<td>-13.1</td>
<td>-12.1</td>
<td>-10.8</td>
<td>-9.6</td>
<td>-6.2</td>
<td>-3.0</td>
<td>-1.3</td>
</tr>
<tr>
<td>1955</td>
<td>0.4</td>
<td>2.8</td>
<td>5.0</td>
<td>7.4</td>
<td>9.5</td>
<td>10.1</td>
<td>10.9</td>
<td>9.5</td>
<td>8.4</td>
<td>6.3</td>
<td>4.1</td>
<td>1.3</td>
</tr>
<tr>
<td>1956</td>
<td>-0.8</td>
<td>-3.9</td>
<td>-7.3</td>
<td>-8.9</td>
<td>-10.2</td>
<td>-12.6</td>
<td>-15.5</td>
<td>-17.0</td>
<td>-17.8</td>
<td>-15.2</td>
<td>-12.7</td>
<td>-12.7</td>
</tr>
<tr>
<td>1957</td>
<td>-12.6</td>
<td>-8.4</td>
<td>-3.3</td>
<td>0</td>
<td>4.1</td>
<td>6.9</td>
<td>10.0</td>
<td>10.6</td>
<td>10.5</td>
<td>9.5</td>
<td>8.4</td>
<td>8.2</td>
</tr>
<tr>
<td>1958</td>
<td>8.1</td>
<td>2.3</td>
<td>-2.6</td>
<td>-4.7</td>
<td>-6.1</td>
<td>-9.1</td>
<td>-11.4</td>
<td>-12.6</td>
<td>-13.8</td>
<td>-17.5</td>
<td>-18.3</td>
<td>-17.1</td>
</tr>
<tr>
<td>1959</td>
<td>-15.2</td>
<td>-12.7</td>
<td>-12.0</td>
<td>-10.2</td>
<td>-6.4</td>
<td>-4.7</td>
<td>3.2</td>
<td>6.7</td>
<td>11.0</td>
<td>8.9</td>
<td>8.7</td>
<td>4.9</td>
</tr>
<tr>
<td>1960</td>
<td>2.1</td>
<td>-0.9</td>
<td>-3.0</td>
<td>-3.5</td>
<td>-3.7</td>
<td>-7.5</td>
<td>-6.8</td>
<td>-8.9</td>
<td>-10.8</td>
<td>-11.4</td>
<td>-10.7</td>
<td>-9.7</td>
</tr>
<tr>
<td>1961</td>
<td>-9.1</td>
<td>-5.7</td>
<td>-2.3</td>
<td>1.1</td>
<td>6.9</td>
<td>7.8</td>
<td>9.0</td>
<td>8.1</td>
<td>7.3</td>
<td>6.5</td>
<td>5.6</td>
<td>4.0</td>
</tr>
<tr>
<td>1962</td>
<td>2.2</td>
<td>-0.5</td>
<td>-3.2</td>
<td>-5.1</td>
<td>-6.2</td>
<td>-7.4</td>
<td>-8.0</td>
<td>-10.0</td>
<td>-11.9</td>
<td>-12.4</td>
<td>-12.7</td>
<td>-13.1</td>
</tr>
<tr>
<td>1963</td>
<td>-14.6</td>
<td>-15.3</td>
<td>-17.4</td>
<td>-14.5</td>
<td>-12.5</td>
<td>-10.2</td>
<td>-7.5</td>
<td>0</td>
<td>1.5</td>
<td>2.9</td>
<td>4.4</td>
<td>2.6</td>
</tr>
<tr>
<td>1964</td>
<td>1.2</td>
<td>1.5</td>
<td>1.6</td>
<td>0.9</td>
<td>0.6</td>
<td>-1.6</td>
<td>-3.3</td>
<td>-4.0</td>
<td>-4.3</td>
<td>-4.4</td>
<td>-4.5</td>
<td>-4.5</td>
</tr>
<tr>
<td>1965</td>
<td>-4.5</td>
<td>-5.0</td>
<td>-5.2</td>
<td>-6.8</td>
<td>-8.1</td>
<td>-10.9</td>
<td>-14.2</td>
<td>-16.5</td>
<td>-19.0</td>
<td>-20.4</td>
<td>-20.2</td>
<td>-18.9</td>
</tr>
<tr>
<td>1966</td>
<td>-17.8</td>
<td>-13.6</td>
<td>-9.5</td>
<td>-5.2</td>
<td>0</td>
<td>4.0</td>
<td>8.6</td>
<td>10.2</td>
<td>11.3</td>
<td>8.9</td>
<td>6.6</td>
<td>5.7</td>
</tr>
<tr>
<td>1967</td>
<td>4.7</td>
<td>4.0</td>
<td>3.0</td>
<td>1.5</td>
<td>0.4</td>
<td>-1.9</td>
<td>-3.5</td>
<td>-4.7</td>
<td>-5.8</td>
<td>-8.3</td>
<td>-10.4</td>
<td>-11.8</td>
</tr>
<tr>
<td>1969</td>
<td>-6.4</td>
<td>-4.3</td>
<td>-1.6</td>
<td>1.7</td>
<td>5.6</td>
<td>11.4</td>
<td>14.9</td>
<td>14.0</td>
<td>10.7</td>
<td>8.3</td>
<td>5.9</td>
<td>3.1</td>
</tr>
<tr>
<td>1970</td>
<td>0.3</td>
<td>-2.4</td>
<td>-5.2</td>
<td>-8.1</td>
<td>-10.4</td>
<td>-13.7</td>
<td>-16.6</td>
<td>-18.4</td>
<td>-19.6</td>
<td>-17.0</td>
<td>-13.5</td>
<td>-10.0</td>
</tr>
<tr>
<td>1971</td>
<td>-6.9</td>
<td>-2.2</td>
<td>1.7</td>
<td>5.2</td>
<td>8.3</td>
<td>11.3</td>
<td>11.4</td>
<td>11.6</td>
<td>11.3</td>
<td>10.4</td>
<td>9.0</td>
<td>7.8</td>
</tr>
<tr>
<td>1972</td>
<td>7.1</td>
<td>6.6</td>
<td>3.5</td>
<td>-1.7</td>
<td>-6.2</td>
<td>-10.4</td>
<td>-15.1</td>
<td>-18.0</td>
<td>-20.6</td>
<td>-19.9</td>
<td>-16.3</td>
<td>-9.9</td>
</tr>
<tr>
<td>1973</td>
<td>-5.2</td>
<td>-0.9</td>
<td>2.6</td>
<td>5.2</td>
<td>8.3</td>
<td>7.5</td>
<td>5.4</td>
<td>0.9</td>
<td>0.3</td>
<td>0.7</td>
<td>4.0</td>
<td>1.7</td>
</tr>
<tr>
<td>1974</td>
<td>-0.6</td>
<td>-0.7</td>
<td>-1.4</td>
<td>-2.6</td>
<td>-5.2</td>
<td>-12.3</td>
<td>-14.7</td>
<td>-14.7</td>
<td>-13.9</td>
<td>-17.3</td>
<td>-15.9</td>
<td>-12.5</td>
</tr>
<tr>
<td>1975</td>
<td>-8.7</td>
<td>-11.3</td>
<td>-10.7</td>
<td>-6.7</td>
<td>-2.1</td>
<td>5.9</td>
<td>7.8</td>
<td>7.4</td>
<td>9.5</td>
<td>11.8</td>
<td>11.4</td>
<td>9.9</td>
</tr>
<tr>
<td>1976</td>
<td>10.6</td>
<td>10.1</td>
<td>10.6</td>
<td>9.4</td>
<td>8.0</td>
<td>2.6</td>
<td>-2.9</td>
<td>-7.1</td>
<td>-6.8</td>
<td>-8.5</td>
<td>-9.7</td>
<td>-10.4</td>
</tr>
<tr>
<td>1977</td>
<td>-10.9</td>
<td>-14.2</td>
<td>-17.1</td>
<td>-16.7</td>
<td>-12.9</td>
<td>-14.6</td>
<td>-14.4</td>
<td>-9.4</td>
<td>-7.8</td>
<td>-5.9</td>
<td>-2.3</td>
<td>2.1</td>
</tr>
<tr>
<td>1978</td>
<td>5.2</td>
<td>8.3</td>
<td>12.6</td>
<td>10.4</td>
<td>8.5</td>
<td>3.8</td>
<td>0.4</td>
<td>0.8</td>
<td>2.8</td>
<td>4.0</td>
<td>-0.1</td>
<td>-1.0</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td></td>
<td>–1.9</td>
<td>–8.0</td>
<td>6.6</td>
<td>–13.0</td>
<td>18.0</td>
<td>–12.1</td>
<td>–7.8</td>
<td>6.7</td>
<td>11.6</td>
<td>2.6</td>
<td>–6.3</td>
<td>2.8</td>
</tr>
<tr>
<td></td>
<td>–1.9</td>
<td>–6.9</td>
<td>9.0</td>
<td>–15.1</td>
<td>12.1</td>
<td>–13.3</td>
<td>0.0</td>
<td>7.3</td>
<td>7.6</td>
<td>–3.1</td>
<td>–4.7</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>–2.4</td>
<td>–5.4</td>
<td>6.1</td>
<td>–15.2</td>
<td>12.8</td>
<td>–13.9</td>
<td>6.6</td>
<td>4.3</td>
<td>3.5</td>
<td>–9.2</td>
<td>–0.1</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>–4.3</td>
<td>–1.4</td>
<td>3.1</td>
<td>–19.6</td>
<td>8.7</td>
<td>–12.8</td>
<td>8.7</td>
<td>5.9</td>
<td>2.1</td>
<td>–6.9</td>
<td>2.7</td>
<td>–9.9</td>
</tr>
<tr>
<td></td>
<td>–6.2</td>
<td>1.2</td>
<td>2.3</td>
<td>–17.0</td>
<td>6.4</td>
<td>–15.4</td>
<td>9.9</td>
<td>0.4</td>
<td>–0.4</td>
<td>–9.5</td>
<td>7.4</td>
<td>–3.0</td>
</tr>
<tr>
<td></td>
<td>–10.9</td>
<td>10.0</td>
<td>–3.5</td>
<td>–10.4</td>
<td>3.5</td>
<td>–18.7</td>
<td>11.3</td>
<td>–3.5</td>
<td>–2.6</td>
<td>–15.0</td>
<td>10.4</td>
<td>–7.0</td>
</tr>
<tr>
<td></td>
<td>–17.3</td>
<td>4.9</td>
<td>–8.5</td>
<td>–10.6</td>
<td>1.0</td>
<td>–22.5</td>
<td>12.3</td>
<td>–6.9</td>
<td>–2.9</td>
<td>–16.2</td>
<td>6.9</td>
<td>–7.0</td>
</tr>
<tr>
<td></td>
<td>–18.2</td>
<td>7.8</td>
<td>–10.6</td>
<td>–10.6</td>
<td>–7.8</td>
<td>–18.5</td>
<td>11.3</td>
<td>–8.7</td>
<td>–2.8</td>
<td>–16.0</td>
<td>7.5</td>
<td>–15.5</td>
</tr>
<tr>
<td></td>
<td>–18.2</td>
<td>11.6</td>
<td>–13.7</td>
<td>–18.1</td>
<td>–9.5</td>
<td>–17.3</td>
<td>8.1</td>
<td>–10.9</td>
<td>–2.6</td>
<td>–15.3</td>
<td>8.0</td>
<td>–15.3</td>
</tr>
<tr>
<td></td>
<td>–16.7</td>
<td>15.4</td>
<td>–14.9</td>
<td>–18.0</td>
<td>–9.5</td>
<td>–17.3</td>
<td>6.6</td>
<td>–11.4</td>
<td>–2.1</td>
<td>–15.3</td>
<td>1.9</td>
<td>–15.3</td>
</tr>
<tr>
<td></td>
<td>–13.3</td>
<td>9.0</td>
<td>–13.7</td>
<td>–13.9</td>
<td>6.1</td>
<td>–18.0</td>
<td>6.1</td>
<td>–8.6</td>
<td>–2.3</td>
<td>–15.3</td>
<td>1.5</td>
<td>–15.3</td>
</tr>
<tr>
<td></td>
<td>–7</td>
<td>13.4</td>
<td>8.7</td>
<td>13.7</td>
<td>19.1</td>
<td>12.4</td>
<td>10.2</td>
<td>9.7</td>
<td>11.4</td>
<td>12.3</td>
<td>11.7</td>
<td>11.8</td>
</tr>
</tbody>
</table>
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meteorological data 117
meteorological measurements 145
microturbulence viscosity 165, 166, 172, 173
– coefficients 172, 173
– effect 165, 166
moisture flux 181, 182
– latitude-averaged 181
moisture redistribution mechanism 53, 54
moment of force, see torque
moment of inertia 44, 46, 48, 49, 160, 271
– equatorial planetary 229
momentum, projections 155
monsoon activity 103
monsoon circulation 101
Moon 9, 14, 15, 63, 64, 68
– declination 253
– diameter 9
– Earth, mean distance 14
– gravitational potential 63
– longitude discrepancy, resolution 37
– monthly oscillations, amplitude 253
– motion 14, 15, 68
– satellite 9
– tide-generating force, scheme 64
moving coordinate system 41, 42, 59
multiyear waves 198–204, 201, 203
– crests 204
– detection 203
– revolution period 201
– wave numbers 203

n
National Center for Atmospheric Research (NCAR) 129
National Center for Environmental Prediction (NCEP) 129, 192
natural processes 255, 256
– rate 255–257
natural surfaces 215
– coefficient of friction 215
– roughness 215
natural synoptic period (NSP) 249, 251
– definition 249
natural synoptic region 249
Newton first law, see law of inertia
Newton gravitation forces 174
Newton third law 53
nodical month 70
nonlinear excitation 205
– model 205–210
north pole 238
– coordinates, periodograms 198
– motion 31–33
nuclear explosion products 181
– rapid interhemisphere transport 181
nutation 18, 22, 86–89, 201
– angles 86
– components 89
– doubled amplitude 18
– frequency 87
– harmonics, periods 23
– principal harmonic 87
– relative motion 24
– theory 62

o
ocean 108
– air-mass redistribution 108
– inverted barometer 108
– surface, thermal situation 106
ocean-atmosphere system 205
optical astrometric data, analysis 3
osculation elements 15
Index

p
particles, translational motion 158
Pascal’s limacons 1, 245
planets, natural satellites 158
Poisson equations 61
polar motion 3, 4, 33, 84, 210
– components 3
– trajectory 33
polar oscillations, amplitude 208
polar wobbles, excitation 206
pole coordinate components 34, 35, 197
– power spectral curve 197
– spectrum of variations 35
polygonal curve 238, 239
potential energy 61
potential expansion coefficient 270
precession 17, 21, 23, 62, 86–88
– angles 86
– angular velocity 17
– kinematic pattern 21
– period 23
– theory 62
pressure measurement, air column 99

q
quartz clocks 3
quasibiennial oscillation (QBO) 6, 126, 137, 196, 197
– amplitude 197
– equatorial zonal wind 196
– index 196

r
radio waves, amplitude 141
Reynolds stress 171
rigid body, motion 223
Rossby-gravity waves 145, 195
– propagation 145

s
satellite 25
– angular velocities 25
– laser ranging 31
– synchronous rotation 25
Scotia sea, formation 221
sea level pressure (SLP) 99, 107, 190
seasonal variation mechanism 38, 175–187
– eurasia 117
sea surface temperature (SST) 192, 198, 199
– anomalies 198
– equatorial 198
– spectral analysis 192
– time-longitude section 198, 199
secular motion 31, 232, 238
– polar 31
– variations, assessments/computations 231
semidiurnal tide 5, 72, 94, 251
– amplitude 251
– atmospheric 5
semidiurnal waves 71–74
– principal lunar/solar 72
solar attraction force 19
solar elliptic waves 73, 76, 144
– declinational semi-diurnal wave 73, 144
– solar annual semi-diurnal wave 76
solar light absorption 149
– diurnal variation 149
– gravitational tides 149
solar radiation power 184
solar system 11, 12, 16, 245–247
– barycenter 246
– center-of-mass 247
– Earth 12
– Sun 12
solar tides 65, 253
solar wind 227
sound waves, frequency 141
Southern oscillation index (SOI) 192, 193, 204, 209
– determination 191
– oscillations, power spectra 193
– spectral analysis 192
– spectral-temporal diagrams 204
– time series 209
specific energy 162
– latitudinal changes, scheme 162
spectrum 146
– equatorial projection, modulus 148
– measurement, observation time 145
– observation hour 146
– series 147
– vector magnitude 148
– white noise 145
spherical functions 265, 267
– definition 265
spherical reference frame 174
static polar tide, amplitude 206
Stokes coefficients 269
stratospheric winds, QBO period 210
stress tensor 156, 171
– components 156
– symmetry theorem 171
subtropical high-pressure zone 175, 188
– atmospheric pressure 175
Sun 9, 11, 12, 18, 19, 65, 73, 76, 107, 123, 145, 187
– apparent rotation 145
– attraction force 19
– axis of symmetry 12
– circular frequency 145
– declination 76, 187
– diameter 9
– gravity effect 18, 20
– longitude 18, 19, 107, 123
– mass 9
– orbital motion 11, 13, 20
  – velocity 13
– tide-generating potential 65
– volume 9
surface spherical functions, types 266
synoptic processes 249
  – conductors 249–253
synoptic vortices 145

tangential stress, moments of forces 156
teleconnections 203
terrestrial reference system 1, 258
terrestrial zonal tides 250
tesserar coefficients 272
tesserar function 67
thermal oscillations 192
thermodynamic analysis 188
tidal forces 250, 254, 255
  – amplitude 255
  – oscillation amplitude 254
  – vertical component, variations 250
 tidal friction 272
tidal oscillations 252, 253
  – long-period variability 253–257
  – time series, autocorrelation function 252
tidal wave 76–79, 86
  – characterization 77
  – classification 76, 77
  – frequency spectrum 86
tide 67, 73, 88
  – amplitude 73
  – calculation 67
  – equations 88
  – Laplace classification 67
  – spherical function 67
  – types 67, 76
tide-generating potential 63–68, 71, 81, 92, 258, 259
  – expansions 67–77
  – harmonic expansion 68
torque 168, 220
  – approach 52–54
translational-rotational motions 157, 158
turbulence theory 159
turbulent friction 212, 218
  – role 212
  – stress 212, 218
  – zonal components 218
turbulent mixing 168
turbulent viscosity 213, 214, 219
  – coefficient 213, 214, 219
universal time (UT), determination 35
vernal equinox point 10, 23
  – motion 23
very long baseline interferometers (VLBI) 31
viscous cohesive force 220
water exchange operate 236
water redistribution effect 229, 237
wave
  – crest 200, 201
  – interference effect 203
weather forecasters 145
weather hazards, annual number 257
weather predictions 249
  – atmospheric processes, long-period variability 253–257
  – hydrodynamic equations of motion 258, 259
  – hydrometeorological characteristics, predictions 249–253
  – tidal oscillations, long-period variability 253–257
white noise, spectrum 145
wind 120
  – angular momentum 120
  – movement 120
W index 192
wind velocity 124, 153, 214, 222
  – variations 124
  – zonal component 153
World Ocean 108
  – atmosphere inertia tensor components 108
  – pressure distribution 108
  – levels 229, 238
  – specific mass 236
zonal atmospheric circulation theory 123, 159, 168–173
  – angular momentum 128, 129
  – component 132
  – diurnal oscillations 140, 141
– equatorial 139–149
– meridional section 123
– Northern/Southern hemispheres 133
– seasonal variations 123, 133
zonal-wind angular momentum 122, 130, 154, 166, 173, 182
– annual/semiannual harmonics 135, 137, 138
– climatic sections 122
– level-surface radius 126
– oscillations 130
– power spectrum 131
– seasonal variations 130, 134
zonal wind velocity 123, 154, 196, 197, 202, 216, 280
– anomalies, time-longitude section 202
– latitudinal changes 154
– mean 154, 280
– meridional section 123
– amplitudes 123, 124
– angular momentum 126
– NCEP/NCAR reanalysis 125
– seasonal variations 123
– temporal course 197
– time variations 196
– upper stratosphere 126