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PREFACE 
 
 
This new book deals with earthquake engineering including seismology, tsunamis, 

ground motion characteristics, soil and foundation dynamics, wave propagation, probabilistic 
and deterministic methods of dynamic analysis, experimental behaviour of structures, and 
methods for earthquake resistant design and retrofit of structures that are germane to 
practicing engineers. It includes seismic code requirements and system identification, as well 
as supplemental energy dissipation, base isolation, and structural control emphasizing 
earthquake engineering. 

While full three-dimensional (3D) numerical simulation is a solution to estimate strong 
ground motion and a seismic structure response for a given earthquake, it is difficult to carry 
out numerical computation because of its huge computational cost; the order of a target 
domain size is 104~5m and the target resolution required is 10−2~0m. In Chapter 1, we present 
an efficient approach which is based upon multi-scale analysis to make a 3D simulation of 
wave propagation and amplification as well as seismic responses of an infrastructure. The 
formulation of themulti-scale analysis is presented, and it is validated by comparing a strong 
ground motion and a seismic structure response which is obtained by directly analyzing the 
whole system. The usefulness and applicability of this multiscale approach are also discussed. 

Newmark's sliding-block model is usually employed to predict the seismic displacement 
of slopes. Yet, when displacement is large, the conventional sliding-block model predicts 
displacements that are larger than expected for the given input motion and soil strength. 
Alternatively, to simulate slope movement when the displacement is large, a multi-block 
sliding model has been proposed. Similarly to the Sarma (1979) stability method, a general 
mass sliding on a slip surface that consists of n linear segments is considered. In order for the 
mass to move, interfaces where resisting forces are exerted must be formed between nodes of 
the slip surface. Thus, the mass is divided into n blocks sliding in n different inclinations. For 
landslides, the masses and lengths of each block entering the calculation are updated in terms 
of the distance moved. In addition, constitutive equations that simulate strength degradation 
along the slip surface coupled with the multi-block model are proposed in order to simulate 
the triggering of the slides. On the other hand, gravity walls, as a result of the applied 
shaking, move outwards, away from the retained soil. Simplified analyses predicting the 
seismic displacement of gravity walls are based on the Mononobe-Okabe method combined 
with Newmark's sliding-block model. The wall-backfill system is modeled, according to the 
multi-block methodology, using two bodies: (a) the wall that slides outward along the wall-
foundation soil and (b) the wedge that slides along the plane of least resistance in the retained 
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soil. The new method, unlike the previous, is kinematically compatible and generally predicts 
different seismic wall displacement for the given input motion and soil strength. Chapter 2 
first describes the multi-block model and its extensions for the prediction of the seismic 
displacement of landslides and gravity walls outlined above Then, it validates the above 
methodologies by predicting the response of a well-documented earthquake-induced landslide 
and of a gravity walls (a) measured in shaking-table tests and (b) computed by elaborate 
numerical analyses. 

Traditionally, seismic isolation is a flexible or sliding interface positioned between a 
structure and its foundation for the purpose of decoupling the motions of the ground from that 
of the structure. In recent years, novel seismic isolation methods have been proposed, in 
which the flexible or sliding interface is in direct contact with geological sediments and the 
isolation mechanism primarily involves geotechnics.  

Smooth synthetic liners have been proposed beneath foundations or between soil layers 
for dissipating seismic energy through sliding. Rubber-soil mixtures have also been proposed 
around foundations for absorbing seismic energy with a function similar to that of a cushion. 
The low cost of these proposed seismic isolation methods can greatly benefit developing 
countries where resources and technology are not adequate for earthquake mitigation using 
well-developed, yet expensive, techniques.  

In Chapter 3, the background and principles of these new methods will be introduced, 
followed by the latest research findings. Potential problems and further research directions 
will be identified and discussed.  

In Chapter 4, the current situation, problems to be studied and further research trend in 
the field of dynamic interaction of vehicles and bridges under seismic excitations are 
summarized. A seismic analysis model of a simply-supported beam subjected to movable 
wheel with sprung mass is presented and the solution is deduced. A dynamic model of 
coupled train-bridge system subjected to earthquakes is then established, in which the bridge 
is modeled with the modal comprehension analysis technique, and each vehicle is modeled 
with 31 degrees of freedom. The seismic loads are imposed on the bridge by using the 
influence matrix and exerted on the vehicles through the dynamic wheel-rail interaction 
relationships. The normal wheel-rail interaction is tackled by using the Hertzian contact 
theory, and the tangent wheel-rail interaction by the Kalker linear theory and the Shen-
Hedrick-Elkins theory. Case studies are performed to several actual bridges in China, 
including the simply-supported bridges with different span-lengths on the Qinghuangdao-
Shenyang Special Passenger railway, and the continuous PC girder bridges on the planned 
Beijing-Shanghai high-speed railway. Through input of typical seismic waves with different 
propagation velocities to the train-bridge system, the histories of the train running through the 
bridge are simulated and the dynamic responses of the bridge and the vehicles are calculated. 
The influences of different train speeds and earthquake wave propagation velocities in non-
uniform seismic excitations on the dynamic responses of the train-bridge system are studied. 
The critical train speeds are proposed for running safety on high-speed railway bridges under 
earthquakes of various intensities. 

Estimation of peak ground acceleration is one of the main issues in civil and earthquake 
engineering practice. The Boore-Joyner-Fumal empirical formula is well known for this 
purpose by estimating the peak ground acceleration using information such as the magnitude 
of earthquake, the site-to-fault distance and the site foundation properties. The complexity of 
this prediction formula is investigated in this study. For example, should we use a first-order 
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or a second-order polynomial for the earthquake magnitude? It is obvious that a more 
complicated prediction model class (i.e., a formula with more free parameters) possesses 
smaller fitting error for a set of data. However, this does not imply that the complicated 
predictive formula is more realistic since over-fitting may occur if there are too many free 
parameters. In Chapter 5 we propose to use the Bayesian probabilistic model class selection 
approach to obtain the most suitable prediction model class for the seismic attenuation 
formula. In this approach, each prediction model class is evaluated by the plausibility given 
the dataset. A complicated model class is penalized by the “Ockham factor”, which is a 
natural consequence of the aforementioned plausibility, instead of any ad-hoc penalty terms. 
The optimal model class is robust in the sense that there is balance between the data fitting 
capability and the sensitivity to noise. A database of strong-motion records, obtained from the 
China Earthquake Data Center, is utilized for the analysis. The optimal prediction model class 
and its most plausible model parameters are determined. Quantification of the uncertainty of 
the parameters is allowed by the Bayesian probabilistic methodology and this can be used for 
uncertainty analysis of the predicted peak ground acceleration. It turns out that the optimal 
model class is simpler than the full order attenuation model suggested by Boore, Joyner and 
Fumal (1993). 

As explained in Chapter 6, ground motion amplifications due to soft soils, common in 
urban areas, are a major contributor to increasing damage and number of casualties. The great 
variability in the subsurface conditions across a town/city and the relatively high costs 
associated with obtaining the appropriate information about the subsurface, strongly limit 
proper hazard assessments. Direct information from strong motion recordings in urban areas 
is usually unavailable. Such is the situation in Israel which is small and its population centers 
are in close proximity to the seismically active Dead Sea Fault system, capable of generating 
earthquakes with magnitude as high as 7.5. 

Heavily limited with relevant local recordings of strong ground motions, we adhere to the 
use of simplified modelling of the earthquake processes. More precisely, we generate 
synthetic spectra of the expected ground notions by implementing the so called Stochastic 
Approach (e.g. Boore, 2000), in which we integrate analytical models to determine the 
nonlinear response of the site under investigation that requires modelling of subsurface. Then, 
Monte-Carlo simulations are used to obtain the uniform hazard, site-specific acceleration 
spectrum. 

Over the years, we have conducted site investigations in several thousands of sites across 
Israel. These investigations demonstrate the usefulness of using horizontal-to-vertical (H/V) 
spectra of ambient noise measurements to identify sites with high potential for being 
vulnerable to amplification effects and characterize the sites with respect to their expected 
resonance frequencies and the corresponding H/V levels. This information, together with any 
available geological, geotechnical and geophysical information, helps building a reliable 
model of the subsurface, which is then integrated in the processes of the seismic hazard 
assessment. 

Modeling the subsurface and assessing the earthquake hazards in urban areas involves 
systematic ambient noise measurements on a grid with spacing of 500 m. At instances where 
high variations are observed, the spatial density of measurements is significantly increased. In 
doing so, we are able to develop a regional subsurface model, which is systematic with all 
additional information we compile, i.e., geological maps, borehole information, seismic 
refraction surveys etc. 
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In order to reduce the scatter in H/V observations, the processing scheme involves 
continuous recording of ambient noise for about 1-2 hours and careful selection of time 
windows from which H/V functions are calculated. To assure stability in H/V observations, 
measurements are repeated in different times and dates. At several occasions, while 
measuring the ambient noise or when we deliberately aimed at recording seismic events, it is 
possible to support ambient noise spectral ratios with spectral H/V observations from 
earthquakes (often considered transfer functions) and explosions recorded by accelerometers 
and seismometers. In all cases, we obtained similar H/V spectral ratios from the different data 
sets. 

At the final stage of the hazard assessment process, we divide the study region into zones 
of similar hazard characteristics, which are used for earthquake scenarios and better represent 
the design acceleration spectra for safer buildings. 

Chapter 7 deals with seismic resistant braced frame structures with a special type of 
bracing element termed self-centering friction damping brace (SFDB). The SFDB provides a 
passive form of energy dissipation with its core re-centering component made of stranded 
superelastic shape memory alloy (SMA) wires while enhanced energy dissipation mechanism 
is provided through friction. Superelastic Nitinol is selected as the SMA material for SFDB 
because of its superb superelastic property and excellent fatigue life. The mechanical property 
of superelastic Nitinol wires was experimentally investigated through a series of uniaxial 
cyclic tests. The fatigue life and the effect of loading rate and ambient temperature are studied 
as a part of the experimental program. Three types of constitutive models for superelastic 
SMAs with increasing complexity and modeling details are discussed. Based on the calibrated 
constitutive model for superelastic Nitinol wires, analytical model for SFDB has been 
developed to simulate the unique flag-shaped hysteresis of SFDB. The seismic performance 
of SFDB frames is evaluated through nonlinear pushover and time history analysis of two 
prototype buildings—a 3-story and a 6-story concentrically braced frames, at different 
seismic intensity levels. A displacement-based design procedure for SFDB frame is also 
presented, in which SFDBs are proportioned based on the target performance level under 
design basis earthquakes. The simulation results demonstrate that SFDB frame has a few 
desirable performance characteristics such as minimal residual drift after frequent and design 
basis earthquakes due to its self-centering capability. SFDB frame has the potential to 
withstand several design basis earthquakes without the need for repair or replacement of 
SFDB if properly designed. 

Granular soils suffer changes in their mechanical properties when they are subjected to 
seismic loadings. There are two extreme situations related to the soil saturation conditions, 
i.e. dry and saturated soil, for which densification and liquefaction phenomena, respectively, 
may happen. Densification is due to the solid skeleton rearrangement as the shaking goes on, 
which produces a reduction of the initial soil volume to occur and, typically, the soil stiffness 
to increase. Conversely, liquefaction may be found in saturated sandy soils not enough 
drained or totally undrained; the same trend of the solid particles to rearrange during 
vibrations causes the accumulation of excess pore water pressure to develop, and 
consequently, a reduction of both initial effective stress and soil stiffness, until the soil does 
not behave like a solid any more but like a fluid. Both phenomena may result in important 
negative effects on natural and man made geo-structures (like dams, road and railway 
embankments or foundations). Therefore, numerical codes capable to model them may 
constitute useful tools for diminishing possible casualties and excessive material resources to 
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be spent at seismic sites. Constitutive laws for soils specifically developed for dynamic 
loadings are needed for accurately reproduce the physics of these processes. In Chapter 8, 
several examples of densification and liquefaction cases in the history are provided, after 
which a state-of-the-art on the most important and used constitutive laws, coupled 
formulations, and examples of applications are given. 

As presented in Chapter 9, the energy concept for the analysis of densification and 
liquefaction of cohesionless soils was first introduced by Nemat-Nasser and Shokooh (1979). 
It is based on the idea that during deformation of these soils under dynamic loads, part of the 
energy is dissipated into the soil. This dissipated energy per unit volume is represented by the 
area of the hysteric strain-stress loop and could be determined experimentally. It considers 
both the amplitude of shear strain and the number of cycles, combining both the effects of 
stress and strain. Using the Palmgren-Miner cumulative damage hypothesis, the effect of 
random motions of an earthquake or other random dynamic load can be taken into account by 
dissipated energy use.  

The main advantage of using the dissipated energy was found in the case of saturated 
soils. The relation between dissipated energy and the residual excess pore water pressure 
generated in saturated soils during dynamic loading is already well known. Recent studies 
have shown that similar relations exist also in the case of temporary excess pore pressures. 

Besides relations between dissipated energy and pore pressure changes in saturated cyclic 
loaded soils, the paper highlights also the relation between dissipated energy and softening of 
soil during cyclic loading. Softening of soil during cyclic loading, so-called short-term flow, 
makes a perceivable impact on strain progression. After a few cycles of loading, soil starts to 
exhibit very low stiffness at the beginning of a load cycle and it strengthens later. It is obvious 
that strain developed during this short-term flow presents the main share of a total strain 
developed during cyclic loading, and it leads therefore to the deformation behavior of a soil. 
The duration of this phenomenon and stiffness of soil during this phase is in question.  

It has been found that the duration of the softening phase, as well as shear modulus of soil 
during this phase are both related to residual pore pressure ratio. A simple constitutive model, 
especially suitable for a cyclic mobility modeling, was developed based on an energy 
approach. Its main part presents a new pore pressure generation model and findings related to 
short-term flow and dissipated energy. 

The modal equation of motion is the foundation of structural dynamics, which plays a 
key role in earthquake engineering computations. Each modal equation of motion has a 
corresponding single-degree-of-freedom (SDOF) modal system. Thus, the modal equation of 
motion and the corresponding SDOF modal system are regarded as the most basic elements 
synthesizing the motion of the original multiple-degree-of-freedom (MDOF) structure. Modal 
response history analyses are widely used in structural dynamic analyses due to the efficiency 
in calculation and the clarity in conception. Although the vibration modes are only 
meaningful for elastic structures, the inelastic SDOF modal systems have also been developed 
based on the pushover curve representing the relationship of roof translation versus base shear 
for the original MDOF structure. The stated inelastic SDOF modal systems are widely 
applied to earthquake engineering. One of such applications is using inelastic response 
spectra to estimate the seismic demands of original MDOF structures. In recent years, the 
modal response history analyses considering the effects of higher vibration modes were 
proposed to approximately estimate the seismic responses of inelastic MDOF structures. 
However, there are three relationships of two roof translations versus two base shears and one 
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roof rotation versus one base torque simultaneously available for two-way asymmetric-plan 
buildings subjected to seismic loads. Moreover, the pushover curves representing the stated 
three relationships in acceleration-displacement response spectra (ADRS) format are 
bifurcated after the original MDOF structure becomes inelastic. Thus, it is unable to use the 
conventional SDOF modal system to simultaneously simulate the stated three force-
deformation relationships for inelastic asymmetric-plan structures. The research in Chapter 10 
decomposed the SDOF modal equation of motion into a set of three coupled equations of 
motion for two-way asymmetric-plan structures. The mentioned set of three coupled 
equations of motion is called as three-degree-of-freedom (3DOF) modal equation of motion. 
The 3DOF modal system corresponding to each 3DOF modal equation of motion was 
constructed. The elastic properties of the 3DOF modal system are exactly obtained from the 
corresponding 3DOF modal equation of motion. The inelastic properties of the 3DOF modal 
system are determined from the properties of the mentioned three pushover curves of the 
original MDOF structure. It is verified that the modal response history analyses by using the 
proposed 3DOF modal systems for two-way asymmetric-plan inelastic building systems are 
more satisfactory than those by using conventional SDOF modal systems. It is also validated 
that the proposed 3DOF modal equations of motion are advantageous to the modal response 
history analyses for non-proportionally damped two-way asymmetric-plan elastic building 
systems. 
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Chapter 1

MULTI-SCALE ANALYSIS FOR ESTIMATING

STRONG GROUND MOTION AND STRUCTURE

RESPONSES

Tsuyoshi Ichimura1 and Muneo Hori2
1 Dept. Civil and Environmental Eng., Tokyo Institute of Technology

2 Earthquake Research Institute, University of Tokyo

Abstract

While full three-dimensional (3D) numerical simulation is a solution to estimate
strong ground motion and a seismic structure response for a given earthquake, it is dif-
ficult to carry out numerical computation because of its huge computational cost; the
order of a target domain size is 104∼5m and the target resolution required is 10−2∼0m.
In this article, we present an efficient approach which is based upon multi-scale analy-
sis to make a 3D simulation of wave propagation and amplification as well as seismic
responses of an infrastructure. The formulation of the multi-scale analysis is presented,
and it is validated by comparing a strong ground motion and a seismic structure re-
sponse which is obtained by directly analyzing the whole system. The usefulness and
applicability of this multiscale approach are also discussed.

1. Introduction

It is necessary to increase spatial resolution in predicting strong ground motion and seis-
mic structure response for a given earthquake, in order to advance design and construction
of large structures such as long-span bridges and underground tunnels. Seismic responses
of such structures are influenced considerably by local differences in the amplitude and
phase of input strong ground motion, in particular when the structures are of complicated
configuration or located in several non-flattened ground layers. A full three-dimensional
(3D) numerical simulation will be a useful tool to estimate the strong ground motion and
structure response in higher spatial resolution; the simulation is made for earthquake wave
propagation from fault to infrastructure, as depicted in Fig. 1-a). Advancement of compu-
tational seismology and earthquake engineering accelerates research into developing such
a tool.
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However, it is difficult to carry out such 3D simulation since it requires its huge compu-
tationalcost; the spatial resolution required for the structure analysis is in the engineering
length-scale, say, 10−2∼0 m, while the target domain size is in the geological length scale,
say, 102∼5 m. In most cases, an approximate simulation is made which computes wave
propagation in the geological length scale neglecting soft surface layers and then input re-
sulting waves into the surface layers to analyze structure responses. This approximation is
rather crude, and hence the analysis of soil-structure interaction is often simplified; a simple
parallel layer model is used for surface layers, and two-dimensional state of plane strain is
assumed. By its own nature, the approximate simulation is not applicable to a large-scale
structure as mentioned above.

Recently, studies of earthquake motion prediction are conducted for practical engineer-
ing purposes (e.g., [1]), and remarkable progress of 3D seismic wave propagation simu-
lation is being achieved (e.g., [2, 3, 4, 5, 6, 7, 8]). Also, in the field of computational
mechanics, 3D numerical simulation with finer spatial discretization is being studied to an-
alyze dynamic response of structures (e.g., [9, 10, 11]). Therefore, it can be expected that
an efficient approach to carry out 3D numerical simulation of strong ground motion and
structure response can be made by combining these two advanced simulations.

In this article, we present a multi-scale analysis for the 3D numerical simulation. The
key idea of this analysis is to rationally link numerical simulation in the geological length-
scale to that in the engineering length-scale; see Fig. 1-b). The rationality of the link is
due to the mathematical theory that takes advantages of the singular perturbation expan-
sion; this theory is established for analysis of general heterogeneous media [8, 12, 13].
Separately carrying out two numerical computations, the multi-scale analysis drastically
reduces computational cost for the 3D simulation of strong ground motion and seismic
structure responses.

The contents of this article are as follows: First, in section 2., multi-scale analysis is
formulated for the 3D simulation of strong ground motion and seismic structure response.
Next, we present an example of applying the multi-scale analysis in section 3.. The target
problem is an underground shaft which connects a large-scale tunnel to the ground; the
shaft runs through soft soil deposit. The results of the multi-scale analysis are compared
with the direct analysis that is obtained by the huge-scale numerical computation, and it
is shown that the agreement of the multi-scale analysis with the direct analysis is more
than satisfactory. Some discussions are made for the potential usefulness of the multi-scale
analysis in order to estimate strong ground motion and seismic structure responses of large
infrastructures.

2. Formulation of Multi-Scale Analysis

In this section, we present the multi-scale analysis for the 3D numerical simulation of strong
ground motion and seismic structure responses. The target problem is a fault-infrastructure
system, denoted byD, as shown in Fig. 1-a). Since the formulation is used for the numerical
computation, we start from a discretized wave equation by a finite element method (FEM)
in spatial domain, i.e.,

[M ][ü] + [C][u̇] + [K][u] = [0] (for D). (1)
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where[M ], [C] and[K] are mass,dumping and stiffness matrices, respectively, and[u] is
displacement vectors. Since[u] include displacement of both ground and the infrastructure,
the spatial length-scale of Eq. (1) is in the engineering length scale and hence the dimension
of the matrices and vector is huge.

Now, we formulate the multi-scale analysis proposed by the authors[8, 12, 13]. If
viewed in the geological length-scale, local stiffness (which is determined in the engineer-
ing length-scale) isaveraged so that it representseffective stiffness. In this manner, a stiff-
ness matrix in the geological length-scale, denoted by[K̄], is constructed. Similarly,[C̄]
and [M̄ ] are constructed using[M ] and [C], respectively. The dimension of[K̄] is much
smaller than that of[K̄], and hence displacement viewed in the geological length-scale,
[u(0)], is obtained by numerically solving

[M̄ ][ü(0)] + [C̄][u̇(0)] + [K̄][u(0)] = [0] (for D). (2)

The boundary conditions for[u(0)] are easily derived from those of[u]. We should men-
tion that the construction of[K̄] is not trivial. Several averaging schemes which estimate
effective properties are proposed, and we make use the scheme that is based on stochastic
modeling[12].

We refine[u(0)] so that displacement in the engineering length-scale is obtained. By
suitably interpolating[u(0)] (which is discretized in the geological length-scale), we can
make a new displacement vector (which is discretized in the engineering length scale). This
displacement, denoted by[u(0)∗], is of the same dimension as[u], but its spatial variation is
in the geological length-scale. Thus, we need correction which changes in the engineering
length-scale. The correction is needed only for a sub-domain ofD which includes an infras-
tructure in it, in order to estimate the strong ground motion and seismic structure response.
We choose a sub-domain, denoted byDs, and determine the correction[u(1)] by solving
Eq. (1), as follows:

[Ms]([ü
(0)∗
s ] + [ü(1)]) + [Cs]([u̇

(0)∗
s ] + [u̇(1)]) + [Ks]([u

(0)∗
s ] + [u(1)] = [0] (for Ds), (3)

where[Ms], [Cs], [Ks] and[u
(0)∗
s ] are obtained by extracting[M ], [C], [K] and[u(0)∗] for

Ds, respectively. The dimension of[Ks] and others is much smaller than[K], and hence
Eq. (3) is numerically solved. Dispersion boundary conditions (or absorbing boundary
conditions) must be posed for[u(1)] since it is the correction of[u(0)].

The analysis of solving Eqs. (2) and (3) for[u(0)] and [u(1)] is respectively called
the macro-analysis and the micro-anslsysis, and the multi-scale analysis combines the
macro-analysis and the micro-anslsysis. This is called the macro-micro analysis. Denoting
[u

(0)∗
s ] + [u(1)] by [us], we can rewrite Eq. (3) as

[Ms][üs] + [Cs][u̇s] + [Ks][us] = [0] (for Ds).

Thus, the macro-micro analysis is similar to the sub-structure method that solves Eq. (1)
separatingD into a set of sub-domains. The boundary conditions of the above differential
equation are determined by connecting the solution of each neighboring sub-domains so
that Eq. (1) is solved. The macro-micro analysis method, however, obtains the solution
[us] only for Ds, since it uses[u(0)∗

s ], displacement which is discretized in the engineering
length scale but changes in the geological length-scale, as an approximation of the boundary
conditions on∂Ds.
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3. Numerical Experiments

In this section, we solve an example problem using the multi-scale analysis. The results
of the 3D simulation of strong ground motion and structure responses are compared with
those of the 3D simulation of analyzing the whole domain in the engineering length-scale
by using huge numerical computation; from now on, the analysis that directly solves the
whole domain is called direct analysis. As mentioned in the preceding section, the multi-
scale analysis approximates the boundary conditions for the sub-domain, and hence the
validity of this approximation is verified from the comparison.

First, we explain the example problem. The target domain is located above a basin; see
Fig. 2-a). The dimension of the domain is 9000×9000×2000 m. This domain is of the
largest size that can be numerically solved in the authors’ computational environment with
the accuracy being ensured up to 2 Hz. A fault is not included in this underground structure
model. The domain consists of two layers, namely, bedrock and basement; the thickness of
the both layers is 1000 m. Soft soil deposit of slightly complicated geometry is put at the
center on the top surface; see Fig. 2-b). The material properties of the two layers and soil
deposits are summarized in Table 1.

A large-scale structure is located in the basement at the center of the domain, as shown
in Fig. 2. The structure is an underground tunnel which is connected to a vertical shaft;
there is a small duct which connects the main tunnel and the shaft. Our major concern is
the vertical shaft, since it goes through the basement and the soft soil deposit; the wave
amplification characteristics is considerably different in these two layers and the seismic
response of the shaft is complicated near the interface between them. The shaft is modeled
as a cylinder of the radius 22.4 m and the height 99 m, and the connecting duct as smoothly
curved tube. The main tunnel is modeled as a cylinder with the radius 5.2 m and length
170 m. The configuration of the shaft and the connecting ducts is shown in Fig. 2-b).
For simplicity, we assume that all structures are made of reinforced concrete (RC) and its
material property is linear elasticity; see Table 1.

While the macro-micro analysis is developed for a fault-infrastructure system, the do-
main of the present example problem is not so large as to be called a fault-infrastructure
system; the domain size is reduced so that displacement in the engineering length-scale is
obtained by the direct analysis. Instead of emitting earthquake waves from the fault, we
assume that an ideal Ricker wave of the center time and frequency being 2.0 s and 1.0 Hz
is input to the bottom surface; see Fig. 3 for the waveform of the input Ricker wave. The
direction of the wave is vertical to the main tunnel so that it is shaken transversely. We
should mention that the use of the Ricker wave is a standard practice in computational seis-
mology, in order to examine the performance of a numerical analysis method of solving
wave propagation problems.

Now, we explain the multi-scale analysis for the 3D simulation of the target problem.
Models made for the macro-analysis and micro-analysis are shown in Fig. 4. The macro-
analysis model is of the same configuration as the original domain, although the structures
and the soil deposits are excluded since they are negligible if viewed in the geological
length-scale. The micro-analysis model is a surface sub-domain of 1000×1000×300 m;
this depth is needed in order to make the multi-scale analysis results coincide with those of
the direct analysis. As mentioned, we seek to ensure the accuracy of numerical computation
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up to 2 Hz. Since a FEM is applied to numerically solve Eqs. (2) and (3) for the multi-scale
analysis, anordinary criterion that the description of one wavelength requires 15 elements
is used. Thus, the macro-analysis uses elements of 40 m and 20 m for the bedrock and the
basement layers, respectively. The micro-analysis uses elements of 0.5∼ 20 m.

Newmarkβ method (δ = 1/2, β = 1/4) is applied for time integration of solving
Eqs. (2) and (3) for the multi-scale analysis or Eq. (1) for the direct analysis. Simple explicit
time integrations cannot be used since Courant’s condition of the present example is too
severe; fine meshes are used around the main tunnel and the impedance contrast between
the tunnel and the basement is high. For instance, the direct analysis solves

([K] +
2

δt
[C] +

4

δt2
[M ])[un+1] = (

2

δt
[C] +

4

δt2
[M ])[un] + ([C] +

4

δt
[M ])[vn] + [M ][an].

(4)
Here,[v] and[a] are velocity and acceleration vectors, suffix indicates the time increment
number, andδt is the time increment. Note that this discretized equation is rewritten as

[M ](2[aap] − [an]) + [C]([vn] + [aap]δt) + [K][un+1] = [0],

where[aap] = 2(([un+1] − [un])/δt − [vn])/δt; the vectors for[M ] and[C] correspond to
[ü] and[u̇], respectively, measured att = nδt.

We use the Rayleigh damping matrix,[C] = a[K] + b[M ]. The parametersa andb
are determined so that the material damping characteristics is reproduced. The values ofa
andb used in the numerical computation as well as the damping constant are presented in
Table 1; these values are determined by minimum error fitting to the damping constant.

Now, we present the results of the 3D simulation. First, we study the 3D simulation
of strong ground motion. The distribution of the maximum norm for surface displacement
is plotted in Fig. 5; a) is for the direct analysis (or[u]), which is regarded to provide a
numerically exact solution, and b) and c) are for the macro-analysis and the multi-scale
analyses (or[u(0)] and [us], respectively. The direct analysis shows larger amplification
of strong ground motion in the soil deposit. This amplification is fully neglected in[u(0)],
but [u(1)] succeeds to correct[u(0)] and the distribution of[us] is quite similar to[u]; see
Figs. 5-a) and 5-c).

In order to study the detail of the synthesized strong ground motion, we choose 12
observation points on the top surface and compare the waveform; these points, denoted by
a–m, are set at equal intervals and cross the soft soil deposit, as shown in Fig. 6-a). A
displacement component parallel to the input Ricker wave is analyzed. For the response
displacement waveform and Fourier amplitude spectrum of these 12 points, the comparison
of the macro-analysis and the multi-scale analysis with the direct analysis is presented in
Figs. 7 and 8, respectively; solid lines are for the direct analysis and dotted lines are for
the macro-analysis and the multi-scale analysis. Like Fig. 5-a), the direct analysis shows
larger amplification of strong ground motion in the soil deposit (points j–c), and the multi-
scale analysis succeeds to produce waveform and Fourier spectrum obtained from the direct
analysis for all 12 points. It is transparent that[u(1)] corrects the geological length-scale
solution[u(0)]. As mentioned, this[u(0)] is regarded as the boundary conditions for the sub-
domain to obtain[us]. The thickness of the sub-domain is 300 m. Thus, it is remarkable
that this thickness is needed to use the geological length-scale solution as artificial boundary
conditions at the bottom surface of the sub-domain.



8 Tsuyoshi Ichimura and Muneo Hori

Next, we study the 3D simulation of the seismic structure response. The target structure
is the vertical shaft which runs in the basement and the soft soil deposit. Fig. 9 shows
the maximum deformation of the shaft, together with a contour map of the displacement
norm; a) and b) are for the direct analysis ([u]) and the multi-scale analysis ([us]). As
is seen, an upper part of the shaft has larger deformation, which is caused by the soil-
structure interaction effect. The multi-scale analysis is able to produce this deformation
concentration. This is not surprising since the waves synthesized by the multi-scale analysis
are in almost perfect agreement with those synthesized by the direct analysis, as shown in
Fig. 8. In Fig. 10, the mode of deformation at the primary natural frequency of the structure
(0.98 Hz) is plotted, together with a contour map of the frequency component norm. The
result of the multi-scale analysis agrees with that of the direct analysis.

We choose 12 observation points, n–z, at an equal interval along a vertical line on the
surface of the shaft, to examine the waveform of the structure response; see Fig. 6-b) for
the location of the observation points. The points n–p are located in the soft soil deposit.
Like Fig. 8, we compare the response wave profiles and Fourier spectra computed by the
3D simulation of the direct analysis and the multi-scale analysis. The results are shown in
Fig. 11. While the structure response is drastically amplified near the surface, the multi-
scale analysis succeeds to compute the structure response obtained by the direct analysis.

For the present example problem, it is clearly shown that the multi-scale analysis is able
to make a full 3D simulation of strong ground motion and seismic response, as accurately
as the direct analysis. The multi-scale analysis requires much smaller computational envi-
ronment since Eqs. (2) and (3) are for a vector of smaller dimension. We should mention
that the computation cost of solving Eq. (4) by a conjugate gradient method isO(N log N)
whereN is the vector dimension. Thus, reducing the vector size is essential to increase
the numerical efficiency. Similar efficiency is expected even for the case when non-linear
materials are used for structures.

As mentioned, the sub-domain used for the micro-analysis is deeper than usual; the
clearance of the main tunnel to the bottom model surface is more than 100 m. This implies
that the strong ground motion of the engineering length-scale does not vanish at the depth
of 100 m for the present example. Thus, the use of the geological length-scale solution
produces non-negligible errors, when the clearance is smaller. While further investigation
is surely needed, we need to clarify the requirement for the strong ground motion input to a
shallow underground structure model.

4. Conclusion

In this article, we present the multi-scale analysis for the 3D simulation of strong ground
motion and seismic response. While the present analysis solves two problems, the required
computational cost is much reduced. The comparison with the direct analysis shows that
the accuracy of the multi-scale analysis is satisfactory.

In closing this article, we should mention that the determination of the effective matrices
([K̄], [C̄] or [M̄ ]) is essential in order to determine a solution in the geological length-scale
([u(0)]). A well-established mathematical theory and advanced averaging schemes have
been proposed; see [8, 12, 13].
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Table 1. Material properties.

primary wave secondary wave unit weight damping damping damping
(m/sec) (m/sec) (tf/m3) constanth coefficienta coefficientb

soil 300 100 1.7 0.15 0.3642 0.029
basement 1260 600 1.8 0.04 0.0971 0.008
bedrock 2950 1700 2.0 0.005 0.0121 0.001

RC 3373 2127 2.5 0.005 0.0121 0.001
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b) decomposed problems for multi-scale analysis

Figure 1.Schematic view of direct analysis and multi-scale analysis.
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Figure 5. Distribution of maximum displacement norm on top surface.
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Figure 7.Comparison of wave component in thex2 direction at points a–m shown in Fig. 6-
a); macro-analysis,[u(0)], (dotted) and direct analysis,[u], (solid).
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Figure 8. Comparison of wave component in thex2 direction at point a–m shown in Fig. 6-
a): multi-scale analysis,[us], (dotted) and direct analysis,[u], (solid).
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Figure 11. Comparison of structure response in thex2 direction at points n–z shown in
Fig. 6-b); multi-scale analysis,[us], (dotted) and direct analysis,[u], (solid).
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Chapter 2

PREDICTION OF THE SEISMIC DISPLACEMENT
OF LANDSLIDES AND GRAVITY WALLS

USING A MULTI-BLOCK MODEL

Constantine A. Stamatopoulos
Athens, Greece

Abstract

Newmark's sliding-block model is usually employed to predict the seismic displacement
of slopes. Yet, when displacement is large, the conventional sliding-block model predicts
displacements that are larger than expected for the given input motion and soil strength.
Alternatively, to simulate slope movement when the displacement is large, a multi-block
sliding model has been proposed. Similarly to the Sarma (1979) stability method, a general
mass sliding on a slip surface that consists of n linear segments is considered. In order for the
mass to move, interfaces where resisting forces are exerted must be formed between nodes of
the slip surface. Thus, the mass is divided into n blocks sliding in n different inclinations. For
landslides, the masses and lengths of each block entering the calculation are updated in terms
of the distance moved. In addition, constitutive equations that simulate strength degradation
along the slip surface coupled with the multi-block model are proposed in order to simulate
the triggering of the slides. On the other hand, gravity walls, as a result of the applied shaking,
move outwards, away from the retained soil. Simplified analyses predicting the seismic
displacement of gravity walls are based on the Mononobe-Okabe method combined with
Newmark's sliding-block model. The wall-backfill system is modeled, according to the multi-
block methodology, using two bodies: (a) the wall that slides outward along the wall-
foundation soil and (b) the wedge that slides along the plane of least resistance in the retained
soil. The new method, unlike the previous, is kinematically compatible and generally predicts
different seismic wall displacement for the given input motion and soil strength. The chapter
first describes the multi-block model and its extensions for the prediction of the seismic
displacement of landslides and gravity walls outlined above Then, it validates the above
methodologies by predicting the response of a well-documented earthquake-induced landslide
and of a gravity walls (a) measured in shaking-table tests and (b) computed by elaborate
numerical analyses.
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1. Introduction

Newmark's sliding-block model (Newmark, 1965), shown in Fig. 1, is usually employed to
predict the seismic displacement of slopes (Kramer, 1996, Modaressi et al., 1995, Stark and
Contreras, 1998). Newmark's model consists of a block on an inclined plane. Critical
acceleration factor, kc-sl , is the minimum factor that when multiplied by the acceleration of
gravity, g, gives the horizontal acceleration which is just sufficient to cause movement of the
block. Every time during the earthquake that the applied horizontal acceleration is larger than
the critical acceleration (kc-sl g), the block slides downwards. The total displacement of the
block is equal to the sum of these partial displacements that are caused by the momentary
slides. The seismic displacement of slopes is estimated using the sliding-block model with
similar critical and applied seismic acceleration.

When the displacement of slopes is large, the conventional sliding-block model has
shortcomings. It predicts displacements that are larger than expected for similar input motion
and soil strength (Stamatopoulos, 1996). The reason is that it does not model the change of
geometry of the sliding mass with displacement towards a gentler configuration. In addition,
ordinary computer codes based on the Finite Element Method cannot be applied when
displacement is very large. To overcome the problem, mesh-free techniques have been
proposed (Foester and Modaressi, 2001). Yet, such approaches are still in a developing stage.

Alternatively, to simulate slope movement when the displacement is large, a multi-block
sliding model has been proposed (Stamatopoulos, 1992, Ambraseys and Srbulov, 1995,
Stamatopoulos et al. 2000, Sarma and Chlimintzas, 2001a, b). Similarly to the Sarma (1979)
stability method (Fig. 2), a general mass sliding on a slip surface that consists of n linear
segments is considered. In order for the mass to move, at the nodes of the slip surface,
interfaces where resisting forces are exerted must be formed (Fig. 2). Thus, the mass is
divided into n blocks sliding in n different inclinations. At the interface between two
consecutive blocks, the velocity must be continuous. This principle gives that the relative
displacement of the n blocks is related to each other and the governing equation of motion is
reduced to have only one displacement as variable. For large displacement, the masses and
lengths of each block are updated during calculation in terms of the distance moved.
Furthermore, constitutive equations that simulate strength degradation along the slip surface
coupled with the multi-block model are needed in order to simulate the triggering of the
slides. A constitutive model that predicts the continuous change of resistance along the slip
surface due to build-up of pore pressures has been developed and implemented in the multi-
block model.

On the other hand, gravity walls (Fig. 3a), as a result of the applied shaking, move
outwards, away from the retained soil. Simplified analyses predicting the seismic
displacement of gravity walls are based on the Mononobe-Okabe method combined with
Newmark's sliding-block model. The Mononobe-Okabe (MO) method (Mononobe and
Matsuo, 1924, Okabe, 1926) estimates the lateral force, Pa-MO, on gravity walls retaining dry
soil by using frictional resistance and inertia forces. The force Pa-MO acts on the wall from the
wedge of the soil behind the wall with inclination that corresponds to the maximum pressure
applied on the wall. Richards and Elms (RE, 1979) estimate the force acting on the wall by
the retained soil by the MO method, as a function of the seismic acceleration applied on the
retained soil. The critical horizontal acceleration factor for relative motion of the wall-backfill
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system, denoted as {kc-RE }, is estimated by considering the equilibrium of forces acting on
the wall. As in the condition of limiting equilibrium the seismic acceleration acting on the
retained soil equals (by definition) the critical acceleration, kc-RE must be obtained by iteration
(Iai, 2001). The seismic displacement of the wall is estimated using the critical acceleration
factor kc-RE , and the applied acceleration history using Newmark's sliding block.

Consistently with the RE method mentioned above, the wall-backfill system is modeled,
according to the multi-block methodology, using two bodies (Fig. 3b): (a) the wall that slides
outward along the wall-foundation soil and (b) the wedge that slides downward along the
plane of least resistance in the retained soil. In typical walls, the resistance on the wall-
backfill interface is less than on any other internal sub-planes in the retained soil. It is inferred
that, according to the law of limit equilibrium, the internal slip sub-plane between the two
bodies should remain in the wall-backfill interface. This implies that the first body of the two-
body system is always the wall, while the second body, that is part of the soil behind the wall,
changes its shape with displacement.

The new method, unlike the previous, is kinematically compatible. It generally produces
an interface force between the wall and the retained soil which is different from the
Mononobe-Okabe force. Yet, just prior to relative movement, the two methods predict similar
interface forces. The reason is that the MO solution was obtained using the equilibrium of
only the critical wedge in the retained soil, while the new method considers the equilibrium of
a two-body system that includes both the wall and the critical soil wedge. Only just prior to
relative movement, the dynamic effects of the wall do not affect the solution. As a
consequence, the new method predicts similar critical acceleration, but different seismic wall
displacement than the RE approach.

The chapter first describes the multi-block model and its extensions for the prediction of
the seismic displacement of landslides and gravity walls outlined above Then, it validates the
above methodologies by predicting the response of a well-documented earthquake-induced
landslide and of gravity walls (a) measured in shaking-table tests and (b) computed by
elaborate numerical analyses.

Figure 1. Newmark's sliding-block model.
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2. The Multi-block Model

Similarly to the Sarma (1979) stability method, shown in Fig. 2, a general mass sliding on a
slip surface that consists of n linear segments is considered. In order for the mass to move,
interfaces where resisting forces are exerted must be formed between the nodes of the slip
surface (Fig. 2). Thus, the mass is divided into n blocks sliding in different inclinations. At
the interface between two consecutive blocks, the velocity must be continuous. This principle
gives that the relative displacement of the n blocks is related to each other as:

ui/ui+1 = dui/dui+1= cos(δi+βi+1) / cos(δi+βi) (1)

where u is the displacement moved along a segment of the slip surface, the subscripts i and
i+1 refer to blocks i and i+1 counting uphill, d refers to increment and βi and (90-δi) are the
inclinations of the segment and interface i respectively, shown in Fig. 2.

The forces that are exerted in block “i” are given in Fig. 2. Soil is assumed to behave as a
Mohr-Coulomb material. As the body moves, the Mohr Coulomb failure criterion applies at
both the slip surface and the interfaces. The equation of motion of block (i) along the
direction of motion, when a horizontal component of acceleration a(t), is applied, is :

mi ( d2un/ dt2 ) qi cosφi = -Ui li sinφi + (mi g Qi)vi - (mi a(t) + Hi) xi +cili cosφi (2)
+(1/ cosφini-1) Ni-1 di - (1/ cosφini) Ni fi

+ sai (cini-1bi-1- tanφini-1 Uini-1 bi-1) - sbi (cini bi sbi - tanφini Uini bi)

where

vi = sin(φi-βi),  xi = cos(φi-βi),
di=cos(δi-1+βi-φi- φini-1), fi=cos(δi-1+βi-φi- φini-1),
sai=sin(δi-1+βi-φi), sbi=sin(δi+βi-φi),

qi= ∏
−

=

1n

ij

[ cos(δi+βi+1) /cos(δi+βi)) ]

and mi is the mass of block i, φi , ci, φini cini are the frictional and cohesional components of
resistance at the i slip segment and interface respectively, li and di are the lengths of the i slip
segment and interface respectively, Ui, Uini are the pore pressures at the i slip segment and
interface respectively and Qi and Hi are the vertical and horizontal external loads of block i
respectively. To eliminate the interslice forces, Ni, the (i) equation is multiplied by a factor.
Summing all equations and expressing displacement of all blocks in terms of the
displacement of the upper block, un, the equation of motion is obtained. It is a single second-
order differential equation in terms of time. As it is very long, it is not presented here. It is
given by Sarma and Chlimitzas (2001 a and b). When a horizontal component of acceleration
a(t) is applied, it has the general form

du2
n/dt2 = A (a(t) - ac ) for dun/dt>0 (3)
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where A is a factor and ac is the critical acceleration, defined as the horizontal acceleration
which is just sufficient to start movement of the mass. The factors A and ac depend of the
geometry, the pore pressure and the strength of the n blocks of the sliding mass. The factor ac

is positive and negative when the sliding mass is stable and unstable respectively. According
to the principle of limit equilibrium, the inclinations of the interfaces δi correspond to the
inclinations that produce failure at a minimum value of ac.

3. Extension of the Multi-block Model to Predict the Response of
Landslides

Sliding System Model for Large Displacement

When slide displacement is large, to solve accurately equation (3), the masses and lengths of
each block i are updated during calculations in terms of the distance moved. The location of
the interfaces does not change. The transformation rule, that states that when each block is
displaced by dũi, each point of the block including the ground surface at the top of the block
is also displaced by dũi, is applied. Incremental application is needed because a point may
move from one block to the previous, and thus its incremental displacement for given dũn will
change from dũi to dũi-1. The deformation that this rule predicts in a two-block system is
illustrated in Fig. 4a.

Separation of blocks occurs when an interslice force, Ni, is negative. Fig. 4b illustrates a
typical case where this occurs: when the angle βm,1 representing the initial inclination of the
first block of the system, is less than the angle βm,0 representing the slope of the free ground
surface immediately preceding the first block. In this case, the increased soil mass of the first
block cannot maintain contact with the rest of the material and is detached from the system.
For frictional materials, the angle of the internal sub-plane at the node of separation can be
obtained from the resistance of the material inside block i, φini, according to what stability
predicts as:

δi-separ= 90o - φini (4)

In addition, earthquake-induced slides usually occur due to generation of large excess
pore pressures (Sassa et al., 1996, Stark and Contreras, 1998). With constant strength, the
multi-block model can be applied in back analyses of slides to approximately estimate the
residual soil strength (Stamatopoulos et al., 2000). Yet, constitutive equations that simulate
strength degradation along the slip surface coupled with the multi-block model are needed in
order to simulate the triggering of the slides and predict accurately the seismic displacement.
Such models should predict the continuous change of resistance along the slip surface from its
initial value to the peak strength and then at the large displacement residual value.

Constitutive models of various complexities simulating the response of localized
discontinuities in saturated soils have been proposed and are used in both finite element codes
and sliding-block models. In the context of numerical approaches using finite elements, if the
interface is to represent strain at localized or failure zones in a soil medium, the constitutive
model of the interface should be compatible and derived from the constitutive model of the
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surrounding materials. Based on this concept, Aubry et al. (1990) and Modaressi et al. (1998)
relate stresses to displacement along and normal to the slip surface. In association with the
sliding-block model, Sarma (1975) proposed a simplified model predicting pore pressures
build-up based on Skempton's A and B parameters. A more elaborate model predicting the
continuous change of resistance along a slip surface has been developed by Modaressi H. et
al. (1995). The model is based on the elasto-plastic model by Aubry et al. (1993), relates
shear stress to shear displacement, and requires only five parameters. The model has not been
calibrated with soil response measured along slip surfaces for different soils. Recently,
Gerolymos and Gazetas (2007) have proposed a constitutive model for grain-crushing-
induced pore-water pressures. The model extends Hardin's theory for crushing of soil
particles and has 12 parameters.

The purpose of the sections below are (a) to propose and validate a constitutive model
simulating the change of resistance along a slip surface due to generation of excess pore
pressures, (b) to implement it at the multi-block sliding system model and (c) based on this
improved model to propose a methodology predicting the triggering and the final
displacement of earthquake-induced slides. The best testing device to simulate soil response
along slip surfaces is the ring shear test. In this test, similarly to field conditions, relative
displacement at the slip surface can be very large, larger than a few centimeters, or even
meters. The first objective is to propose a general model that simulates the soil response due
to pore pressures build-up in these tests with a small number of model parameters.

(a)
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-20 -10 0 10 20 30 40 50 60

Initial Final

 (b)

βm,0

m,1-β

Figure 4. The case of landslides. (a) Deformation assumed in the multi-block model. A case of two
blocks is given. (b) Typical case where separation of blocks occurs (Sarma and Chlimintzas, 2001).
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Constitutive Model Predicting the Response along Slip Surfaces due to Pore
Pressure Build-Up

Soil Response

Extensive ring shear testing of soils from (a) the 4th Avenue – Alasca slide (Stark and
Contreras, 1998), (b) the Nikawa slide (Sassa et al., 1996) and (c) the Vaiont slide (Tika and
Hutchinson, 1999) are reported in the bibliography. Table 1 gives the main classification
characteristics of the soils of the three slides. Typical results of the ring shear tests are given
in Figs 5 to 7. In the cases of the 4th Avenue – Alasca and Nikawa slides, both the shear
stress and the excess pore pressure versus shear displacement relationships exist. In the case
of the Vaiont slide only the shear stress versus shear displacement relationship exists. Table 1
presents the main characteristics of the shear stress-shear displacement relationships. In
addition, the main characteristics of the shear stress-shear displacement relationship from ring
shear tests on other soils together with the main classification characteristics of these soils are
given in table form by Stark and Contreras (1998). They are presented in table 2.

All test results indicate that as shear displacement increases, the shear stress increases,
reaches a peak and then progressively decreases towards a limit value. At large displacement,
as displacement increases further, soil shear strength remains more-or-less constant.
Accordingly, as shear displacement increases, the excess pore pressure increases at a steadily
decreasing rate towards a limit value. An exception is only one test, where negative excess
pore pressure is measured at the initial stages of loading of an overconsolidated sample from
Nikawa slope.

Quantitavely, large differences in the values of the measured maximum (τm) and residual
(τr) soil strengths are observed: τm varies from 11 to 392kPa, while τr from 7 to 98kPa. The
corresponding ratios (a) τm/σ'o and (b) τr /σ'o, where σ'o is the initial effective normal stress,
vary (a) from 0.20 to 0.61 and (b) from 0.05 to 0.17, respectively. Also, the ratio τm/τr varies
from 1.4 to 5.4. In addition, differences in the shear displacement at peak and residual
strength are observed: At τm shear displacement varies from 0.3mm to 10mm, while at τr from
19mm to 24m.

Yet, results of tables 1 and 2 illustrate that for given soil layer and speed of shearing, τr is
more-or-less proportional to the vertical consolidation stress. Additional data illustrating this
for the soil of the Vaiont slide is given in Fig. 7b by Tika and Hutchinson (1999). It is
inferred that the total residual friction angle, φr, is a parameter more-or-less-independent of
the applied stress. It should be noted that φr is related to the final generated excess pore
pressure, Pf , as

 tanφr = tanφCS ( 1 - Pf/σ'o ) (5)

where φCS is the final effective friction angle. Equation (5) is relevant especially for sands,
where, according to discussion above, a small φr value may be a result of excess pore pressure
generation due to grain crushing.
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Proposed Model

As discussed previously, ring shear tests illustrate that at large displacement, as displacement
increases further, soil strength and excess pore pressure remain more-or-less constant.
Consistently, a steady- state (or critical state) model is proposed. The steady-state is that
measured in constant-volume ring shear tests, that may be different to that measured in
triaxial tests.

The model uses the following equations

τ = σ' r f (6)

dP= -dσ' = du K (tanφcs - τ/σ') (7)

where
f = 1 - b ln [ tanφcs σ'/( σ'o tanφres)] (8)

r = tanφcs u / ( a + u )  (9)

K = k1 (σ'/Pa)k2 (10)

In the above equations τ is the shear stress, σ' is the effective normal stress, compressive
positive, σ'o is the initial effective normal stress, P is the excess pore pressure, K is the elastic
normal stiffness coefficient, u is the shear displacement along the slip surface, Pa is the
atmospheric pressure (equals about 100kPa), φcs is the final (critical-state) effective friction
angle, φres is the final (critical-state) total friction angle and a, k1, k2, b are fitting parameters.
Displacement is in m and stresses and pressures in kPa. Unloading is not modelled, as it is
assumed that relative motion of slides is only downslope.

Discussion of the Model and Its Parameters

The model is based on (a) the critical state theory that predicts that (i) as shear strain increases
soil gradually reaches a steady-state and (ii) the response is affected by the distance from the
critical state (The factor f gives the effect of the distance from the critical state), (b) the fact
that plastic shear strain depends on the τ /σ ' ratio, (c) a Roscoe type dilation equation and (d)
the proposition that the constitutive model of displacement and stress of an interface should
be of the same form as the constitutive model of shear strain and shear stress of soils.

The model structure is similar with the previous model by Modaressi H. et al. (1995). It
differs from this previous model in (a) the form of the factors f and K and (b) taking the
dilation angle equal to φcs. The form of the factor f in terms of tanφres is critical for the ability
of the model to predict the measured response, because, as discussed above, for given soil
deposit and speed of shearing, laboratory tests have shown that the residual soil strength is
more-or-less proportional to the vertical consolidation stress. Taking K as [k1 (σ'/Pa)k2] is
consistent with the assumption often used in soil models (e.g. Papadimitriou et al, 2001) that
the elastic moduli of soils may be affected by the confining stress. Taking the dilation angle
equal to φcs is consistent with sophisticated critical state models (e.g. Papadimitriou et al,
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2001) for samples with final shear stress less than that at the critical state (φres < φcs ). This
condition clearly exists in the cases considered in the present study.

The model has six parameters: φcs, φres, b, a, k1, k2. These parameters can be estimated
from constant-volume ring shear tests. In particular, the parameters φres and φcs can be
estimated from the final (residual) shear stress and effective vertical stress: The parameter φres

equals arctan(τr/σ'o) where τr is the residual shear stress and σ'ο is the initial effective normal
stress. The angle φcs equals arctan(τr/σ'r) where σ'r is the final effective normal stress. The
angle φcs for sands typically equals 30o and for clays 26o (Modaressi and Lopez-Caballero,
2001). The remaining parameters k1, k2, b, a are fitting parameters. The parameter k1 affects
primarily the displacement where the residual value of strength is reached. It decreases as the
displacement where the residual strength is reached increases. The parameter k2 describes the
effect of the confining stress on the displacement where the residual value of strength is
reached. It can be obtained when for a given soil, ring shear tests with different confining
stresses exist. The parameter b indicates the manner that the distance from the critical state
affects the shear stress. The parameter a affects mainly the shape of the stress-displacement
curve.

Calibration of the Model Parameters, Comparison between Measurements and
Predictions and Discussion

As in the multi-block model the shear stress - displacement relationship is of primary
importance, the focus is the prediction of this relationship. Prediction of the excess pore
pressure generation versus displacement validates the model assumptions. Model parameters
were varied for each soil type, and not for each individual test.

First the ring shear tests of table 1, where the shear stress-shear displacement
relationships are available, were considered. The obtained model parameters that better fit the
shear stress - shear displacement curves are given in table 3. Fig. 8 gives typical predictions
of tests from the soil from (a) the 4th Avenue – Alasca, (b) the Nikawa and (c) the Vaiont
slides. Table 4 compares the measured with the predicted response. The ratio of predicted to
measured values for shear stress at different shear displacements is between 0.7 and 1.5 in all
cases. It is inferred that the accuracy of the predictions is satisfactory.

Regarding pore pressures, such data exist only for the soil from (a) the 4th Avenue –
Alasca and (b) the Nikawa slides (cases 1.1 and 1.2 of table 1). Fig. 8 gives typical
predictions of pore pressure response from these two slides. Table 4 compares the measured
with the predicted response. The model qualitatively does not predict the dilation that occurs
at the initial stages of test No1.2b and underpredicts or overpredicts the pore pressure that
develops at the initial stages of tests No 1.1b, 1.1d, 1.1.e, 1.2a. Beyond the initial stage, the
ratio of predicted to measured values of pore pressure at different shear displacements of all
samples is between 0.8 and 1.1. It is inferred that the accuracy of the predictions is
reasonable.

Finally, the cases of table 2, where only the values of peak and residual shear stress with
the corresponding displacements were found, were considered. As soils are fine-grained,
according to the previous discussion, the friction angle φcs is assumed 26o. The model
parameters obtained that better predict the measured response are given in table 3. Table 5
compares the measured with the predicted response. The ratio of predicted to measured values
of the peak and residual shear stress is between 0.7 and 1.5 in all cases. The ratio of predicted
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to measured values of the shear stress when the displacement takes the measured peak and
residual shear stress is between 0.8 and 1.5. It is inferred that the accuracy of the predictions
is satisfactory.

Table 3 indicates that for all cases the model parameter a equals 10-4, the parameter φcs

varies between 26 and 31o, the parameter φres takes values between 4 and 10o, the parameter
k1 takes values between 4x102 and 15x104kPa/m, the parameter k2 equals to 1 except for two
cases and the parameter b varies between 0.01 and 0.24. Statistical analyses, shown in Fig. 9,
indicate that as clay size fraction increases, φres decreases, k1 increases and b increases. Yet,
the coefficient of correlation of these relationships is small. Statistical analysis in terms of the
Plasticity Index produces even smaller correlation.

The value of the model parameter a used (10-4) is within the range of the values 10-5 to
10-3 suggested by the previous similar model by Modaressi H et al. (1995). The typical value
of k1 given for clays in the previous model by Modaressi H et al. (1995) of 61(104)kPa*m is
somewhat larger than the range of values of the present model. According to Modaressi and
Lopez-Caballero (2001) under conventional triaxial loading the parameter b typically equals
0.1 for sands and 1 for clays. Consistently, the obtained values of the parameter b increase
with fines content. The obtained values are smaller than those proposed by Modaressi and
Lopez-Caballero (2001). The difference can be attributed to the fact that soil response of the
current model is of a lower value of residual strength mobilized in ring-shear tests as
compared to triaxial tests. For example, in clays in triaxial tests τr/σ'ο typically equals 0.2
(Modaressi and Lopez-Caballero, 2001), while as previously discussed, in ring-shear tests it
can be as low as 0.07.

Concluding, the proposed model simulates the excess pore pressure generation and
subsequently the small value of residual shear strength measured in constant-volume ring
shear tests. In particular, it simulates well the shear stress - displacement curves and the
middle and final stages of the pore pressure - displacements curves of ring shear tests. From
the six parameters of the proposed model, the parameter a does not change, the parameter φcs

can be approximately obtained according to the sand/clay differentiation and the parameter k2

equals 1 for most cases. It is inferred that in the proposed model the parameters that vary
considerably are only three: φres, k1 and b. The constitutive model does not simulate the effect
of strain rate on the residual soil strength that has been measured in ring shear tests (e.g. Tika
and Hutchinson, 1999). Thus, when estimating the residual soil strength, the laboratory tests
should have similar strain rate to that at the field during the landslides.

Table 1. Summary of constant volume ring shear tests found in the bibliography (Sassa
et al., 1996, Stark and Contreras, 1998, Tika and Hutchinson, 1999) where much data is

available, and partial results.

No Soil deposit
Liquid
limit
(%)

Plastic
limit
(%)

Clay size
fraction (% <

0.002m)

σ΄o
(kPa)

τm/
σ΄o

u at τm

(mm) τr/ σ΄o
u at τr

(mm)

1.1a 4th Avenue –
Alasca

40 20 59 100 0.28 1.2 0.07 55

1.1b " 34 19 57 230 0.28 1.1 0.07 75
1.1c " 36 21 56 300 0.24 1.3 0.06 75
1.1d " 38 21 55 400 0.23 1.8 0.06 120
1.1e " 39 20 62 500 0.23 1.8 0.06 130
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Table 1. Continued

No Soil deposit
Liquid
limit
(%)

Plastic
limit
(%)

Clay size
fraction (% <

0.002m)

σ΄o
(kPa)

τm/
σ΄o

u at τm

(mm) τr/ σ΄o
u at τr

(mm)

1.2a Nikawa -
(OCR=1)

- - 0 300 0.47 4.0 0.17 24300

1.2b Nikawa -
(OCR=1.9)

- - 0 230 0.61 1.0 0.15 28400

1.3a Vaiont -
sample 4 -slow

49 30 20 500 0.48 5 0.22 600

1.3b Vaiont -
sample 3 - slow

50 28 20 500 0.47 5 0.20 600

1.4a Vaiont -
sample 4 - fast

49 30 20 505 0.42 5 0.15 600

1.4b Vaiont -
sample 4 - fast

49 30 20 980 0.38 5 0.10 600

1.4c Vaiont -
sample 3 - fast

50 28 20 505 0.43 10 0.15 700

1.4d Vaiont -
sample 3 - fast

50 28 20 980 0.40 5 0.10 900

slow= speed 0.0145 mm/s
fast= speed 2600 mm/s

Table 2. Summary of other constant volume ring shear tests and partial results (Stark
and Contreras, 1998).

No

Soil
deposit

and
location

Liquid
limit
(%)

Plastic
limit
(%)

Clay size
fraction

(%<
0.002m)

Vertical
consolida-

tion stress σ΄o
(kPa)

τm/σ΄o

Shear
displ. at
τ-m

(mm)

Undrained
residual
strength

ratio
τr/σ΄v-o

Shear
displ. at
τr (mm)

2.1a Drammen
clay, 47 23 70 95 0.27 1.1 0.09 19

2.1b Danvik-
gate, 48 24 72 255 0.22 1.3 0.11 16

2.1c Drammen,
Norway 47 25 65 400 0.20 1.1 0.11 60

2.2a Bootlegger
Cove clay, 42 23 47 150 0.31 1.5 0.11 95

2.2b outside
Fourth Ave. 40 21 42 225 0.32 1.6 0.10 110

2.2c landslide,
Anchorage, 42 23 49 400 0.31 1.7 0.11 125

2.2d Alaska 41 22 45 500 0.30 1.7 0.11 140
2.3a Cohesive

alluvium, 30 22 19 95.8 0.19 2.2 0.10 52
2.3b Enid Dam, 28 22 20 147 0.27 1.1 0.05 77
2.3c Enid,

Mississippi 23 19 17 191 0.24 1.1 0.07 70
2.3d 25 22 20 287 0.23 1.2 0.07 72
2.3e 30 22 20 383 0.23 1.2 0.06 75
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Table 2. Continued

No

Soil
deposit

and
location

Liquid
limit
(%)

Plastic
limit
(%)

Clay size
fraction

(%<
0.002m)

Vertical
consolida-

tion stress σ΄o
(kPa)

τm/σ΄o

Shear
displ. at
τ-m

(mm)

Undrained
residual
strength

ratio
τr/σ΄v-o

Shear
displ. at
τr (mm)

2.4a Cohesive
alluvium, 59 31 51 51.8 0.21 0.50 0.13 36

2.4b Jackson,
Alabama 59

31
51 79.4 0.23 0.35 0.16 50

2.4c 59 31 51 100 0.23 0.37 0.14 38
2.5a Upper

Bonneville
clay, 46 23 33 47.9 0.32 0.30 0.11 39

2.5b Salt Lake
City, Utah

46 23
33 95.8 0.36 0.60 0.15 25

2.5c 46 23 33 191.5 0.31 1.2 0.12 29
2.5d  46  23 33 383 0.34 2.0 0.14 36

Figure 5. Measured response of ring shear tests on a sample from the 4th Avenue – Alasca slide (Stark
and Contreras, 1998).
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Figure 6 . Measured response of ring shear tests on a normally-consolidated sample from the Nikawa
slide (Sassa et al, 1995).
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Figure 7. (a) Measured response of ring shear tests on sample 4 from the Vaiont slide. (b) Measured
effect of vertical consolidation stress on the residual shear strength ratio (τr/σ'ο) on sample 3 from
Vaiont slide (Tika and Hutchinson, 1999).
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Table 3. Model parameters predicting the response of the tests of tables 1 and 2.

a k1 k2Case φcs (o) φres (o) b
(10-4 m) kPa/m

1.1 26 4 0.12 1 100000 1
1.2 31 8.5 0.07 1 400 4
1.3 28 10 0.03 1 90000 1
1.4 28 8.5 0.01 1 70000 1
2.1 26 6 0.22 1 130000 1
2.2 26 6 0.2 1 25000 1
2.3 26 4 0.24 1 30000 1
2.4 26 8 0.3 1 150000 1
2.5 26 8 0.15 1 130000 0.7

Table 4. The accuracy of the model predictions. Cases of table 1. The ratio of predicted
to measured values for shear stress and pore pressures at different shear displacements.

Predicted / Measured Predicted / Measured
No u (m) τ P No u (m) τ

1.1a 0.0012 1.03 1.33 1.3a 0.005 0.85
 0.01 0.81 0.78  0.05 1.12
 0.03 0.74 0.90  0.2 0.86
 0.055 1.04 0.89  0.6 0.87
1.1b 0.0011 1.04 2.19 1.3b 0.002 0.89
 0.01 0.93 0.84  0.05 1.16
 0.03 0.68 1.04  0.6 0.87
 0.075 1.01 0.98 1.4a 0.01 1.02
1.1c 0.0013 1.19 2.09  0.1 0.87
 0.01 0.97 0.89  0.2 0.88
 0.03 0.67 0.97  0.4 0.92
 0.075 1.17 0.99  0.7 1.14
1.1d 0.0018 1.20 2.05 1.4b 0.005 1.15
 0.01 0.86 0.92  0.2 0.95
 0.03 0.76 1.01  0.4 1.22
 0.075 0.88 0.98  0.6 1.43
 0.12 1.16 0.98 1.4c 0.01 0.99
1.1e 0.0018 1.20 0.51  0.2 0.95
 0.01 0.95 0.89  0.4 0.92
 0.03 0.74 1.10  0.6 1.14
 0.075 1.00 0.99 1.4d 0.005 1.10
 0.13 1.16 0.95  0.2 0.95
1.2a 0.004 1.09 0.25  0.4 0.92
 0.1 1.19 0.95  0.8 1.14
 1 1.09 1.05
 24.3 1.50 0.89
1.2b 0.001 0.80 0.99
 0.1 0.80  
 1 1.38 1.09
 28.4 1.37 0.87
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Table 5. The accuracy of the model predictions. Cases of table 2. The ratio of predicted
to measured values of (a) the peak and residual shear stress and (b) the shear stress

when the displacement takes the measured peak and residual shear stress.

Predicted / Measured Predicted / Measured

No τmax τr
τ at u of
τm-MEAS

τ at u of
τr-MEAS

No τmax τr
τ at u of
τm-MEAS

τ at u of
τr-MEAS

2.1a 0.89 1.11 0.87 1.16 2.4a 1.09 1.03 1.07 1.03
2.1b 1.11 0.95 1.07 1.04 2.4b 1.03 0.85 0.97 0.85
2.1c 1.21 0.95 1.19 0.95 2.4c 1.01 0.99 0.96 0.99
2.2a 0.98 1.38 0.98 1.38 2.5a 0.92 1.32 0.86 1.32
2.2b 0.94 1.10 0.94 1.16 2.5b 0.84 0.95 0.83 0.96
2.2c 0.97 1.08 0.97 1.11 2.5c 1.00 1.16 1.00 1.19
2.2d 1.00 0.98 1.00 0.99 2.5d 0.94 0.99 0.91 1.02
2.3a 1.22 0.68 1.21 0.84
2.3b 0.84 1.50 0.83 1.51
2.3c 0.84 1.35 0.83 1.50
2.3d 0.99 1.01 0.99 1.12
2.3e 0.99 1.20 0.99 1.28
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Figure 8. Continued on next page.
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Figure 8. Predicted by the proposed model versus measured response of ring shear tests.. Tests (a) 1.1a,
(b) 1.1b, (c) 1.2a and (d) 1.3b and 1.4d of table 1.
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Figure 9. Variation of the estimated model parameters φres, b and k1 in terms of clay particle fraction.

Implementation

In equation (2), the multi-block sliding system model was based on both the frictional and
cohesional resistance of the Mohr-Coulomb model. The proposed constitutive model is
coupled with the multi-block sliding system by varying only the friction angle at the base of
each block 'i' as

φi =arctan(τi/σ'o-i) (11)

In equation (11) σ'o-i is the effective normal stress at the base block i without considering
the excess pore pressures. At each increment, τi is predicted from equations (6) to (10) (by
taking u and σ'o of these equations equal to ui and σ'o-i respectively).

Furthermore, when the proposed constitutive model is applied, it is needed first to
estimate (a) σ'o-i and (b) the initial equilibrium shear stress along the slip surface, or
equivalently the equilibrium friction angle at zero displacement. The stresses σ'o-i equal (Ri/li-
Ui) where Ri and li are the normal force at the base of block i and the length of the base of
block i, respectively and Ui is the initial pore pressure at the base of block i. The forces Ri are
estimated from the equilibrium equations of the multi-block model. The initial equilibrium
friction angle is estimated by finding the friction angle consistent with a critical acceleration
value equal to zero (or equivalently a factor of safety equal to unity) at the initial slide
configuration, using iterations. It may be noted that this implies uniform stress ratio along the
slip surface. This is reasonable, as the slip surface is initially stable with more-or less uniform
strength. Generation of excess pore pressures that may cause failure and may be non-uniform,
will develop at a later stage, when the earthquake is applied.

A computer program that solves equations (2) and (6) to (11) has been developed by the
author. Equation (2) is a second order differential equation. It is solved numerically by the
Euler method (e.g. Dahliquist and Bjorck, 1974). At each time step, the masses and lengths
are updated according to the transformation rule described above. Parametric analyses using
different time steps illustrated that a time step of 0.01s, typically used in earthquake records
found in the literature, produces adequate accuracy. The input geometry is specified as the
nodes of the linear segments defining the slip, ground and water table surfaces. The
inclinations of the internal slip surfaces must also be specified. The parameters of the
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constitutive soil model are specified in each segment of the slip surface. The computer
program includes graphics that illustrate (a) the initial and final deformed configurations of
the slope, (b) the applied acceleration, the critical acceleration and the mass of each block of
the slide, all versus time and (c) the excess pore pressure, the equivalent resistance (specified
as the friction angle of equation (11)) and the acceleration, velocity and displacement of each
block versus time.

Steps Needed to Apply the Model

The steps required to apply the multi-block model to investigate if triggering will occur and to
predict the final displacement of earthquake-induced slides are:

(a) The soil strength and a representative seismic motion of the problem under
consideration are established. For the Mohr-Coulomb model, both the peak and
residual strength values of the soil layers of the problem must be specified. In
addition, along the potential slip surface the parameters of the proposed constitutive
model must be specified.

(b) The potential slip surface of maximum displacement is located by stability analyses
using the Mohr-Coulomb model for strength of the soil layers of the problem
considering also the inertia seismic forces. Stability analysis that locates a slip
surface consisting of linear segments can be performed by the procedure developed
recently by Sarma and Tan (2006) in terms of the minimum critical acceleration
value. In addition, it can be performed by the procedure described by Dawson et al.
(1999) and implemented in the code FLAC (Itasca Consultants, 2005). The method
performs a full solution of the coupled stress/displacement equilibrium and
constitutive equations. For a given set of properties, the system is determined to be
stable or unstable. By automatically performing simulations for different strength
properties, the critical slip surface can be located.

(c) The slip surface is simulated as a series of linear segments according to (b). Then, a
first estimate of the inclination of the internal linear segments is obtained according
to the condition of minimum critical acceleration value of the initial slide
configuration using the Mohr-Coulomb model. For this first estimate, along the slip
surface the residual value of soil strength should be used. At the interfaces the peak
value of soil strength should be used. The reason is that at the interfaces different
material is sheared at each time increment, and thus the residual strength value is not
relevant.

(d) The slide triggering is investigated and the potential slide deformation is estimated
using the multi-block model. The representative seismic motion is applied. At the
slip surface the proposed constitutive model is used. At the interfaces, similarly to
(c), the Mohr-Coulomb model with peak values of strength is used. Model
parameters are specified. If the displacement is large compared to the length of the
slip surface, a better estimate of the interslice angle is obtained according to criterion
of maximum displacement using iterations.
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4. Extension of the Multi-block Model: Prediction of the
Displacement of Gravity Walls Retaining Dry Soil

General

As was discussed in the introduction. the seismic movement of the wall-backfill system of
Fig. 3a is modeled using the multi-block sliding system of Fig. 2 considering two bodies.
Total contact is assumed between the two bodies. At the initial configuration, the first body
corresponds to the gravity wall and the second to the critical wedge in the soil behind the wall
(Fig. 3b). According to the limiting equilibrium method (e.g. Sama, 1999), the inclination of
this wedge in the soil behind the wall is the inclination that produces instability with the
minimum possible applied horizontal acceleration. As a result of the applied shaking, gravity
walls move outwards, away from the retained soil. Assuming that contact always exists
between the wall and the retained soil, the outward wall movement causes deformation of the
retained soil near the wall. In typical walls, the resistance on the wall-backfill interface is less
than on any other internal sub-planes in the retained soil. It is inferred that, according to the
law of limit equilibrium (where the slip surface develops at the location where relative motion
occurs for the least value of applied acceleration), the internal slip sub-plane between the two
bodies should remain in the wall-backfill interface. This implies that the first body of the two-
body system is always the wall, while the second body is always part of the soil behind the
wall. Unlike the first body, the second body changes its shape with displacement. The
analysis is performed incrementally with applied excitation a(t) applied in small time
increments. The change in shape of the second body can be determined by applying the limit
equilibrium condition at each time step.

Analytical Solution Algorithm

At each increment 'i', the seismic excitation is (kig) where g is the acceleration of gravity and
the parameters that define (a) the inclination of the base, the weight, the contact length of (i)
the first body and (ii) the second body of Fig. 3b and (b) the interface angle and length
between the two bodies, are (a) (i) αw, Ww, bw , (ii) αBcr-i , WBcr-i , bBcr-i and (b) δ and di.

respectively. The parameters αBcr-i , WBcr-i, bBcr-i and di are not known apriori, and depend on
the distance moved. The algorithm estimating them is given later. In addition, the strengths
below both bodies and at the interface are (a) φw and cw, (b) φB and cB and (c) φI and cI

respectively.
At each time increment, the first body (or the wall) is displaced by i-WuΔ  along the

wall-foundation soil interface (Fig. 3b). The second body (or the critical wedge behind the
wall) is displaced by i-BcruΔ along the slip surface of the backfill. Unlike i-BcruΔ , the

direction of i-WuΔ  does not change in the analysis. Thus, the absolute value of the distance

moved by the wall, uw, equals the sum of all the absolute values of i-WuΔ 's. It is assumed
that at each time increment the total contact between the two bodies is retained along the
shearing surface. The governing equation of the sliding system is obtained from equations (1)
and (2) as
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d2uW / dt2 = ZW-i g ( ki - kc-i ) (12a)

where
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Definition of the Critical Soil Wedge

As will be illustrated later, the only shape factor in the parameters of Fig. 3a defining the
geometry of the backfill that changes as the wall is displaced is the backfill height. At
increment "i", this height is denoted as Hi. The interface length of the two bodies can be
expressed in terms of Hi and δ as

di = Hi / cos(-δ) (13)

Also, at increment "i" the length of a potential slip surface and the weight of a soil wedge
behind the wall with inclination not necessarily equal to the critical, denoted as bB-i and WB-i

respectively, can be expressed in terms of the corresponding inclination of the soil wedge
behind the wall, αB-i , as:
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In addition, the following dimensionless symbols are introduced:

 Xi = 2 WW / (γ Hi
2) (15a)

SW-i = 2cWbW /(γ Hi
2), SB-i =2cB /(γHi), SI-i = 2cI /(γHi) (15b)

Then, according to equation (14c), the horizontal acceleration factor for relative motion
of the two-body system of Fig. 3 when the angle of inclination of the soil wedge is αB-i equals

kcB-i = AAΒ / BBΒ (16a)

where:
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where

M=tanαW , D=tanδ , K=tanθ , B=tanφB , G=tanφW , F=tanφI , Ai=tanαB-i

The critical rupture angle αBcr-i corresponds to the value of αΒ-i that minimizes kcΒ-i in
equation (18). An analytical solution estimating αBcr-i is given by Stamatopoulos at al (2001).
Alternatively, αBcr-i can be obtained numerically by searching the factor αΒ-i that minimizes
kcΒ-i in equation (16). As illustrated by Stamatopoulos at al (2001), kcΒ-i is a parabola in terms
of (tanαΒ-i), having a single well-defined minimum. It is inferred that estimating numerically
(tanαBcr-i), and thus αBcr-i also, is a simple matter using for example the bisection method (e.g.
Dahlquist and Bjorck, 1974). Once the inclination αBcr-i has been obtained, WBcr-i and bBcr-i

can also be obtained from Hi, δ, θ, αBcr-i and γ, using equations (14) by replacing αB-i with
αBcr-i.
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Changes of Geometry with Outward Wall Displacement

It was stated above that the wall at each time increment "i" is displaced outwards by i-WuΔ ,

while the critical soil wedge is displaced by i-BcruΔ . Fig. 3b gives, in enlarged scale of
incremental displacement, the induced deformation. It can be observed that the only shape
factor in the parameters of Fig. 3a defining the backfill that changes as the wall is displaced is
the backfill height. In particular, the height of the backfill at increment “i” equals

Hi = Ho - ∑
−

=

1

1

i

k
[ Δuw-k (sinαBcr-k / λk - sinαw ) ] (17)

Fig. 3b also shows that a part of the cross-sectional area of the backfill, denoted as ΔΑL-i ,
is lost in the analysis. Yet, when the increment ΔuW-i is sufficiently small, the effect of the lost
part can be neglected. The reason is that this area is proportional to the square of (the small
increment) ΔuW-i. Once the deformed shape is estimated, the new inclination of the critical
soil wedge from the new point at the base of the wall-backfill interface (point O' of Fig. 3b),
must be estimated with the procedure described above.

Computer Program

A computer program was written by the author, that predicts the seismic displacement of
gravity walls retaining dry soil, according to the model given above. The input required by
the computer program includes (a) the nodes defining the wall geometry, (b) the parameters
Ww, θ, γ, Ho, φB , cB , φw , cw, φI and cI and (c) the applied horizontal excitation. Numerical
integration is performed after every time increment "i" of the earthquake record using the
Euler's method (e.g. Dahlquist and Bjorck, 1974). At each increment, Hi is updated and
iteration is performed to estimate the new inclination of the slip surface, αBcr-i. Graphics
illustrating the final geometry of the wall-retaining soil system are included in the computer
program. Parametric analyses using different time steps illustrated that a time step of 0.01s,
typically used in earthquake records found in the literature, produces adequate accuracy of
both the numerical integration and the simulation of retained soil deformation, at least for
wall displacement less than 2m.

Discussion

As was indicated in the introduction, sliding-block methods usually estimate the seismic
displacement usl by the Newmark model. The corresponding equation that is solved (e.g.
Ambraseys and Menu, 1988) is usually:

 )k - k(t) ( g   /dtud o-c
2

sl
2 =  for dusl/dt>0  (18)

where k(t) and kc-o are the dimensionless applied acceleration and critical acceleration factors.
From equation (14) it can be inferred that the governing equations of motion for the wall of
the proposed model at the initial configuration is:
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)k - k(t) ( g   Z/dtud o-co-W
2

W
2 =  (19)

where ZW-o is the factor given by equation (12b) when the subscript "i" is replaced by the
subscript "o" Comparison of equations (18) and (19) illustrates that they differ by the factor
ZW-ο. Thus, for the case of small displacement, the factor ZW-ο relates the seismic
displacement of the previous commonly-used method to the displacement of the wall of the
present model, for equal critical acceleration and applied excitation. For the case of large
displacement, the difference of the two methods increases, as the new model considers,
additionally, the deformation of the backfill.

Procedure Application and Limitations

The proposed model is intended for the prediction of the seismic displacement of gravity
walls retaining dry soil of the general geometry given in Fig. 3a. By “dry” soil it is meant that
there is no water table and no pore water pressures. It is not implied that the water content is
necessarily zero. Similarly to the analysis of Kotta et al (1988), it is recommended to accept
performing one-dimensional equivalent-linear dynamic analyses to obtain the required
acceleration time history. In these analyses, the soil profile including the soil retained by the
wall should be considered. The input motion should be typical of the region and should be
applied at the underlying bedrock. The effect of the shear strain on the shear modulus and the
damping of soils should be considered. The acceleration time history required for the
prediction of wall displacement should be obtained at a depth 2Ho/3, where the height Ho is
defined in Fig. 3a. This depth is the “representative” depth of the slip surface of the wall-
backfill system.

The proposed model cannot be applied for backfill soils that exhibit considerable strain
softening. In this case, the situation is more complex, as the shear resistance varies with
displacement. In addition, both the location of the slip line in the soil behind the wall at the
initial configuration and the change of the geometry with displacement are affected by both
the peak and residual values of strength.

5. Validation of the Multi-block Model for the Prediction of the
Trigerring and Deformation of Landslides

The Nikawa Slide

One the most well-documented slides directly related to an earthquake is the Nikawa slide.
Knowledge of (a) the initial and final slide configurations, (b) the soil response along the slip
surface, and (c) the applied seismic motion exists. In this section the multi-block model for
landslides is validated by the prediction of this slide.

The slide was triggered by the 1995 Hyogoken-nambu earthquake with magnitude Mw

equal to 7. With a landslide volume in the order of 110,000 m3, moving rapidly over a
distance of about 100 m, it destroyed 11 residential buildings causing 34 fatalities (Sassa et al.
1995, 1996). Fig. 10a shows the plan of the slope before the landslide and the outline of the
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landslide area (Sassa et al., 1996). A cross–section of the landslide is given in Fig. 10b (Sassa
et al., 1996). The water table level at the region (measured about a month after the
earthquake) is also given. Seismic records do not exist at the site. However, accelerations
have been recorded on nearby sites. Kallou and Gazetas (2001) indicate that the accelerogram
of Skinkobe, given in Fig. 11a, is possibly the most representative of the site. In addition the
seismic shaking at the Nikawa slope was perhaps accentuated by topographic amplification
(Kallou and Gazetas, 2001).

The region has two formations: the soil and the underlying rock at a depth of about 35m
from the crest of the slope (Sassa et al., 1995).. Geotechnical data of the soil formation
includes cyclic ring shear tests. About one third of the slip surface was below the water table
at time of landslide. Sassa et al. (1996) performed two fast cyclic ring shear tests on samples
with a degree of saturation of 0.35, to simulate average field conditions. The results are given
in Fig. 4 and table 1. They illustrate that as a result of cyclic loading, the sand resistance first
increases and then drastically decreases. The peak total friction angle is 25 and 31o in the two
tests and the residual total friction angle is only 8.5o. The residual strength value occurs at
very large shear displacement, about 25m. Yet, at 1m displacement most of the soil strength
has already been lost.

Establishment of the Soil Strength and Density

As described above, the region has two formations: the soil and the underlying rock at a depth
of about 35m from the crest of the slope. For the soil, for the Mohr-Coulomb model the two
ring shear tests gave average total peak strength parameters c=0, φ=28ο and average residual
total strength parameters c=0, φ=8.5ο. For the proposed soil model, the parameters that better
fit the two ring shear tests and should be used are those given in table 3 (case 1.2). Finally, the
total unit density of the soil was taken as 1.8T/m3, a typical value for sands

Prediction of the Location of the Slip Surface

Rigorous stability analysis to obtain the slip surface consisting of linear segments cannot be
performed in the present case study. The reason is that only the "average" value of residual
soil strength along the slip surface is known. It is expected that the residual soil strength
decreases as the degree of saturation increases (Gerolymos and Gazetas, 2007). The variation
of the residual soil strength with degree of saturation, and thus versus depth is not known.
Yet, it should be noted that stability analyses using the code FLAC (Itasca consultants, 2005)
were performed. These analyses illustrated that the location of the observed slip surface can
be predicted when non-uniform soil conditions, with a considerably smaller friction angle
below the water table, are assumed.

Multi-block Predictions

The slide is represented by a five-block system, where the front two blocks (left of the node B
of Fig. 12) are dummy with zero area and their purpose is to define the trajectory of the slide
outside the original slip surface (Fig. 12a). The water table of Fig. 10b was applied. First, an
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estimate of the inclination of the critical interfaces at the initial configuration is made.
According to the previous discussion, along the slip surface, the strength is simulated as
φ=8.5ο and at the interfaces φ’ = 28° was used. Figure 13a shows the obtained variation of the
critical acceleration versus each of the interface angles δC and δD,shown in Fig. 12. Any of
these two graphs is produced by holding constant the critical value of the other angle. It is
inferred that an initial estimate of the critical values of δC and δD are -20 and -25o

respectively.
Once an initial estimate of the critical values of the angles δ is established, the multi-

block model is applied. At the slip surface the proposed constitutive model is used. At the
interfaces, again a frictional resistance of φ’ = 28° was used. The angle δA is obtained
according to equation (4). The reason is that the inclination of the slip surface at the left of
node A is greater than the inclination at the right. Thus, the mass to the left of node A cannot
maintain contact with the rest of the slide and was subsequently detached from the system.
According to the previous discussion, the acceleration history of Fig. 11a, was applied. The
seismic shaking was perhaps accentuated by topographic amplification (Kallou and Gazetas,
2001). Yet, to demonstrate conservatively that the proposed model predicts the triggering
mechanism, this effect is not considered. To estimate the angle δB (see Fig. 12) and establish a
better estimate of δC and δd the criterion of maximum displacement is applied, using
iterations. Fig. 11b gives the displacement of block 2 (from bottom to top, defined by nodes B
and C of Fig. 12) in terms of the interface angles. Any of these graphs is produced by holding
constant the critical value of the other angle. It is noted that the critical value of angles δB , δC

and δd are -38, -45 and -48o respectively.
For these values of δ, Fig. 11b gives the computed excess pore pressure and equivalent

friction angle (given by equation (11)) of block 2, in terms of time. Fig. 11c gives the
computed slide acceleration, velocity and distance moved of the same block, as well as the
critical acceleration of the slide, in terms of time. From Fig. 11 it can be observed that as the
earthquake is applied, some shear displacement accumulates. This causes excess pore
pressure to be generated and the friction angle to increase. Once the peak friction angle is
reached, due to material softening, the friction angle decreases drastically, at about t=12s, to
its residual value. At this point, the critical acceleration of the sliding system is negative (this
means that the slide is unstable) and the slide velocity starts to increase and displacement to
accumulate rapidly. As the slide moves, the mass slides at a progressively smaller average
inclination. The critical acceleration of the system gradually increases and at t=17s becomes
positive. Then, the slide velocity starts to decrease, and becomes zero, at t=32s. According to
the above discussion, when the slide reached node A (Fig. 12), the model predicts that some
mass is lost. The obtained deformed geometry is given in Fig. 12. As separation occurs, only
the final top part of the slide is given. In the same figure, a comparison is made between the
computed deformation and the measured deformation at the top part of the slide.

From the above it is inferred that the proposed multi-block model predicted the triggering
of Nikawa slide. In addition, the computed deformed geometry agrees reasonably with that
measured. Furthermore, the computed time duration of motion (about 20s) agrees with the
observed rapid occurrence of the slide.
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Figure 10. The Nikawa landslide: (a) plan view, and (b) cross section (Sassa et al, 1996)
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Figure 11. Nikawa slide predictions: (a) Applied acceleration, (b) computed excess pore pressure and
equivalent friction angle (given by equation (11)) of block 2 and (c) computed slide acceleration,
velocity, distance moved, as well as critical acceleration, of block 2 block, in terms of time.
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Figure 13. Nikawa slide predictions: (a) Critical acceleration coefficient for relative motion at the initial
configuration and (b) the displacement of block 2 in terms of the interface angles.
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6. Validation of the Multi-block Model for the Case of Gravity
Walls

Comparison with Shaking-Table Tests by Nishimura et al (1995)

The shaking-table test results of a model gravity wall by Nishimura et al. (1995) are first used
to evaluate the proposed model for gravity walls. The configuration of the shaking-table tests
is given in Fig. 14a. The geometrical and strength properties of the wall-backfill system (Fig.
8) of the configuration tested were measured: Ww=3.54kN/m, Ho=0.36m, bW=0.45m,
αW=δ=θ=0o, γ=16kN/m3, φB=30o, φw=15o, φI=20o and cB=cw=cI=0o. The applied horizontal
acceleration at the base of the configuration is given in Fig 15a. The measured wall
displacement versus time is given in Fig. 15b. The observed final configuration of the wall-
backfill system is given in Fig. 14a.
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Figure 14. The shaking-table tests by Mishimura et al (1995). (a) Configuration of the tests and
measured final deformation. (b) Predicted final deformation by the proposed model.

The proposed model predicts that αBcr-o=49o and kc-o=0.12. As the horizontal acceleration
was applied at the base of the backfill and the backfill has very small height, dynamic
analysis was not performed. The acceleration history of Fig. 15a was applied to estimate the
wall displacement. The computed accumulation of wall displacement with time with both the
proposed model and equation (18) is given in Fig. 15c. When the proposed model was used,
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the computed final deformation of the wall-backfill system is given in Fig. 14b, the computed
final wall displacement is 5.6 cm and the computed slip surface inclination at the final
configuration is 47o. When equation (18), which does not take into account changes in soil
wedge geometry, was used, the final wall seismic displacement increased to 6.5 cm.

When the proposed model was used, as illustrated in Fig. 15, the computed displacement
accumulation response agrees with the one measured. In addition, as illustrated in Fig. 14, the
computed final deformation of the backfill agrees with the one measured. Furthermore, the
ratio of computed by measured (a) wall displacement and (b) initial and final slip surface
inclination is (a) 1.04 and (b) 0.98 and 0.94 respectively. When the previous commonly-used
method (equation (18)) was used, predictions are less accurate.
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Figure 15. Continued on next page.
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Figure 15. The shaking-table tests by Mishimura et al (1995). (a) Applied acceleration at the base and
(b) measured and (c) predicted accumulation of wall displacement.

Prediction of Response Computed by Elasto-plastic Dynamic Analysis

A full dynamic elasto-plastic analysis of a model concrete gravity wall 8m high with Ww

equal to 634kN/m resting on a soil 30m deep, shown in Fig. 16, was recently performed
(Modaressi and Lopez-Caballero, 2001, Lopez-Caballero and Modaressi, 2002). Both the
retained and the foundation soil are normally-consolidated clay above the water table. The
retained soil has a plasticity index of 30% and uniform shear wave velocity, Vs, of 123m/s.
Below the wall, the plasticity index of the soil is 15% and Vs increases with depth: (a) From
zero to 6m below the base of the wall Vs equals 123m/s, (b) from 6 to 12m below the base of
the wall Vs equals 200m/s, (c) from 12 to 20m below the base of the wall Vs equals 260m/s
and (d) from 20 to 30m below the base of the wall Vs equals 325m/s. The large-strain strength
parameters of the soil and the wall-soil boundaries are φB=26o, cB=0, φW=18o, cw= 0 and
φI=11o, cI=0. The dynamic numerical analyses were performed using the GEFDYN Finite-
Elements software. The Hujeux elastoplastic model was used to model the soil behavior. The
parameters of the Hujeaux model were such that when the shear strain increases, the stiffness
degradation and the hysteretic damping computed are similar to those predicted by Vucevic
and Dobry (1995) in terms of the plasticity index. The Irpinia NS (Italy) Cairano 16/1/1981
earthquake record, scaled to different values of maximum acceleration, was applied at the
base of the mesh, where it is assumed that is the bedrock. This earthquake record has a
fundamental period Tf of 0.3s. The fundamental period of the soil stratum, including the
backfill, corresponding to the small-strain moduli is 1.2s. Table 6 gives the computed wall
final horizontal displacement for the different values of maximum applied acceleration. 

The parameters for the proposed simplified model (Fig. 8) of this problem are
Ww=634kN/m, Ho=8m, bW=5m, αW=δ=θ=0o, γ=18kN/m3, φB =26o , φw=18o , φI=11o and
cB=cw=cI=0o. With these values, the model predicts αBcr-o=54.2o and kc-o=0.016. In order to
predict the seismic wall displacement, one-dimentional equivalent linear elastic analyses were
performed using the code Cyberquake (BRGM Software, 1998) to obtain the representative
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earthquake motion. According to the problem considered, a clay with plasticity and variation
of shear velocity as described previously is assumed. The same (i) applied accelerations at the
base of the foundation soil and (ii) equivalent shear modulus degradation and damping versus
shear strain relations for the two types of clay (i.e. as predicted by the relationships of Vucetic
and Dobry, 1991) were used as in the elaborate elasto-plastic analysis. Table 6 gives the wall
displacement predicted by the proposed simplified method in terms of the applied
acceleration. Predictions are given for both (a) the bedrock record and (b) the record
computed by the equivalent linear dynamic analyses at a depth of 5.3m. Predictions using
equation (20) are also given.

From table 6 it can be observed that the values of seismic wall displacement predicted
with the proposed simplified method compare well with the values computed by the dynamic
elasto-plastic method. The wall displacement estimated by the proposed simplified model
using the acceleration deduced by the linear dynamic analyses, divided by the wall
displacement computed by the elasto-plastic dynamic method, for all five cases, varies
between 1.00 and 1.10. In addition, from table 6 it can be observed that the predictions by the
proposed model are closer to the wall displacement computed in the elasto-plastic dynamic
method than the predictions of the previous commonly-used method (equation (20)),
especially when the wall displacement is large. This is presumably because changes in the
geometry of the retained soil as the wall moves outwards are not considered by equation (20).

Table 6. Wall displacement (uW) computed by the elasto-plastic dynamic Finite Element
Method (FEM) and predicted by the simplified proposed model when (a) the bedrock

record is applied and (b) the record computed by the linear dynamic analyses at a depth
of 5.3m is applied. Input motions of different magnitude are applied in the underlying

rock. The estimated wall displacement by equation (20) is also given.

am-bedrock
(g)

uW-FEM
(cm)

uW predicted by the
simplified models (cm) (uW-predicted) / uW-FEM

The
bedrock
record is
applied

The record computed
by the linear

dynamic analyses
is applied

The bedrock
record is applied

The record computed
by the linear

dynamic analyses
is applied

(a) I
(b)

II
(c)

I
(d)

II
(e) (b)/(a) (c)/(a) (d)/(a) (e)/(a)

0.11 15 2.0 2.5 15 27 0.13 0.17 1.00 1.77

0.28 33 10 14 36 73 0.30 0.33 1.09 2.22

0.33 38 13 19 41 86 0.34 0.39 1.08 2.27

0.39 45 16 25 48 101 0.36 0.44 1.07 2.25

0.56 63 26 44 69 147 0.41 0.56 1.10 2.33

I: Predicted by the proposed model
II: Predicted by equation (20)
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Figure 16. The configuration considered in the FEM elasto-plastic dynamic analyses by Modaressi and
Lopez-Coballero (1998).

7. Conclusions

A multi-block sliding system model has been developed. Similarly to the Sarma (1979)
stability method, a general mass sliding on a slip surface that consists of n linear segments is
considered. In order for the mass to move, interfaces where resisting forces are exerted must
be formed at the nodes of the slip surface. Thus, the mass is divided into n blocks sliding in n
different inclinations.

To simulate slope movement when the displacement is large, the masses and lengths of
each block are updated during calculations in terms of the distance moved. Furthermore,
constitutive equations that simulate strength degradation along the slip surface coupled with
the multi-block model are needed in order to simulate the triggering of the slides and predict
accurately the seismic displacement. A constitutive model that predicts the continuous change
of resistance along the slip surface due to build-up of pore pressures has been developed and
implemented in the multi-block model.

On the other hand, gravity walls, as a result of the applied shaking, move outwards, away
from the retained soil. Simplified analyses predicting the seismic displacement of gravity
walls are based on the Mononobe-Okabe method and Newmark's sliding-block model. The
configuration of the wall-backfill system is modeled, according to the multi-block
methodology, using two bodies: (a) the wall that slides outward along the wall-foundation
soil and (b) the wedge that slides downward along the plane of least resistance in the retained
soil. The new method, unlike the previous, is kinematically compatible. It generally predicts
similar critical acceleration for relative motion, but different seismic wall displacement.

The chapter first describes the multi-block model and its extensions for the prediction of
the seismic displacement of landslides and gravity walls, outlined above Then, it validates
these methodologies by predicting the response of a well-documented earthquake-induced
landslide and of gravity walls (a) measured in shaking-table tests and (b) computed by
elaborate numerical analyses.
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Chapter 3

GEOTECHNICAL SEISMIC
ISOLATION

Hing-Ho Tsang*

Department of Civil Engineering, University of Hong Kong,
Pokfulam Road, Hong Kong, China

Abstract

Traditionally, seismic isolation is a flexible or sliding interface positioned between a
structure and its foundation for the purpose of decoupling the motions of the ground from that
of the structure. In recent years, novel seismic isolation methods have been proposed, in
which the flexible or sliding interface is in direct contact with geological sediments and the
isolation mechanism primarily involves geotechnics.

Smooth synthetic liners have been proposed beneath foundations or between soil layers
for dissipating seismic energy through sliding. Rubber-soil mixtures have also been proposed
around foundations for absorbing seismic energy with a function similar to that of a cushion.
The low cost of these proposed seismic isolation methods can greatly benefit developing
countries where resources and technology are not adequate for earthquake mitigation using
well-developed, yet expensive, techniques.

In this chapter, the background and principles of these new methods will be introduced,
followed by the latest research findings. Potential problems and further research directions
will be identified and discussed.

Introduction

A large proportion of the world’s population is living under the threat of earthquakes. In the
past century, earthquakes have killed an average of over 20,000 people a year throughout the
world, with 90% of fatalities occurring in developing countries. It is impossible to prevent
earthquakes from occurring, but it is possible to mitigate the disastrous effects of strong
earthquake shaking in order to save lives and properties.

                                                       
* E-mail address: tsanghh@hku.hk. Fax: +852 2559 5337
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In conventional earthquake resistant design, ductile capacity is provided by proper design
and construction of structural members, some of which are expected to experience inelastic
deformation. Hence, extensive damage can result in enormous repair costs. In contrast,
seismic isolation aims at reducing seismic loads induced by earthquake excitations, which can
greatly minimize the damage induced in a structure, and hence save on costs of repair.

Overview of Seismic Isolation System

A seismic isolation system is defined as a flexible or sliding interface positioned between a
structure and its foundation, for the purpose of decoupling the horizontal motions of the
ground from the horizontal motions of the structure, thereby reducing earthquake damage to
the structure and its contents (Taylor and Igusa, 2004), as shown in Figure 1. Various
mechanisms of this type have been invented over the past century, including those using
rollers and layers of sand. For example, a building in China with a sand layer between the
foundation and the building has been built (Lee, 1987).

Acceleration and displacement response 
at each floor becomes almost the same

Isolator

Ground movement

Sensor

Figure 1. Schematic description of a seismic isolation system.

The early development of seismic isolation involving the use of bearings can be dated
back to the late 1960’s in New Zealand. The concept was considered to be very impractical
by most structural engineers in those days. Nowadays, it has become a major technique in
earthquake resistant design protecting human lives in the world (Kelly, 1998a; Martelli and
Forni, 1998; Fujita, 1998; Robinson, 2000; Zhou, 2001). Comprehensive reviews of research
and development of seismic isolation methods can be found in Buckle and Mayes (1990),
Skinner et al. (1993), Jangid and Datta (1995), Robinson (1996), Kelly (1998b), and Naeim
and Kelly (1999).
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Rubber has been used as a base bearing over the past three decades. Laminated rubber
bearings (refer Figure 2) are currently the most commonly adopted system due to the strength
requirement in the vertical direction to support the full weight of the building. Another type of
seismic isolation technique is typified by a sliding system (refer Figure 3), such as the
friction-pendulum system, which limits the transfer of shear across the isolation interface.
Nowadays, due to the high cost of implementation, these base isolation techniques are only
applied in structures with critical or expensive contents.

Attachment Plates

Lead Plug Rubber Layers
Stiffening Plates

(a) (b)

Figure 2. A typical laminated rubber bearing.

Articulated Slider

Self-Lubricating Composite Liner

Stainless Steel Concave Surface

(a) (b)

Figure 3. A typical spherical sliding bearing.

Seismic Isolation for Developing Countries

Earthquakes have been causing unacceptably large numbers of deaths and injuries in
developing countries. Bozorgnia and Bertero (2004) stated, “The international earthquake
engineering community is facing a major challenge of improving the knowledge and practice
in developing countries with the goal of reducing the seismic risks to socioeconomically
acceptable levels. Ensuring life safety is the thrust of this goal. This is a grand challenge for
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industrialised countries in particular to find a way to help developing countries to achieve the
modern goal of earthquake engineering, especially reduction in loss of lives.”

There is an increasing interest in applying seismic isolation technology to public housing,
schools and hospitals in developing countries where the replacement costs due to earthquake
damage could be significant. United Nations Industrial Development Organization (UNIDO)
has been instrumental in developing low-cost seismic isolation systems using natural rubber-
based bearings for the protection of housing and other structures in earthquake-prone
developing countries, including Egypt (UNIDO, 1993), India (UNIDO, 1994) and Indonesia
(UNIDO, 1995). For any innovative system to be widely adopted in those countries, it must
be cost-effective and technically efficient.

Efforts have been put in to develop low-cost base isolation systems for developing
countries (Kelly, 2002), and several demonstration projects are in place in countries such as
Indonesia (Taniwangsa and Kelly, 1996) and the People’s Republic of China (Kelly, 1994). A
new kind of base isolator made from high-damping natural rubber has been developed. For
example in Chile, apartment buildings with this kind of low-cost seismic isolator have been
constructed (De la Llera et al., 2004).

On the other hand, there is a patented method for using rubber for seismic isolation, in
which the whole used tire, filled with a particular rock aggregate, is utilized as the bearing
(Lang and Sargent, 2005). Aimed at providing low-cost seismic protection for residential
buildings in developing countries and economically distressed areas within the United States,
this invention is a very convenient method as it requires minimal treatment of scrap tires.
Experimental results showed that the acceleration response of a structure with short natural
period could be reduced by more than 70%. However, one potential problem is that the
structure has to be detached from the ground, which is impractical for small residential
houses. The feasibility of this method for large structures is also doubtful.

New Seismic Isolation Methods

In recent years, novel seismic isolation methods have been proposed, of which the flexible or
sliding interface is in direct contact with geological sediments and the isolation mechanism
primarily involves geotechnics. For example, Kim and Konagai (2001) has proposed a
method of covering a tunnel lining with a soft and thin coating for reducing deformation
under earthquake shaking.

Additionally, there are two recently proposed distinctive and promising methods. Smooth
synthetic liners have been proposed underneath the foundation of structures or between soil
layers for dissipating seismic energy through sliding (Yegian and Kadakal, 2004; Yegian and
Catan, 2004); and rubber-soil mixtures (RSM) have been proposed around the foundation of
structures for absorbing seismic energy and exerting a function similar to that of a cushion
(Tsang, 2008). The low cost of these proposed seismic isolation methods can greatly benefit
developing countries where resources and technology are not adequate for earthquake
mitigation using well-developed, yet expensive, techniques.

The aforementioned seismic isolation methods involving geotechnics could be
collectively named “Geotechnical Seismic Isolation”, in contrast to the commonly used
“Structural Seismic Isolation”. In the following sections, the background and principles of the
two new geotechnical methods will be introduced, followed by the latest research findings.
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For newly proposed technologies, it is reasonable that some hidden problems may exist
and it is essential to carefully evaluate, investigate and criticize the proposed methods.
Potential problems related to the concept and feasibility of the proposed seismic isolation
methods, as well as further research directions, will be identified and discussed.

Seismic Isolation by Geosynthetics

Sliding systems are one of the most common types of seismic isolation systems adopted in
practice. Based on friction, these systems are designed such that transmission of shear forces
is limited to a particular level, beyond which sliding occurs and further transmission is
prohibited. Despite their effectiveness in limiting the damage caused by earthquake
excitations, conventional base isolators are too expensive such that their use in seismic
protection is not widespread.

Analogous to sliding systems, the new concept of utilizing geosynthetics as base isolation
evolved in the early 1990’s with the advancement in research on dynamic interface properties
between geosynthetics. Yegian and Lahlaf (1992) demonstrated the idea by conducting
shaking table tests on two sheets of smooth geomembrane and the test results showed that the
shear force transmitted from one geomembrane to another was limited. The research program
was then expanded and two possible schemes were proposed (Yegian and Kadakal, 2004;
Yegian and Catan, 2004). The first one, which can be referred to as foundation isolation,
involves the placement of the synthetic liner immediately underneath the foundations of a
structure. The other approach is soil isolation, in which the liner is placed within the soil at
some depth below the foundations so as to prevent seismic energy from reaching the building
or the ground surface. These two concepts are shown schematically in Figures 4 and 5
respectively. Relying on the low friction coefficient of the interface between two synthetic
liners, the two similar yet distinct concepts aim to dissipate earthquake energy through slip
deformations along the liner interface and thus reduce the magnitude of accelerations
transmitted to the structure.

Smooth Synthetic Liner

Gap Allowing for
Displacement

Figure 4. Schematic drawing of foundation isolation using smooth synthetic liner (Yegian and Kadakal,
2004).
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Smooth Synthetic Liner

Figure 5. Schematic drawing of soil isolation using smooth tub-shaped synthetic liner  (Yegian and
Catan, 2004).

Selection of Suitable Geosynthetic Liners

The selection of suitable types of geosynthetics is critical to the implementation of the
proposed isolation schemes. Yegian and Kadakal (2004) suggested using materials with low
friction coefficients to minimize the acceleration transmitted through the interface. Slip
displacements induced by seismic loads should also be minimal to prevent any damage to the
structure and utilities.

To investigate their suitability as base isolators, four different interfaces including
geotextile/HDPE (high density polyethylene), PTFE/PTFE (polypropylene),
UHMWPE/UHMWPE (ultrahigh molecular weight polypropylene) and geotextile/UHMWPE
were selected and tested using cyclic load tests (Yegian and Kadakal, 2004). In the cyclic
load tests, the influence of normal stress, number of cycles and sliding velocity on the friction
coefficients of the chosen interfaces was explored. The results indicated that the
geotextile/UHMWPE interface was the most promising given that its friction coefficient was
the smallest and the magnitude varied very slightly with different loading conditions.

Investigations of Foundation Isolation

Cyclic load experiments could only provide information about the variation of friction
coefficients of geosynthetic interfaces but not the dynamic response of the liners. Therefore,
shaking table tests were conducted on the geotextile/UHMWPE interface in order to
determine permanent deformations and transmitted accelerations under dynamic loads.

The feasibility of foundation isolation was first investigated. By placing a rigid block on the
synthetic liner and allowing sliding along the fixed UHMWPE sheet, variations of transmitted
accelerations and slip displacements with excitation frequency were examined. From Figure 6,
it was discovered that under harmonic excitations, sliding was initiated when the table
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acceleration was beyond around 0.11g, implying a static friction coefficient of 0.11. After the
table acceleration exceeded 0.11g, the transmitted acceleration was maintained at around 0.08g
regardless of frequency, indicating a dynamic friction coefficient of 0.08. Moreover, larger slip
displacements were resulted from lower excitation frequencies (Figure 7).
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Figure 6. Variation of transmitted acceleration with table acceleration from rigid block tests on
geotextile/UHMWPE interface under harmonic excitations (Yegian and Kadakal, 2004).

0

1

2

3

4

5

0 0.2 0.4 0.6 0.8 1

Table Acceleration (g)

Sl
ip

 D
is

pl
ac

em
en

t (
cm

)

1 Hz
2 Hz
3 Hz
4 Hz
5 Hz

Figure 7. Variation of slip displacement with table acceleration from rigid block tests on
geotextile/UHMWPE interface under harmonic excitations (Yegian and Kadakal, 2004).
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To simulate the response under more realistic transient motions, the rigid block tests were
repeated using earthquake excitations. Three earthquake records with different frequency
bands were chosen for the table motions, namely the Corralitos, Capitola, and Santa Cruz
records of the 1989 Loma Prieta Earthquake. In general, the results obtained had the same
trend as those of harmonic excitations. It is likely that the geotextile/UHMWPE interface is a
suitable liner for foundation isolation.

In reality, due to the inertial forces induced by upper storey masses, the dynamic response
of a structure is much more complicated than those obtained from cyclic load tests and rigid
block tests. For this reason, a simple single-storey building model was constructed and tested
using shaking table tests. Figure 8 shows the comparison of the peak drift (distortion of
columns) of the fixed-base and foundation-isolated models as a function of the peak
acceleration of the three earthquake records. It was noted that the peak drift of the model with
foundation isolation was almost constant and much smaller than that without isolation,
resulting in a large reduction in column shear forces induced by an earthquake. Similar to
rigid block tests, lower excitation frequencies produced greater peak-to-peak (maximum slip
during shaking) and permanent slip displacements (slip at the end of shaking) in the
foundation-isolated model.
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Figure 8. Comparisons of peak drifts from fixed-base and foundation-isolated structure under
earthquake excitations based on Corralitos, Capitola, and Santa Cruz records (Yegian and Kadakal,
2004).

Since permanent slip displacements can cause damage to the isolated building and its
surroundings, it is essential to reduce permanent slips by introducing a restoring system. To
investigate the effect of a restoring force, steel springs were attached to the base of the single-
storey model and shaking table tests were carried out using earthquake excitations stated
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above. The results demonstrated that the use of the restoring spring significantly reduced the
amount of permanent slip while the effect of foundation isolation was not affected. However,
more research is required to determine a suitable restoring system for foundation isolation.

Investigations of Soil Isolation

Soil isolation is another seismic isolation method utilizing geosynthetics, in which the soil
layer above the liner is isolated from the underlying soil deposits. The scope of application of
soil isolation is potentially wider than foundation isolation and it can be extended to the
construction of reclaimed land, slopes and embankments.

To minimize permanent slips along the synthetic liner after an earthquake, it was
proposed to place the liner in a curved manner instead of placing it horizontally so that a
restoring gravitational force could bring the isolated soil back to its original position after
sliding. Two different shapes of the geotextile/UHMWPE liner were investigated by Yegian
and Catan (2004), namely the cylindrical-shaped (Figure 9) and the tub-shaped liners (Figure
5). Shaking table experiments were performed on the liners to explore their effectiveness as
soil isolation.

Smooth Synthetic Liner
(Circular Arc)

Figure 9. Schematic drawing of soil isolation using cylindrical-shaped synthetic liner (Yegian and
Catan, 2004).

For the cylindrical-shaped liner, the shaking table test results showed that the isolated
sand layer experienced pure rotation as a rigid block. From Figure 10, the friction coefficient
obtained in the harmonic tests (0.18g) was larger than that of a horizontal liner due to the
curved shape of the liner and the side friction in the system. Similar to foundation isolation,
the transmitted acceleration was independent of frequency. However, a slight increase in the
transmitted acceleration was noted with an increase in table acceleration. To find out the
amount of permanent slips, the shaking table was excited using records of the 1989 Loma
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Prieta Earthquake (East-West component) and the 1994 Northridge Earthquake (East-West
component). It was observed that permanent slips were almost zero, proving that the curved
liner shape was effective to provide a restoring force.
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Figure 10. Variation of transmitted acceleration with table acceleration from shaking table tests using
cylindrical-shaped liner under harmonic excitations (Yegian and Catan, 2004).

Nevertheless, the installation of a cylindrical-shaped liner might not be practical in field
applications. A tub-shaped liner with the central part placed horizontally was thus proposed,
and the shaking table tests were repeated using this alternative shape of the liner. As observed
in the tests using harmonic and earthquake-based excitations, the transmitted accelerations in
the central part of the isolated soil were much smaller than the table acceleration, but the
transmitted accelerations measured near the edges were considerably larger than those in the
middle due to edge effects. Such differences in strains led to the formation of failure lines on
the sand surface. On the other hand, permanent slips induced by earthquake excitations were
almost zero, indicating that a restoring effect could still be provided.

Georgarakos et al. (2005) further examined the optimal geometry of the synthetic liner
using an analytical approach. Among the proposed liner geometries, apart from the cylindrical
liner, the compound trapezoidal shape was found to be the most effective. As shown in Figure
11, the basic geometry of this liner was trapezoidal with a side angle of 60º. In view of the
formation of cracks in the soil above the tub-shaped liner, the middle core of the isolated soil
(in the form of a truncated pyramid) was compacted or reinforced, whereas the space between
the core and the non-isolated free-field soil was filled with soil of lower stiffness. The same
synthetic liner was also inserted between the core and the lower stiffness soil. From the
dynamic analyses, it was discovered that the decrease in transmitted acceleration was
substantial and a restoring force was supplied to the system through the movement of loose
soil at both sides to reduce permanent slip. Furthermore, no local failure zones were found.
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Compacted Soil Core

Low Stiffness Soil

Figure 11. Schematic drawing of soil isolation using trapezoidal synthetic liner with reinforced core
(Georgarakos et al., 2005).

Discussion on Seismic Isolation by Geosynthetics

Soil-Geosynthetic Interaction

In the case of soil isolation, it is essential to ensure that the bond between the soil and the
synthetic liner is sufficient so that the relative displacement between the liner and the soil in
direct contact with the liner can be minimized. In other words, the soil mass should be
prevented from sliding over the geosynthetic and the pulling out of the liners from the soil
should be avoided. Traditionally, the interface friction in these two situations is checked by
the direct shear test and the pullout test respectively.

The frictional resistance of soil-geosynthetic interfaces varies with different types of soil
and geosynthetic as well as the texture and condition of geosynthetic. Ling et al. (2002)
measured the friction angle between a PVC geomembrane and three different kinds of sand
using tilting table tests, and the value obtained ranged from about 32º to 40º. Pullout tests
conducted by Perkins and Cuelho (1999) between gravel and a geotextile indicated that the
peak friction angle varied from 37º to 53º. On the other hand, the static friction angle between
a typical geotextile and a smooth HDPE geomembrane was measured to be 10.7º (Yegian and
Lahlaf, 1992). Regardless of the type of tests and the differences in the kind of soil and
geosynthetics, the frictional resistance between a soil and a geosynthetic is generally greater
than that between two geosynthetic sheets, implying that sliding between the soil and the liner
is not likely to happen.
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Creep and Stress Relaxation

Creep refers to the time-dependent elongation of a material when subjected to a sustained
load, whereas stress relaxation implies a reduction in stress under constant strain. Since
synthetic liners manufactured from polymers are viscoelastic materials, they are susceptible to
both creep and stress relaxation, which can affect the performance of geosynthetics under
service conditions.

Creep is an important factor to consider when geosynthetics are designed for a long
service life, of say 50 years. The creep rate of geosynthetics is dependent on temperature:
Higher temperatures result in greater creep rates, producing larger strains to rupture the
synthetic liner. The level of load exerted on the polymer can also affect the creep rate
(Greenwood and Myles, 1986; Mikki et al., 1990). Under the same confining pressure, the
larger the creep load, the greater the amount of creep (Chang et al., 1996). On the other hand,
for constant creep load, creep decreases with an increase in confining pressure. McGown et
al. (1982) reported that creep of non-woven geotextiles is reduced under confinement in soil.
A possible reason for this phenomenon is the significant increase of frictional resistance
between the geotextile and the soil. Therefore, for the case of soil isolation, it can be deduced
that creep of synthetic liners would not be excessive in static conditions provided that non-
woven geotextiles are used.

It is also essential to examine the cyclic creep behaviour of geosynthetics used for
seismic isolation. For both woven and non-woven geosynthetics, creep strain generally
increases with an increase in the number of load applications (Kabir and Ahmed, 1994).
However to date, very few discussions on the cyclic creep response can be found.  It is
necessary to conduct more research on this subject.

A synthetic liner placed below buildings may also be subjected to stress relaxation,
especially when there is a soft soil layer underneath (Paulson, 1987). Once most of the
settlement occurs, strain experienced by the basal geosynthetics would tend to be constant. As
a result, there may be loss of tensile stress within the liner. However, the soil layer under the
liner gains strength through consolidation and is therefore able to offer greater resistance to
failure.

Installation

Previous experience indicates that many failures associated with the use of geosynthetics are
related to construction and installation (Shukla, 2002). One major problem is the loss of
strength due to damage and ultraviolet exposure.

Being relatively delicate construction materials, geosynthetics are prone to damage
during installation, such as cuts, tears and punctures, which can adversely affect the
functionality of geosynthetics during their service life. The frequency of defects can be
minimized through appropriate construction measures. For example, before placing any
synthetic liner, large angular soil particles and tree branches should be removed on site to
prevent any damage. For the method of soil isolation, care must also be taken when spreading
and compacting soil layers above the polymer liner to avoid any unnecessary damage. It may
not be practical to adopt such isolation schemes on rocky grounds.
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Synthetic liners are also vulnerable to ultraviolet attack. To prevent premature
degradation, all the rolls of geosynthetics should be shielded from sunlight before use and
they should be wrapped with opaque materials if possible.

Water Infiltration

For the method of soil isolation, a synthetic liner composed of a geotextile and a
geomembrane is placed within the soil at some depth below the foundation. If the soil above
the liner is not compacted properly, it would be permeable enough to allow water to infiltrate
into the soil. However, due to the impermeable geomembrane underneath, water can be
trapped within the soil mass which is bounded by the liner, causing the so-called “bathtub”
effect. Rapid premature failure may thus be resulted in the overlying soil. It is recommended
that soil above the liners be compacted to its maximum possible density and drainage be
installed around the isolated soil to minimize water infiltration.

Effects on the Surrounding

In order to allow relative displacements between the superstructure and the ground during an
earthquake, both foundation isolation and soil isolation require a clearance (called “seismic
gap”) around protected structures throughout the service life of the isolation system. It may
not be feasible, or even impossible, to adopt such seismic isolation schemes in heavily
constructed areas with high density of superstructures and underground utilities due to lack of
space for such a clearance to be provided. Wherever foundation isolation or soil isolation is
applicable, it should be ensured that the system does not damage and collide with the
surrounding structures and utilities. Special design may also be necessary in some situations
to enable the use of these seismic isolation methods. For example, the synthetic liners buried
within the slope should be protected from horizontal soil pressure which can adversely affect
the performance of the isolation system.

Endurance

Due to the polymeric nature of geosynthetics, the synthetic liner used as foundation isolation
or soil isolation is prone to attacks of various sources including ultraviolet, radioactivity,
oxidation, as well as organisms and chemicals in soil. Most of these degradation mechanisms
adversely affect the long-term performance of geosynthetics through polymeric chain scission
or bond breaking within the polymer structure. Certain properties of geosynthetics may also
be altered by changes in the surrounding temperature.

1. Ultraviolet

Natural sunlight containing ultraviolet can cause degradation of geosynthetics by penetrating
the polymer structure and breaking the bonds within the structure. This phenomenon is more
severe in geotextiles than geomembranes due to the difference in the nature of their
constituents. However, the liner used for seismic isolation is either placed under buildings or
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buried within the soil strata, without being exposed to sunlight. Moreover, during
manufacture of geosynthetics, carbon black or pigments are often introduced to screen the
polymer structure from ultraviolet rays. As long as the synthetic liners are carefully handled
and shielded from sunlight before placement, ultraviolet degradation is not a concern.

2. Radioactivity

Although there is very little discussion on radioactive degradation in the literature, it is likely
that radioactivity greater than 106 to 107 rads can cause polymer chain scission (Koerner,
1998). This is certainly not a problem for greenfield land, but care must be taken when
dealing with brownfield sites especially when little is known about how they are used in the
past. Before construction and installation of synthetic liners on brownfields, ground
investigation specific to the site should be conducted to ensure that the level of radioactive
waste is minimal.

3. Oxidation

Unlike other mechanisms, oxidation of geosynthetics is unavoidable. As the synthetic liner is
usually placed at shallow depths and thus likely to be in contact with unsaturated soil, oxygen
in the air voids can react with a free radical created on a carbon atom in the polymer chain to
form a hydroperoxy radical, which will further react with another polymer chain to give a
new free radical. This kind of chain reaction will continuously cause chain scission of the
polymer structure and eventually degrade the liner. Peggs et al. (1989) recorded that a non-
woven polypropylene geotextile exhumed after 12-13 years of service showed a small amount
of oxidation in the polypropylene fibres under scanning electron microscopy (SEM).
Nevertheless, the oxidation process normally takes hundreds of years to complete, far longer
than the service life of the polymer products. Antioxidants can also be added to the liners to
help retard degradation.

4. Living Organisms

Since there are numerous living organisms in the soil, it is important to consider the
biological resistance of the synthetic liner. Geosynthetics are relatively vulnerable to attacks
of burrowing animals, fungi and bacteria. In contrast with the above factors, living organisms
do not cause polymeric degradation of synthetic liners but the loss of functionality. There are
not any established test methods to evaluate the degree of damage caused by burrowing
animals, but it is intuitively believed that geosynthetics harder than the animals’ teeth or
claws have a better resistance to animal attack. As for fungi and bacteria, the concern lies on
the possible clogging of geotextiles due to their huge population, restricting seepage flow and
resulting in soil failure.

5. Chemicals

Unavoidably there are various chemicals including acids, salts and heavy metals in the soil.
However, as the synthetic liner in the application of seismic isolation will not be constantly
attacked by a large concentration of chemicals, chemical resistance is not as important as that
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in landfill sites. Polypropylene (PP), the most common raw material of geotextile, has good
chemical and pH range resistance. Common polymers for geomembranes such as polyvinyl
chloride (PVC), chlorosulfonated polyethylene (CSPE) and polyethylene (PE) are also
resistant to most organic solvents and chemicals (Vandervoort, 1992), with PE having the
best chemical resistance. In addition, polymers of higher density have better chemical
resistance. If chemical resistance is a concern in a particular site, geomembranes
manufactured from HDPE (high-density polyethylene) can be adopted.

6. Thermal Effects

Both high and low temperatures may affect the performance of geosynthetics. Heat can cause
changes in physical, mechanical and chemical properties of synthetics liners. The extent of
such changes should be assessed before installation to ensure the liners will not deform
excessively during the service life. On the contrary, there is no adverse effect on
geomembranes to cyclic cold temperatures. Although ice may cause puncturing and tearing
problems, a thick needle-punched non-woven geotextile placed above the geomembrane can
act as a cushion and provide sufficient puncture resistance.

If the polymeric liner is placed where temperature difference is large, thermal expansion
and contraction should be allowed for. For example, slack as significant as 50mm should be
added for every 10m during the installation of a HDPE liner to accommodate a temperature
change of 40ºC (Koerner, 1998).

Seismic Isolation by Rubber-Soil Mixtures

This section introduces an alternative geotechnical seismic isolation scheme using rubber-soil
mixtures (RSM). Firstly, the background and principles of this new method will be
introduced. It will then be followed by a review of the mechanical and dynamic properties of
RSM. Results of a series of numerical simulations will also be presented to demonstrate the
effectiveness and robustness of the proposed system. Finally, a number of important issues
regarding the concept and feasibility of the proposed method will be identified and discussed.

Principle

The proposed method is shown schematically in Figure 12. The building structure has a
typical dimension [10-storey and 40 m width (w)] of a residential or office building.
Surrounding the footing of a low-rise building, a layer of soil was replaced by soil mixed with
a designated proportion of rubber (i.e. RSM) of thickness (t) in the order of 10 m. For high-
rise building, RSM layer could be placed around the pile cap.

The rationale of this method can be explained by fundamental wave theory [refer Tsang
(2008) for details], in which transfer function )( fT  can be defined to describe the ratio of
displacement amplitudes at any two points in the RSM layer. In this case, the transfer
function is given by choosing the two points to be the top (surface) and bottom (top of
halfspace) of the RSM layer. The ratio between transfer functions of placing RSM and pure
sand, respectively, as the overlying material, has been plotted in Figure 13, which was
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obtained from the two-dimensional finite element modeling for the Reference scenario to be
presented in later sub-section. This ratio would be exactly the same as that between the
Fourier amplitude spectrum (FAS) which describes the frequency content of the respective
ground motion. The potential of the proposed method can be demonstrated in Figure 13 that
only a narrow bandwidth of seismic waves (at around 1–2 Hz) would be amplified, while
significant reduction can be seen for other frequency ranges.

10-Storey
Building

Rubber / Soil Mixture

Original Soil

t = 10 m

w = 40 m

Figure 12. Seismic isolation by a layer of rubber-soil mixture (RSM) (Tsang, 2008).
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Figure 13. The ratio between the transfer functions of placing RSM and pure sand, respectively, as the
overlying material (Tsang, 2008).
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It is noted that the amplification function is expected to be dependent on the geometry
and the material dynamic properties of the RSM layer. The importance of the material
damping property leads to the proposed use of rubber, which will be further discussed next.

Use of Rubber

Energy dissipation is the primary mechanism attributing to the reduction of seismic ground
shaking. Rubber is known for its excellent energy absorption capability, and hence its uses for
vibration control and dampening such as in automotive components have been extensive.
Rubber was first used for earthquake protection of building structure in the 1960’s. In
Macedonia, a 3-storey concrete structure was built on large blocks of unreinforced natural
rubber. The major drawback of this method was that the building would bounce and rock
backwards and forwards in an earthquake. However, this phenomenon could be avoided with
the use of RSM since the rubber solids could be reinforced by normal soil materials. This
concept of reinforcing rubber is actually similar to that of the commonly adopted laminated
rubber bearing. It should be noted that the use of pure rubber is not recommended for RSM.

In fact, rubber solids and soil particles are complementary in their functions. Comparing
with normal soils, soil reinforced with rubber demonstrates a significant increase in shear
strength (Edil and Bosscher, 1994; Masad et al., 1996; Foose et al., 1996), and more
importantly a tremendous increase in energy dissipating capability. More details of the
engineering properties of rubber-reinforced soils will be discussed later.

Use of Scrap Tires

It is generally believed that recycled rubber will become an important component in base
isolation in the near future, and scrap tire potentially provides a huge source of rubber
material required for the proposed method. The durability of tires is ensured, for instance,
they are termite proof, fireproof and do not outgas once they are buried. Possible
environmental effects will be discussed in a later section.

In recent years, the disposal of scrap tires has become a significant environmental
problem. Hundreds of millions of scrap tires are disposed of every year worldwide as a
consequence of the huge increase in the number of vehicles. Just in the United States, about
300 million scrap tires were generated in 2005 (Rubber Manufacturers Association, 2006) and
the number is expected to rise by approximately 2% every year, let alone the whole world.

Since the ban of used tires from landfills in the European Union and several states in the
United States (European Commission, 1999; Masad et al., 1996; USEPA), proper uses of
scrap tires have become a hot topic among the engineering community to utilize the huge
stockpile. Owing to the high energy content of tires, uses of scrap tires as fuel for energy
recovery have been the main outlet of the stockpile in the United States and several European
countries such as Sweden (Van Beukering and Janssen, 2001). Despite the reduction in
emissions of nitrogen oxides, uncontrolled burning of tires can generate black smoke and
sulphur dioxide which will worsen air pollution.

From the perspective of sustainability, reusing and recycling of waste tires is preferred to
energy recovery. Tire shreds can be applied in highway embankments, landslide stabilization
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and backfill for retaining walls and bridge abutments (Humphrey, 2005), and the rubber
component of scrap tires can also be blended with asphalt in pavement constructions (Ahmed
and Lovell, 1992). However, the amount of tires used in these civil engineering applications
is limited.

The use of RSM in earthquake protection provides a promising way to reduce the huge
stockpile as a large volume of tires can be utilized in each project. Taking the Reference
scenario in Figure 12 as an example, the bulk volume occupied by RSM is around  42,000 m3.
Assuming a bulk density of 0.8 for the RSM, for RSM with 75% rubber by volume, 25,200
m3 of solid volume of rubber is required. Since a typical passenger tire weighs 9.1 kg and
contains around 70% of rubber (Dhir et al., 2001), over four million passenger tire
equivalents (equivalent to 40,000 tons) can be consumed, given the density of rubber of 1,100
kg/m3. This amount is well beyond the consumption of scrap tires in typical civil engineering
projects (Ahmed and Lovell, 1993).

Material Properties of RSM

Extensive research has been conducted to investigate fundamental engineering properties of
RSM, such as compaction characteristics, compressibility, permeability, shear strength,
modulus of elasticity and Poisson’s ratio (Edil and Bosscher, 1994; Masad et al., 1996;
Humphrey and Manion, 1992; Lee et al., 1999). Based on Masad et al. (1996), the values of
density of sand and RSM with 75% rubber by volume (abbreviated as RSM75) selected for
finite element modeling in Tsang (2008) are 17.4 and 9.5 kN/m3 respectively. Given the fact
that Poisson’s ratio has little effects on the results, different values for different materials
were deemed not essential and a single value of 0.3 was chosen.

Dynamic properties of soils are well known for their significant dependence on soil shear
strains. The computer program used in the finite element analysis, QUAD4M, employs the
commonly adopted equivalent linear method, in which the nonlinear characteristics of soils
can be captured by two strain-compatible material parameters, namely, secant shear modulus
G and damping ratio ξ . These important properties of RSM have been investigated by Feng
and Sutter (2000).

The shear modulus of soil (Gmax) is maximum when shear strains are very small (10-5 –
10-3 %). The maximum values adopted for sand and RSM75 in Tsang (2008) are 222 and 7.5
MPa respectively. The G/Gmax ratio defining the strain dependent degradation of the shear
modulus has been plotted in Figure 14(a).

Soil damping is composed of two parts (Vucetic and Dobry, 1991): (i) the viscous
component which is independent of the shear straining of the soil layers and is represented by
a constant term, namely initial damping ratio ( iξ ), and (ii) the hysteretic component which is
associated with the degradation in the shear modulus and is dependent on shear strain. Details
of the dynamic properties of RSM can be found in Tsang (2008).

Large uncertainty in estimating the dynamic properties of soil materials is unavoidable,
and thus tolerance of around plus and minus 10% has been allowed in modeling the shear
modulus degradation and damping. The notional upper bound and lower bound curves have
been plotted with dashed lines in Figure 14.
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Figure 14. (a) Shear modulus degradation curves and (b) damping curves (Tsang, 2008).

Investigations on Seismic Isolation by Rubber-Soil Mixtures

The computer program QUAD4M (Hudson, 1994) was employed to model the dynamic
response of the isolation system involving RSM. QUAD4M is a dynamic, time-domain,
equivalent linear two-dimensional finite element program. It is a robust analysis tool that has
been extensively used in the past few decades.

To demonstrate the feasibility of the isolation system, a series of numerical simulations
were performed. The configuration described in Figure 12 was adopted as the Reference
model. Moreover, robustness analysis was conducted to examine a number of important
variables, which included number of storeys and width of the building, depth of underground
structure (annotated as F in Figure 15), thickness of RSM, discrepancies in dynamic
properties of RSM, earthquake ground motions with different shaking levels and frequency
contents. Details can be found in Table I. It is noted that only one input parameter was varied
in each case, whereas all other input parameters were held constant at the default values
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specified for the Reference scenario (bolded in Tables I and II). The purpose of this
comparative analysis was to test the robustness of the results to each input parameter.
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Figure 15. Simplified model for finite element analysis using QUAD4M.

Table I. Input parameters used in the parametric study (Tsang, 2008).

Input Parameter Reference

Thickness of RSM (m) 5 10 20

Dynamic Properties of RSM Lower
Tolerance Median Upper

Tolerance

Building Width (m) 20 40 80

Number of Storeys
(Equivalent Density of Elements; kN/m2)

5
(40)

10
(60)

15
(80)

Depth of Underground Structure F (m)
(Equivalent Density of Elements; kN/m2)

3
(60)

7
(30)

10
(23)

Peak Horizontal Acceleration (g) 0.45 – 3.56 (refer Table II)

Peak Vertical Acceleration (g) 0.33 – 2.10 (refer Table II)

Table II. Details of earthquake strong-motion data (Tsang, 2008).

Northridge,
California

Valparaiso,
Chile

Duzce,
Turkey

Date of Earthquake 1994-01-17 1985-03-03 1999-11-12

Earthquake Magnitude 6.7 (Mw) 7.8 (Ms) 7.1 (Mw)

Peak Horizontal Acceleration (g) 1.78 0.45 1.03

Peak Vertical Acceleration (g) 1.05 0.87 0.33
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In most cases, the most severe damages were caused by near-field earthquakes with
strong ground shaking, so ground motions which are rich in high frequency seismic wave
components were the focus of the analysis (Tsang, 2008). Peak and root-mean-square ground
accelerations, both horizontal and vertical, were chosen for the comparison of the
effectiveness in different scenarios. Normally, the location where earthquake motion is
applied for structural analysis is at the base of the footing or pile cap. Hence, in the following
analysis, the acceleration time histories were collected at the point annotated by the letter “A”
in Figure 15. For simplicity, the weight of the whole building structure was condensed to the
footing, leading to different “equivalent” densities of elements for different scenarios listed in
Table I. This simplification is reasonable provided that ground accelerations, but not
structural responses, were chosen for comparison.

The model was subjected to three earthquake ground excitations, which cover different
frequency contents and a wide range of ground shaking levels, both horizontal and vertical, as
shown in Table I. They are, respectively, 1994 Northridge, California earthquake, 1985
Valparaiso, Chile earthquake and 1999 Duzce, Turkey earthquake. An additional set of
strong-motion data was obtained by multiplying the 1994 Northridge, California earthquake
(bolded in Table II) by a factor of two (equivalent to around one unit increase in earthquake
magnitude), in order to give a stronger shaking level.
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Note: In each figure, the scenarios of placing RSM and pure sand were plotted. Each time history was
normalized by the respective maximum absolute ground acceleration of the scenario with pure sand.

Figure 16. The Fourier amplitude spectra (FAS) of the (a) horizontal and (b) vertical ground
accelerations; and the corresponding normalized (c) horizontal and (d) vertical ground acceleration time
histories for the Reference scenario (Tsang, 2008).
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Figures 16(a)–(b) show the FAS of the horizontal and vertical ground accelerations
respectively, in which the FAS of the scenarios of placing RSM and pure sand were plotted.
Figures 16(c)–(d) present the corresponding normalized horizontal and vertical ground
acceleration time histories of the two scenarios. Each time history was normalized by the
respective maximum absolute ground acceleration of the scenario with pure sand for
convenient observation of the reduction ratio and for direct comparison.
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Note: Only one input parameter was varied in each case, while all other input parameters were held constant
at the default values specified for the Reference scenario (bolded in Tables I and II).

Figure 17. Comparison of the acceleration ratio, with respect to different (a) dynamic properties of
RSM; (b) thicknesses of RSM; (c) building widths; (d) number of storeys; (e) depths of underground
structure; and (f) earthquake scenarios (Tsang, 2008).
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In Figures 17(a)–(f), the effectiveness of acceleration reduction is shown. The
“Acceleration Ratio” (in %) refers to the ratio of the ground acceleration obtained from the
model with RSM to that obtained from the model with sand. It is obvious that the isolation
system can effectively reduce both horizontal and vertical ground accelerations in all cases,
even for the worst-case scenarios presented. On average, the acceleration ratio is in the order
of 30–40% for horizontal motion and 10–20% for vertical motion. This has demonstrated the
unique advantage of the seismic isolation method using RSM as all conventional seismic
isolation schemes normally cannot reduce the vertical acceleration. The importance of vertical
ground motion will be further discussed in the following sub-section.

It is noted in Figure 17(b) that the result is most sensitive to the thickness of RSM. In
particular, the horizontal acceleration ratio changes from around 20% to 60% with respect to
the thickness of RSM of 5 to 20 m. In Figures 17(c)–(d), significantly higher effectiveness
can be observed in reducing horizontal acceleration for heavier structures which are
represented by a greater height or width of building, but the vertical acceleration ratio only
varies slightly. On the other hand, increasing the depth of underground structure is relatively
ineffective in the reduction of acceleration (Figure 17(e)). A clear trend is yet to be seen in
different earthquake scenarios which include a wide range of shaking levels and frequency
contents (Figure 17(f)).

Vertical Ground Motion

In the past few decades, characteristics of horizontal earthquake ground motion, as well as
their effects on structures, have been extensively examined. It was not until recently that
investigations on vertical ground motion were initiated. Strong vertical ground motion was
studied by Papazoglous and Elnashai (1996) and field evidence from recent earthquakes on
their destructive effects on structures was collated. It was discovered that vertical motion
might increase axial column forces, moment and shear demands and also reduce the ductility
level in columns and moment/shear capacity in beams (Papazoglous and Elnashai, 1996;
Abdelkareem and Machida, 2000; Diotallevi and Landi, 2000; Quek et al., 2002). Other
studies on the effects of vertical ground motion on structures were also conducted, details of
which can be found in Xie (2001), Collier and Elnashai (2001), and Podestà et al. (2006).

It was also learnt that the ratio of vertical to horizontal (V/H) response spectra increases
with decreasing source-site distance at high frequencies (Bozorgnia and Niazi, 1993;
Bozorgnia et al., 1995). This means that the effects of vertical ground motion are more
critical to structures with short natural periods under near-field earthquakes. In view of this
characteristic, both short-period structures and near-field earthquakes with strong shaking
levels were chosen for demonstration in this study. More studies on the characteristics of
vertical ground motion can be found in Beresnev et al., 2002; Ambraseys and Douglas
(2003), and Elgamal and He (2004).

In commonly used seismic isolation systems, the reduction of energy transfer to the
structure is achieved by allowing horizontal movement at the bearing but not vertical
movement. As illustrated in the numerical simulations in the previous sub-section, it can thus
be concluded that using RSM could be a promising strategy for reducing both horizontal and
vertical shaking.
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Discussion on Seismic Isolation by Rubber-Soil Mixtures

Nonlinear Site Response

It is well recognized that a nonlinear response can result from soils yielding at moderate to
high levels of strains (Idriss, 1990; Beresnev and Wen, 1996; Field et al., 1997; Field et al.,
1998). As stated in Hauksson and Gross (1991), most damage was caused by soft, near-
surface ground conditions. Hence, it might be reasonable to deduce that RSM may not be
beneficial in reducing the shaking level. However, Trifunac and Todorovska (1998) and
Trifunac (2003) illustrated that buildings on softer soils were damaged to a lesser degree
under strong shaking (e.g. peak ground velocity > 200 mm/s) due to energy absorption of
incident seismic waves by nonlinear soil response. In fact, soft soils can potentially act as a
natural mechanism for passive isolation, especially for near-field earthquakes that are rich in
high-frequency wave components. This is supported by evidence in the simulations presented
in the form of FAS in Figures 13 and 16(a)–(b), from which significant reduction in
amplitudes could be observed in high-frequency range. Considering the excellent energy
absorption capability of rubber, it is therefore believed that seismic isolation using RSM
should be feasible.

Soil Resonance Effects

Earthquakes produce seismic waves with a wide spectrum of frequencies. If a certain seismic
wave component with high energy matches the natural frequency of the surface geological
deposits, the interaction could potentially amplify the level of shaking, commonly referred to
as soil resonance. Considering the replacement of certain thickness of surface geological
deposits with RSM, the stiffness (and in turn the natural frequency) of the materials beneath
the structure would be significantly modified and the potential harmful effects should not be
ignored. Although this problem could not be seen in the numerical simulations mentioned in
the previous section, further investigation on soil resonance effects is required.

If the natural frequency of the site can be modified, with specific design of the
configuration and properties of the RSM layer, to a frequency which is not close to the
dominant frequency of the incident seismic waves, the level of shaking can then be further
reduced in addition to energy dissipation by RSM. This is actually the underlying philosophy
of the commonly adopted seismic isolation system.

Liquefaction

Liquefaction is the state when saturated sandy soil loses shear strength and effective stresses
are reduced as a result of increased pore water pressure. The two most important factors
accounting for the occurrence of liquefaction include (1) the cohesiveness and density of the
soil deposit and (2) the level of shaking (Japanese Geotechnical Society, 1998). As this
isolation method requires partial replacement of the soil materials with RSM, it is essential to
consider whether it would increase the liquefaction potential during earthquakes.
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As mentioned in the previous section, the density of RSM is reduced from 17.4 kN/m3 (of
pure sand) to 9.5 kN/m3. This may lead to a decrease in the shear strength and potentially
enhance the possibility of liquefaction occurrence. Preliminary studies by Promputthangkoon
and Hyde (2007) have shown that the addition of small quantity of tire chips reduces the
cyclic shear strength of RSM. However, there is evidence to show that the shear strength of
loose sand becomes greater than that of dense sand with an addition of more than 10% tire
chips (Edil and Bosscher, 1994). Various studies of the engineering properties of RSM have
also demonstrated a significant increase in the cohesion intercept (commonly referred to as
the c–value) (Masad et al., 1996). Moreover, rubbers normally have higher frictional angles
(commonly referred to as the φ−value) than normal soils (Edil and Bosscher, 1994) and the
φ−value increases with the percentage of shred content (Foose et al., 1996).

In addition, randomly mixing tire chips can reinforce sand, resulting in greater shear
strength than that of pure sand at its densest state. Densification can be carried out to reduce
the void ratio and thus increase the density in order to minimize liquefaction. Details of
various densification methods can be found in Japanese Geotechnical Society (1998).

Concerning the ground shaking intensity, it is noted from the previous section that both
the peak and root-mean-square ground accelerations are lowered due to the damping effects
of RSM, thus reducing the probability of liquefaction occurrence. Nevertheless, remedial
measures against liquefaction could still be carried out during the construction process.

Ground Settlement

Since tire shreds and RSM are highly compressible (Promputthangkoon and Hyde, 2007),
they are prone to ground settlement. However, it has been demonstrated that the
compressibility of tire shreds decreases substantially upon one load application (Edil and
Bosscher, 1994; Humphrey and Manion, 1992). Preloading can thus be adopted after the
construction of fill to eliminate plastic compression.  Although an embankment constructed
with pure tire shreds settles slightly more than that constructed with soils, embankment
sections composed of tire shreds that are overlain with a soil cap (of the order of 1 m
thickness) can significantly reduce the compressibility and deflections, performing equally
well as those constructed with soils (Bosscher et al., 1993).

In addition, settlement can be decreased by compaction, through which soil particles are
packed more closely and air voids are reduced with the addition of either static or dynamic
forces (Bergado et al., 1996). It has been reported that tire shreds and soil-tire shred mixtures
can be compacted using common compaction procedures (Ahmed and Lovell, 1993;
Humphrey and Manion, 1992; Bosscher et al., 1993), such as dynamic compaction and
vibratory tamper methods (Japanese Geotechnical Society, 1998; Bergado et al., 1996).
Among currently available compaction methods, surface compaction (e.g. rolling and
ramming) is the cheapest and simplest, rendering it particularly suitable for developing
countries. Apart from the increase in density, compaction leads to a higher internal frictional
angle and greater cohesion for cohesionless soils and cohesive soils respectively.
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Environmental Effects

Long term environmental issues associated with the use of recycled rubber, such as
groundwater contamination and impacts on local ecology, have been the subjects of intense
debate. From previous laboratory tests and field studies (Liu, 2000), both the concentrations
of metallic components and the organics were well below the standards specified in two
protocols in the United States, namely, Toxicity Characteristics Leaching Procedure
Regulatory Limits and Extraction Procedure Toxicity, proving that recycled scrap tire is not a
hazardous recycled material.

The increase in iron and manganese levels arising from the use of scrap tires is also a
common concern. However, iron level is only specified in the aesthetic drinking water
standard (taste), rather than of health concern. Furthermore, manganese is naturally present in
ground water in many areas. It can thus be concluded that there is little or no likelihood of
significant leaching of substances that are of specific public health concern from tire chips.

New Classification of Seismic Isolation Systems

An interesting feature of the two new types of geotechnical seismic isolation systems is that
they are analogous to the conventional structural seismic isolation systems using laminated
rubber bearings and spherical sliding bearings (refer Figure 18 for comparison). Both
laminated rubber bearings and RSM decouple the building or structure from ground motions
by interposing elements or materials of low stiffness in between. While the rubber bearings
shift the fundamental frequency of the isolated structure and concentrate the deformation and
energy dissipation demands in the isolation system, RSM modifies the dominant frequency of
the incident seismic waves and dissipates the seismic energy of high frequency components in
particular. On the other hand, both spherical sliding bearings and geosynthetic liners limit the
transfer of shear across the isolation interface which has a low level of frictional resistance,
and hence, the levels of shaking transmitted to the structure could be reduced.
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Figure 18. Continued on next page.



Geotechnical Seismic Isolation 81

N
ew

 “
G

eo
te

ch
ni

ca
l”

Rubber / Soil MixtureRubber / Soil Mixture

Figure 18. Proposed classification of seismic isolation systems.

On the other hand, the two methods presented in the chapter can be generalized as a
distributed seismic isolation system, which involves isolating the entire contact surface of the
foundation structure. This feature is clearly distinctive from the conventional systems which
are based on isolation of certain discrete supporting points. Further research can be directed to
the development of the distributed seismic isolation system.

Conclusion and Closing Remarks

Conventional seismic isolation systems make use of a flexible or sliding interface positioned
between a structure and its foundation for the purpose of decoupling the motions of the
ground from that of the structure. This chapter presents new geotechnical seismic isolation
methods, which comprise of a flexible or sliding interface in direct contact with geological
sediments and of which the isolation mechanism primarily involves geotechnics. The
principles and details of the two geotechnical methods have been described. Some of the
latest research findings associated with these methods have also been presented.

New inventions are always viewed conservatively, especially in the field of civil
engineering where risks to human life, in the case of malfunction, cannot be neglected. The
concept of seismic isolation was considered to be very impractical by most structural
engineers in the days of early development. Nowadays, it has become a major strategy of
earthquake-resistant design protecting human lives all over the world. Hence, it is of
particular importance to identify and evaluate if there are any drawbacks or hidden problems
with these new methods, on which further discussion and research are required.

The Most Important Challenge Ahead

Undoubtedly, there is a huge difference in loss of lives and properties from earthquakes
between developing and developed countries. The vulnerability of megacities in the
developing world is much greater where the average number of victims can be 150 times
larger than that in the developed world, and the economic loss (as a percent of Gross National
Product) 20 times greater (Wenzel et al., 2007).

Rubber-Soil Mixtures Geosynthetic Liner
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In the past few decades, rapid urbanization can be seen all over the world, while most of
this has occurred in developing countries, owing to the breakdown of the rural economy and
the consequential migration of rural population to urban areas, leading to the emergence of
megacities, such as Mumbai, Dhaka and Jakarta. It is foreseen that the vulnerability in
developing countries will continue to increase. Severe devastation and high death tolls could
result if a major earthquake occurs in one of these megacities, where fragile buildings and
infrastructures prevail.

It is believed to be the most important, yet underrated, challenge that the global
earthquake engineering community is facing. More efforts are indeed required to address this
problem by, for example, forming international networks to promote collaboration and
information sharing, putting greater emphasis on small-scale local advocacy, and so forth.
Another way is to encourage more research into inadequately engineered construction and
low-cost earthquake protection techniques.

The editors of the World Housing Encyclopedia have published an inspiring article
entitled “A Challenge to Earthquake Engineering Professionals” (Comartin et al., 2004).
Some sentences are quoted below as closing remarks.

“…… all of us, as earthquake professionals, have a responsibility to make the built
environment safer worldwide.”

“In 2003, at least 26,000 people died in the Bam earthquake in Iran, ……, we find these
high death tolls emotionally wrenching and simply unacceptable. …… It is time for us to meet
the challenge head on.”

“ …… United Nations Commission on Human Rights (UNCHR) Principle #10 states, ‘All
persons have the right to adequate housing, land tenure and living conditions in a secure,
healthy and ecologically sound environment.’”

“Not only are urban populations in developing countries becoming increasingly more
vulnerable, but also the number of disasters is increasing.”

“We admit that the challenge can seem daunting. …… If we do not face this challenge
with the knowledge and resources that we have collectively, who will? Is there anything that
we could be doing that is more important?”
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Abstract 

In this paper, the current situation, problems to be studied and further research trend in 
the field of dynamic interaction of vehicles and bridges under seismic excitations are 
summarized. A seismic analysis model of a simply-supported beam subjected to movable 
wheel with sprung mass is presented and the solution is deduced. A dynamic model of 
coupled train-bridge system subjected to earthquakes is then established, in which the bridge 
is modeled with the modal comprehension analysis technique, and each vehicle is modeled 
with 31 degrees of freedom. The seismic loads are imposed on the bridge by using the 
influence matrix and exerted on the vehicles through the dynamic wheel-rail interaction 
relationships. The normal wheel-rail interaction is tackled by using the Hertzian contact 
theory, and the tangent wheel-rail interaction by the Kalker linear theory and the Shen-
Hedrick-Elkins theory. Case studies are performed to several actual bridges in China, 
including the simply-supported bridges with different span-lengths on the Qinghuangdao-
Shenyang Special Passenger railway, and the continuous PC girder bridges on the planned 
Beijing-Shanghai high-speed railway. Through input of typical seismic waves with different 
propagation velocities to the train-bridge system, the histories of the train running through the 
bridge are simulated and the dynamic responses of the bridge and the vehicles are calculated. 
The influences of different train speeds and earthquake wave propagation velocities in non-
uniform seismic excitations on the dynamic responses of the train-bridge system are studied. 
The critical train speeds are proposed for running safety on high-speed railway bridges under 
earthquakes of various intensities. 
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1. Introduction 

The high-speed railway, owing to its fast speed, safely running, comfortable riding, high 
transportation capacity, low environmental pollution and less land use, is concerned by more 
and more countries, and thus the construction of high-speed railways is becoming a new trend 
of railway development in the world. 

The design of the high-speed railway requires of more strict design conditions than the 
conventional railway, for it needs large curve radius and fully closed train running operation, 
resulting in much more bridges than the conventional railway. 

In high-speed railways, the percentage of the total length of bridges to the overall road-
length is considerable. In Germany, this percentage from Honnover to Würzburg is 12.5%. In 
France, the percentage of bridge length is 6.0% in TGV Southeast Line from Paris to Lyon, 
21.5% in TGV Northern Line from Paris to Lille, and 32.2% in TGV South-East Extension 
Line from Lyon to Valence, respectively. In Japan, the average percentage of high-speed 
railway bridges is 48%, and this value is continuously increasing. In the earliest Tokaido 
Shinkansen, the bridges and elevated roads occupied 33.6% of the overall road-length, while 
in the Joetsu Shinkansen, the percentage increased to 61.5%, and in the Tohoku Shinkansen  
58.1%, respectively. In the Korea high-speed railway from Seoul to to Pusan, the percentage 
of bridge length is 27.1%. In Taiwan, the North-to-South ghigh-speed railway from Taipei to 
Kaohsiung, this percentage is as high as 73%. In China mainland, there are 13 high-speed 
railways being constructed, with the total bridge length of 3607 km, which is 54.0% of the 
total length of the railways 6801 km. In the 1318 km’s Beijing-Shanghai High-speed 
Railway, there are 230 bridges, with the total length being 1060.9 km, occupying 80.5% of 
the overall road-length. In the recently opened high-speed railway from Beijing to Tianjin, 
there are 35 bridges with the total length of 100.2 km, the percentage is as high as 87.7%. 

Since 1964, the opening of the first high-speed railway in the world, the operation train 
speed has developed from 210 km/h in the Japanese Tokaido Shinkansen to 320 km/h in 
French TGV, while the highest experimental train speed reached as high as 574.8 km/h. In the 
current high-speed railways under construction, the infrastructures are normally designed for 
train speed of 300-350 km/h. In China, the operation train speed for the Qinghuangdao-
Shenyang high-speed railway is 200 km/h, with that for its experimental section being 300 
km/h. The operation train speed for the Beijing-Shanghai high-speed railway is 300 km/h, 
with that for the infrastructures being 350 km/h. Owing to the high speed, the high-speed 
trains produce much higher dynamic impact on the bridge structures than the common speed 
trains. 

Earthquake is a suddenly arising and highly destructive natural disaster that harms the 
people’s lives and properties while bridges are an important facility for the traffic and 
transportation system. When an earthquake occurs, the induced ground movements may cause 
intense bridge vibrations, which would affect the safety of bridge structures and the running 
trains. With the upgrade of railway design standards, bridges play more and more important 
roles in railway engineering. Especially with the development of high-speed railways, 
elevated bridges stretching tens of kilometers are commonly built to ensure the smoothness of 
track and the safety and stability of running trains, which greatly increases the probability of 
trains on bridges when an earthquake occurs. During the Niigata Earthquake on October 23, 
2004, a Shinkansen high-speed train derailed when running on the elevated bridge at 
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200km/h, breaking the 40 years’ safety record of the Shinkansen railways. Cases like this, as 
closely noticed by railway engineers, sufficiently testify the importance of studying the effect 
of earthquakes on the safety of trains running on bridges. 

 

 

Figure 1. Derailment of a Shinkansen high-speed train during the Niigata Earthquake [4] 

The dynamic interaction between railway bridges and trains has been an important 
subject of research since the early 20th century. During the past two decades, a number of 
sophisticated models have been developed to investigate the dynamic interaction between 
bridges and trains, and many useful results published. Diana and Cheli (1989) presented a 
finite element based numerical model in conjunction with a direct integration method to 
investigate dynamic interaction between a long suspension bridge and trains. Yang and Yau 
(1997) developed a special vehicle-bridge interaction element for dynamic analysis of 
coupled train and bridge systems. Xia et al (2000) investigated the dynamic interaction 
between a long suspension bridge and trains. They used four-axle vehicle models of 27 
degrees of freedom and a mode superposition technique, and the measured track vertical, 
lateral, and torsional irregularities from one of the main railways in China in their work. Au et 
al (2001) carried out the impact study of a cable-stayed bridge under railway traffic using 
various vehicle models from 2 degrees-of-freedom systems to 4-axle systems of 10 degrees of 
freedom. Frýba (1996) took into account the track irregularities to simulate the vehicle-bridge 
dynamic interaction. Zhang et al (2001), however, simulated track irregularities based on the 
power spectral density functions.  

With the successful operation of high-speed railways worldwide, the dynamic responses 
of railway bridges are receiving much more attentions from researchers than ever. When a 
high-speed railway bridge is located in prone-earthquake area, the dynamic interaction 
between seismic excitation, running trains and the bridge should be considered. However, 
most research has been focused on either the bridge aseismic design problem or the dynamic 
behavior of train-bridge coupling system excluding seismic excitation. In contrast, 
comparatively few works have been conducted on the dynamic responses of train-bridge 
system during earthquakes. Diana and Cheli (1989) analyzed the dynamic behavior of a row 
of train vehicles running over a long span suspension bridge at the speed of 60 km/h under a 
4-hundred-year-once earthquake. They concluded that the bridge vibrations would induce the 
rolling movements of train vehicles during earthquakes. When the vibration amplitude of the 
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bridge exceeded some degree, the train vehicles would take the risk of derailment. Miura 
(1996) put emphasis on the deformation characteristics of railway tracks in earthquakes. From 
his point of view, earthquakes mainly induced the track movements and damaged the 
vehicles. Miyamoto (1997) adopted a 3-D simplified vehicle model to investigate the running 
safety of the railway trains subjected to earthquakes by representing the seismic excitations 
with sine waves. Yang and Wu (2002) developed a vehicle–rails–bridge interaction model to 
study the dynamic behaviors of the trains traveling over a bridge shaken by an earthquake 
excitation, and evaluated the risk of derailment for moving trains on the bridge. Luo (2001) 
presented a simple and convenient assessment method for running safety of the railway 
vehicles during earthquakes based on the energy balance theory.  

Most of the research works cited above considered only the uniform seismic excitations. 
However, bridges are linear-shaped spatial structures composed of bridge spans, piers and 
their foundations. In fact, the foundations of a bridge may be built on soils of different 
properties, thus the earthquake waves onto different foundations may not be identical. For 
long bridges with large spans, or multiple simple spans or continuous spans, phase differences 
may exist between the foundations, due to the arrival time intervals of the earthquake waves 
propagating through the subsoil. The longitudinal phase differences of the seismic waves may 
lead to out-of-phase vibrations of the bridge piers and thus increase the danger of span 
collapse. The lateral phase differences of the seismic waves may lead to out-of-phase 
displacements of two adjacent piers and thus directly influence the running safety of the train 
on the bridge. Xia et al. researched the dynamic behavior of train-bridge coupling system 
under earthquakes over a long period of time (Xia, 1992; Xia, 1994; Zhang and Xia, 2001; 
Han and Xia, 2004; Han and Xia, 2005; Xia et al, 2006). They established a 3-D dynamic 
model of coupled train-bridge system subjected to earthquakes, in which the non-uniform 
characteristics of the seismic waves from different foundations are firstly considered. The 
vibrations of the railway bridges due to earthquakes and the runnability of the moving trains 
on the bridge were thus analyzed. 

2. Seismic Analysis of a Simple Beam Subjected to Movable 
Wheel with Sprung Mass 

In this section, discussion is concentrated on the seismic responses of a simple beam 
subjected to a movable wheel (movable mass) with a sprung mass (and a dashpot). For the 
case herein only the vertical vibration of the system is concerned. Suppose )(g ty  the seismic 
acceleration of the ground, and that the seismic excitations at two bearings of the bridge are 
identical.  

The analysis is made of a simply-supported beam with span L subjected to a moving load 
system, consisted of the moving mass M1, the moving sprung mass M2, the spring k1, and the 
dashpot c1, moving at speed V from the left to the right-hand side, to simulate the loading 
actions of a movable wheel with sprung mass on the bridge. The analysis model is seen in 
Figure 2, where y(x, t) is the deflection of the beam at the point x and time t, and Z(t) the 
vertical displacement response of the moving sprung mass M2, respectively. Suppose the 
moving mass M1 moves along the axis of the beam at a constant speed V and always keep 
contact with the beam, the displacement of M1 can thus be written as y(Vt, t). 
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Figure 2. Seismic analysis model of a simple beam subjected to movable wheel with sprung mass. 

The inertia force PI2, elastic force PS, and damping force PD acting on the moving sprung 
mass M2 can be written as: 
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The equation of motion for the moving sprung mass M2 can be expressed as: 
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represents the vibration velocity of the beam, while the second term indicates the additional 
velocity due to the moving load, and for the general bridge span length and the current train 
speed, the influence of the second term can be neglected. Consequently, Equation (2) can be 
written as  
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As the sprung mass model moved through the beam at a constant speed, the load on beam 

is composed of the inertia force PI1, elastic force S'P , damping force D'P , and the gravity of 
the moving mass system GP . It can be expressed in terms of  
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The expressions for the forces PI1, S'P , D'P , and GP can be found in equation (5). 
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Equation (4) can thus be written as: 
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Therefore, the equation of motion for the simple beam subjected to a moving mass 

supported by a spring-dashpot unit under seismic excitation can be expressed as: 
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Herein the modal superposition method was applied for analysis of the simple beam. Let 

qi denote the generalized co-ordinate of the ith mode, the vertical displacement response of 
the beam y(x, t) can be expressed as: 
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The equation of motion of the bridge deck related to the nth mode can be derived based 

on Equation (7) as: 
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in which )(1 tPn  and )(2 tPn  are the nth generalized force on the bridge without earthquake 
excitation, and can be found in equation (10): 
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)(bg tP n  is the nth generalized seismic force on the bridge and can be expressed as: 
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The equation of motion for the moving sprung mass M2 can be in terms of: 
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Equations (9) and (13) thus constitute the basic equations of the simple beam subjected to 

movable wheel with a sprung mass under earthquakes. Thus the coupled equations of motion 
for the system can be expressed as: 
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C is the generalized damping matrix and in term of 
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K is the generalized stiffness matrix and in term of 
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the nth bridge mode at the position of Vtx = .  
}{F  is the generalized force vector, consisting of two parts: 
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where }{ 0F  is the vector of generalized forces from the wheels on the bridge deck and can be 
expressed as: 
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From the equations deduced above, one can find that: 
 
1. In the analysis of a simple beam and a movable wheel (movable mass) with a sprung 

mass (and a dashpot) system subjected to earthquakes, the dynamic model can be 
established by simply introducing the seismic forces into the motion equations of the 
system without considering earthquakes. 

2. For a beam discretized with concentrated masses, the seismic forces equal to the 
seismic inertial forces of the masses multiplied by the earthquake ground 
acceleration. 

3. For a simple beam discretized with generalized coordinates, the seismic forces are 
the generalized seismic inertial forces of the modes concerned. 

4. For the wheel on the beam moving as a movable mass without any independent 
degree of freedom, the generalized seismic forces acting on the beam equal to the 
products of the seismic inertial forces of wheel masses multiplied by the modal 
function values at the wheel position. 

 
These conclusions provide very convenient conditions for the establishment of the 

dynamic model of train-bridge system subjected to earthquakes. 

3. Dynamic Model of Train-Bridge System Subjected  
to Earthquakes 

The behavior of train-bridge system under earthquakes is a coupled, complex time-varying 
dynamic problem. Such a problem is generally solved by computer simulating method based 
on establishing a dynamic interaction model for the train-bridge subjected to earthquakes. 
Theoretically, the analysis model can be regarded as a united big spatial dynamic system 
composed of two subsystems, the bridge model and the moving vehicle model, which are 
simulated as two elastic structures, with each characterized by some frequencies of vibration. 
The two subsystems interact with each other through the contact forces, i.e., the forces 
induced at the contact points between the wheels and rails surface of the railway bridge. The 
seismic actions on the train-bridge system are considered as the external excitations from 
different foundations of the bridge.  

3.1. Dynaimic Model of Train Vehicles 

The train model is composed of several locomotives and cars. Each vehicle is a complicated 
MDOF vibration system consisting of car body, bogies, wheel-sets, suspension springs and 
dashpots.  

There are two types of bogies used in railway trains: (1) The independent bogies which 
are used in the vehicles for most of conventional and high-speed railway trains, where the 
vehicles are independent with each other. (2) The articulated bogies which are used in the 
vehicles for high-speed trains such as in French TGV and the Korea High-speed railway, 
where the trains are composed of the articulated vehicles coupled with each other by the 
bogies. 
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The vehicle model with independent bogies is shown in Figure 3.  
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Figure 3. Dynamic analysis model of vehicle-girder system. 

3.1.1. Basic Assumptions for Vehicle Model 
 

To simplify the analysis but with enough accuracy, the following assumptions are used in 
modeling the train vehicles in this study (Ref. Figures 2 and 3): 

 
1. The car body, bogies and wheel-sets in each vehicle are regarded as rigid 

components, neglecting their elastic deformation during vibration. 
2. The connections between the car body and a bogie are represented by two linear 

springs and two viscous dashpots of the same properties in either the horizontal 
direction or the vertical direction. 

3. The connections between a bogie and a wheel-set are characterized as two linear 
springs and two viscous dashpots of the same properties in either the horizontal 
direction or the vertical direction. 

4. The train runs over the bridge at a constant speed so that the position of the train 
in the longitudinal direction (in the x-direction in Figure 3) can be determined 
accurately at any given time as long as the initial position of the trains is known. 
In this connection, the degrees of freedom of the train in the longitudinal 
direction are not included. 

5. The vibration amplitude of each component in a coach is small.  
6. A total of 5 DOFs is assigned to the car body, to account for the lateral 

movement Yc, rolling θc, yawing Ψc, floating Zc and pitching ϕc. Each bogie also 
has 5 DOFs of lateral movement Yt, rolling θt, yawing Ψt, floating Zt and 
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pitching ϕt. In contrast, only 4 DOFs are assigned to each wheel-set, which relate 
to the lateral movement Yw, rolling θw, floating Zw and yawing Ψw. The idealized 
configuration for each 4-axle 2-bogie vehicle in a train can therefore be modeled 
by a 31-DOFs dynamic system, as shown in Figure 3. 

3.1.2. Motion Equations of Vehicle Model 
 

By assuming that the vibration amplitude of each component in a vehicle is small and using 
the equilibrium conditions, the equations of motion for the car body and two bogies in the ith 
vehicle can be derived as follows: 
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where the subscripts c, t1, t2 represent the car body, the front and rear bogies of the vehicle, 
respectively, i=1,2,…, Nv, and Nv is the number of vehicles on the bridge. iv , iv , and iv  are 
the displacement, velocity and acceleration vectors of the ith vehicle respectively. The sub-
displacement vectors for the car body and two bogies in the ith vehicle can be expressed as 

 
 [ ]T

cccccc iiiiii ZY ϕψθ=v   (20a) 

 [ ]Tiiiiii ZY
111111 tttttt ϕψθ=v   (20b) 

 [ ]Tiiiiii ZY
222222 tttttt ϕψθ=v   (20c) 

 
Each sub-mass matrix is a diagonal matrix, expressed as 
 

 ]diag[ ccψcθcccc iiiiii JMJJM ϕ=M   (21a) 

  
]diag[ ttψtθtttt ijijijijiji JMJJM

jj ϕ=M   (21b) 

 
where Mci , Jcθi, JcΨi , and Jcϕi are the mass, mass moment about the x-axis, mass moment 
about the z-axis, and mass moment about the y-axis of the car body of the ith vehicle 
respectively. Mtij , Jtθij , JtΨij and Jtϕij are the mass, mass moment about the x-axis, mass 
moment about the z-axis, and mass moment about the y-axis of the jth bogie in the ith vehicle 
respectively. In this study, j=1, 2. 

The sub-stiffness matrices are expressed as 
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where h1i , h2i , and h3i are the vertical distances between the three components in the ith 
vehicle; ai , bi , di , and si are the longitudinal and lateral distances between various axes of 
the ith vehicle, as defined in Figure 3. 

The sub-damping matrix can be obtained by simply replacing “k” in the corresponding 
sub-stiffness matrix by “c”. 

The force vector consists of two parts: 
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The components in the first part, iceF , iet1

F , and iet2
F  are the vectors of external forces 

(such as wind forces) acting on the car body, the front and rear bogies of the vehicle 
respectively. iwt 1

F and iwt2
F  are the vectors of forces transmitted from the wheels through 

the primary springs and dashpots to the front and rear bogies respectively. The forces 
transmitted from the wheels to the bogies can be expressed in terms of the displacements and 
velocities of the wheels. 

 



Dynamic Responses of High-Speed Railway Bridges under Earthquakes... 101

 ∑
=

⎪
⎪
⎪

⎭

⎪⎪
⎪

⎬

⎫

⎪
⎪
⎪

⎩

⎪⎪
⎪

⎨

⎧

+
+

+
+−+

+

=
iN

l

ijlijijlijijl

ijlijijlij

ijlijijlijijl

ijlijijlijiijlijijliji

ijlijijlij

i

ZcZkd
ZcZk

YcYkd
YcYkhcka

YcYk

j

w

1

w
v
1w

v
1

w
v
1w

v
1

w
h
1w

h
1

w
h
1w

h
14w

v
1w

v
1

2
w

h
1w

h
1

wt

)(2
)(

)(2
)()(2

)(

η

η
θθ

F  (j=1,2)  (24) 

 
where Nwij is the number of wheel-sets in the jth bogie of the ith vehicle. ηl is the sign 
function with ηl =1 when the wheel is in the front bogie and ηl =-1 when it is in the rear 
bogie, respectively.  

3.2. Dynamic Model of Bridge Structure 

A railway bridge consists mainly of piers, beams, decks, and tracks. The forces from the 
wheels of a train will be transmitted to the bridge deck through the track. Nowadays, bridges 
are usually analyzed and designed with the help of finite element method. In this analysis, the 
modal comprehension analysis is performed for modelling the track-bridge system. First, the 
free vibration frequencies and modes of the system are solved. Upon the orthogonality of the 
modes, the FEM equations coupled with each other can then be decoupled, which makes the 
bridge model become the superposition of independent modal equations. Owing to the fact 
that the dynamic response of a structure is dominantly influenceded by its several lowest 
modes, this method has a very great advantage that an adequate estimation on the dynamic 
response can be obtained by considering only a few modes of vibration, even for a spatial 
structure having hundreds of DOFs. Therefore, the computational effort can be significantly 
reduced.  

The number of mode shapes of the bridge deck taken into account in the computation 
should be large enough to include the effects of both the global deformation of the bridge and 
the local deformation of the structural elements supporting the track. This decision may be 
made through a convergent study of the effects of the number of mode shapes or through a 
comparison with the measurement data.  

3.2.1. Basic Assumptions for Railway Bridge 
 

The following assumptions have been used in the modeling of the railway bridge in this 
study: 

 
1. There is no relative displacement between the track and bridge deck. The elastic 

effects of the track system are also neglected. 
2. The mode shape between the deck nodes obtained from the eigenvalue analysis is 

determined using the Lagrange interpolation. 
3. The deformation in cross-section of the beam is neglected in vibration analysis for 

the solid-web girder bridge.  
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3.2.2. Motion Equations for Railway Bridge Subjected to Multiple Seismic 
Excitations 
 

In the model, the seismic movement of the bridge foundations excites the superstructure of 
the bridge through the influence matrix, and acts on the vehicles through the dynamic 
interactions between the wheels and the rails, and in turn, the vehicle vibration also affects the 
vibrations of the bridge structures. 

In the previous studies of train-bridge systems subjected to earthquakes, the seismic 
waves were considered as identical for all foundations of the bridge, which is reasonable for 
short bridges. While for bridges stretching long distances, the seismic waves input to different 
foundations may differ from one another, and thus should be treated as multiple different 
excitations (Figure 4). 

 

 

Figure 4. Non-uniform seismic excitations for long span bridge. 

In this study, the non-uniformity of the ground accelerations is realized by using the same 
seismic waves but with time delays, and can be expressed as 
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−=   (25) 

 
where, )(g tx i  and )(g tx j  are the input accelerations to the ith and the jth foundations of the 
bridge, respectively; cs is the propagating velocity of the seismic wave in the soil; and xΔ  the 
distance between the two foundations. 

In the analysis, by separating the bridge subsystem into a supporting part and a non-
supporting part, the dynamic equations of the bridge subjected to earthquakes can be 
expressed as: 
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where M, C and K denote the mass, damping and stiffness matrices of the bridge, 
respectively; X, X  and X the absolute acceleration, velocity and displacement vectors of the 
bridge, with the subscripts bb, ss and bs (sb) representing the non-supporting part, the 
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supporting part and the interaction part, respectively; Fs is the reaction force vector of the 
supporting part. 

Based on the concept of pseudo-static displacement, the total displacement of the bridge 
under multi-excitations can be divided into two parts, the pseudo-static displacement and the 
dynamic response displacement. Thus the total displacement vector can be expressed as: 
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where the superscripts p and d represent the pseudo-static response component and the 
dynamic response component, respectively; Xsg is the movement vector of the bridge 
supporting foundations, a known quantity for a given earthquake input. 

By substituting Equation (27) into Equation (26), the upper part of Equation (26) can be 
written as: 

 
 p d p d p d

bb b b bb b b bs sg bb b b bs sg( ) ( ) ( )+ + + + + + + =M X X C X X C X K X X K X 0   (28) 

 
For a structure with only the static displacement at the supporting points and without any 

other loads, the static equilibrium equations can be written as: 
 

 0XKXK =+ sgbs
p
bbb   (29) 

 
Let bs

1
bbbs KKR −−=  denote the pseudo-static displacement influence matrix, one has: 

 
 sgbs

p
b XRX =   (30) 

 
Equation (28) can thus be expressed as: 
 

 sgbsbsbbsgbsbsbb
d
bbb

d
bbb

d
bbb )()( XCRCXMRMXKXCXM +−+−=++   (31) 

 
For common civil engineering structures, the contribution of the damping forces caused 

by the velocity of the supporting part is very small and can be neglected from the right hand 
side of Equation (31). Thus the dynamic equations can be written as: 
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When lumped masses are adopted, Mbs is a zero matrix and Equation (32) can be 

simplified as: 
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where sgX  is the excitation vector composed of ground accelerations to different bridge 
foundations. These accelerations are in fact non-uniform for different foundations.  

As there are no measured ground accelerations available for foundations at different 
locations, in this analysis, the non-uniformity of the ground accelerations is expressed as 
Equation (25). 

3.3. Wheel/Rail Inter-forces 

In studying the dynamic response of a train-bridge system, two sets of equations of motion 
can be written, one for the bridge and the other for the vehicles. It is the interaction or contact 
forces existing at the contact points of the two subsystems that make the two sets of equations 
coupled.  

The passage of a train on a bridge is a complicated dynamic course. The dynamic action 
of the train makes the bridge deform, while the deformation of the bridge in turn affected the 
responses of the train vehicles, which are dynamically coupled with each other through the 
contact of the wheels and the rails. Therefore, the analysis model of wheel/rail contact 
relationship and the corresponding inter-forces are one of the key problems to be solved in the 
train-bridge system analysis.  

In determining the interactions between the wheel and rail of the train-bridge system, 
there are two types of contact forces between the wheel and the rail: the normal interaction 
force and the tangent creep force. 

When a vehicle moves on the track, there occurs a normal force between the two closely 
inter-pressed elastic bodies of the wheel and the rail.  

In this study, the normal interaction is treated according to the nonlinear elastic Hertzian 
contact theory, in which the normal interaction force between the wheel and rail can be 
expressed as: 

 

 
2/3

z )(δ1)( ⎥⎦
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⎡= tZ
G

tN   (34) 

 
where δZ(t) is the compression between wheel and rail, and G the Hertzian wheel-rail contact 
constant.  

During a vehicle moves on the track, there also occurs a contact spot between the two 
closely inter-pressed elastic bodies of the wheel and the rail. When there is a relative 
movement or a trend of relative movement between the two elastic bodies, and owing to the 
friction action, a tangent force appears at the contact spot surface, which is called as creep 
force. The relationship between the creep forces and the relative wheel/rail sliding is studied 
by the wheel/rail rolling contact mechanics, which plays an important role in the dynamic 
analysis of train-bridge system. 

In the past decades, many researchers performed a lot of theoretical and experimental 
studies on the behaviors of creep forces from the rolling contact of elastic bodies, and 
proposed various algorithms. Kalker, a Netherlands scholar, made excellent contribution to 
the development of wheel/rail rolling contact theory. Since 1960’s, Kalker has proposed a 
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series of linear, nonlinear, accurate and simplified wheel-rail creep theories, systemically 
solved the rolling contact problem of two elastic bodies under dry friction, and thus promote 
the application of the creep theory to the engineering practice. His researches are regarded as 
useful references in this field.  

The tangent interaction is treated firstly by the Kalker linear theory under small creep and 
then corrected by the Shen-Hedrick-Elkins nonlinear theory, to make it applicable to the 
conditions with large creep (Kalker, 1989; Zhai, 1996). According to the Kalker theory and 
the Shen-Hedrick-Elkins theory, the tangent interaction force between wheel and rail can be 
expressed as: 
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where, Fx and Fy are the creep forces in longitudinal and lateral directions, respectively; Mz 

stands for the rolling creep moment; f11 and f22 are the longitudinal and lateral creep factors, 
respectively; f23 the rotation/lateral-displacement creep factor, and f33 the rolling creep factor; 
ξ stands for the relative velocity difference between the contact surfaces of the wheel and the 
rail, with the subscripts x, y and sp representing the longitudinal, lateral and rolling directions, 
respectively; and ε is a correcting factor. 

When Equations (34) and (35) are employed to calculate the wheel-rail interaction forces, 
the wheel-rail contact point and the corresponding contact geometry parameters must be 
determined first. The contact points in left and right wheels can be only in the trace (Ref. 
Figure 5): 
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where, )tan1(1 RL,

22 δ+−= xlm ; lx, ly and lz are the direction cosines of wheel axis, respectively; 

Yw the lateral displacement, Rw the rotation angle of wheel-set, δ the contact angle between 
wheel and rail, with the subscripts L and R representing the left and the right wheels, 
respectively.  

In the analysis, the actual contact point can be obtained by changing the position of the rolling 
center and searching for the point nearest to the rail surface, with the irregularity of the rail taken 
into account. 

By introducing the measured wheel-rail section profile data and graphing with the third-
order spline approximation in the fixed coordinate system, the coordinates of the wheel-rail 
contact point can be identified by calculating the minimum perpendicular distance of the left 
or right wheel-rail at a given time.  

Following the above analysis and using Equations (35) and (36), the wheel-rail contact 
forces can be determined. Details of the calculation process can be found in Xia (2005) and 
Zhai (1996). 
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Figure 5. Wheel/rail relationship in local coordinate system. 

3.4. Self-excitation Sources of Train-Bridge System 

The deviations of the real rail from the ideal rail of perfect geometry are represented mainly 
by track irregularity and wheel hunting movements (Frýba, 1996). They are two important 
self-excitations in the train-bridge system in addition to the moving load of the train.  

3.4.1. Track Irregularities 
 

As far as railway bridges are concerned, the track irregularities may occur as a result of initial 
installation errors, degradation of support materials, and dislocation of track joints. Four 
geometric parameters can be used to quantitatively describe the rail irregularities, i.e., the 
vertical profile zv, the cross-level zc, the alignment ya, and gauge yg (Wiriyachai et al., 1982; 
Xia, 2005), as shown in Figure 6, in which the cross-level irregularity can also be expressed 
in terms of the angle formed by the level difference between the left rail and the right rail, 
namely, θc=zc/2b. 

The track irregularities, consists of random surface irregularities and periodic 
deformations, being the main vibration exciter of the wheel-rail system, could bring about 
instability, discomfort as well as the kinetic action to wreck the railway and the train, 
especially in the lateral direction. Furthermore, they are the controlling factors that influence 
the running safety and stability of the vehicles in rail side. When the track is out of good 
quality, the vehicle vibration and wheel-rail contact forces will increase significantly as the 
train speed increases, and in a worst extent, may cause the derailment of the train. 

From the point of structural dynamics, it is the wavelengths or frequencies implied by the 
track irregularities that are crucial to the dynamic behavior of the train-bridge system. The 
frequencies implied by the surface roughness of a bridge plays a role similar to that of the 
bridge frequencies, in which resonance may occur on the bridge and the running vehicles, 
when any of the excitation or vehicle frequencies coincides with, or are close to, any of the 
frequencies implied by the surface roughness. 
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Figure 6. Illustration of track irregularities. 

In the analysis, the track irregularities are used as the input to the dynamic model. The 
track irregularity input could be the measured irregularities from the actual tracks, or the 
simulated ones based on the power spectral density functions of the track irregularity. 

3.4.2. Wheel Hunting Movement 
 

The occurrence of wheel hunting movement of railway vehicles is a consequence of the wheel 
with reversed conic wheel tread running on the straight track, and the gap between the wheel 
rim and the side surface of rail. When the vehicle runs, if the wheel-set drifts off the central 
line of the track, the wheel that finds itself closer to the rail will have a larger rolling diameter 
than the other one, which rolls on a smaller diameter. The wheel rolling on a larger diameter 
will advance quicker than the other one, which will always stay behind. Therefore, the two 
wheels, the left wheel and the right wheel, on the same wheel-set will move at different 
rolling diameters, which makes the two wheels move different distances. The unequal moving 
distances of the two wheels in turn make the wheel-set drift to the other side of the track. In 
this way, when a wheel-set runs on the track, it emerges, at the same time, a lateral movement 
and a yawing movement in horizontal plane, and thus forming a sinusoid curve, as shown in 
Figure 7. This phenomenon is the so-called hunting movement of wheel-set. 

 



Weiwei Guo, He Xia and Chaoyi Xia 108 

 

Figure 7. Illustration of wheel hunting movement. 

Generally speaking, the hunting movement of a railway vehicle wheel-set in a straight 
and uniform motion is one of the main factors that induce the lateral vibration of the train-
bridge system. The loss of control of this phenomenon by an unstable evolution is harmful for 
the running safety and riding comfort of vehicles.  

In this study, the wheel hunting displacement hY (in the lateral direction) is assumed as a 
sinusoid function with a certain amplitude and a random phase: 

 

 )2sin()( h
h

hh ijL
VtAtY φπ

+=   (37) 

 
where hA is the hunting amplitude; hL is the hunting wavelength; ijhφ is the random phase of 
the jth wheel-set in the ith bogie of the coach ranging between 0 and 2π ; and V is the 
traveling speed of the vehicle. 

3.4.3  Consideration in equation of motion 
In consideration of both the wheel hunting and track irregularities, the relations between the 
lth wheel displacements and the bridge deck displacements can be deduced as (Ref Figure 8): 
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where the track irregularities consist of the lateral irregularity )(s xY , vertical irregularity 
)(s xZ , and rotational irregularity )(s xθ ; ijlx  is the co-ordinate of the lth wheel of the jth bogie 

in the ith vehicle along the bridge deck; bY , bZ , and bθ  are the lateral, vertical, and rotational 
displacement of the bridge deck, respectively. 
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Figure 8. Relationship between wheel-set and bridge girder. 

3.5. Dynamic Analysis Model for Train-Bridge System Subjected to 
Earthquakes 

By combining the vehicle subsystem Equation (19) and the bridge subsystem Equation (26), 
together with the wheel-rail contact forces [Equations (34) and (35)], and track irregularities 
and wheel hunting movement [Equations (38)], the dynamic equations of the coupled train-
bridge system subjected to earthquakes can be obtained. 

In analyzing the running safety of train vehicles on high-speed railway bridges during 
earthquakes, the deformation of the bridge can be approximately considered within the elastic 
range. Therefore, the modal comprehension analysis method can be adopted for modeling the 
bridge subsystem. The vehicle equations are combined with the modal equations, instead of 
the direct finite element equations of the bridge.  

The dynamic equations of the coupled train-bridge system subjected to earthquakes can 
thus be expressed as: 
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where, M, C and K are the mass, damping and stiffness matrices, with the subscripts v 
representing vehicles, and b the non-supporting part of the bridge, respectively.  

Assume that the number of vehicles on the bridge is Nv and the number of concerned 
vibration modes of the bridges is Nb, the sub-displacement vectors can be expressed as 
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 T
21b ][

bNqqq=X   (40b) 

 

where v
T

ttcv ,...2,1,][
21

Nivvv iiii ==X . The sub-mass and stiffness matrices of the vehicles 
are listed as follows: 
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where 
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The sub-damping matrix of the vehicle can be achieved by simply replacing ‘K’ in the 

stiffness matrix by ‘C’. The sub-mass, sub-stiffness, and sub-damping matrices of the bridge 
are deduced as follows: 
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The sub-stiffness matrices attributed to the interaction between the bridge and the 

vehicles can be derived as follows: 
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where ,,...2,1 vNi = ,,...2,1 bNn = and 2,1=j . The sub-damping matrices attributed to the 
interaction between the bridge and vehicles can be obtained by simply replacing “k” in upper 
Equation (49) to (51) by “c”.  

Fv is the wheel-rail contact forces acting on the wheel set, which is determined by the 
relative displacement between the wheel and the rail. Fb is the generalized seismic force 
vector acting on the non-supporting parts of bridge, consisting of the generalized wheel-rail 
contact forces vector Fbv and the generalized seismic forces vector Fbs, transmitted by the 
influence matrix from the supporting parts of the bridge. 

Suppose there are Nv vehicles traveling on the bridge when an earthquake occurs, the 
wheel-rail contact force vector Fv acting on the vehicle can be expressed as: 

 

 T
v2v1vv ][

vNFFFF =   (52) 

 
where Fvi is the wheel-rail contact force vector of the ith vehicle, and can be expressed as: 

 
 T

4w3w2w1w2t1tcv ][ iiiii FFFFFFFF =   (53) 
 

where, Fc, Ft1 and Ft2 are zero vectors, since there are no external forces directly transmitted 
to the car body and the two bogies; Fwij is the wheel-rail force vector of the jth wheel-set of 
the ith vehicle on the bridge, and can be expressed as: 
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where, N and F are, respectively, the normal and tangent interaction forces between the jth 
wheel-set of the ith vehicle and the rail, with the subscripts L and R standing for the left and 
right wheels of the wheel-set, and the superscripts x, y, z denoting the coordinate axes in the 
fixed coordinate system, respectively. The relationship between the wheel and the rail in the 
local coordinate system is shown in Figure 5, where A and B are contact points of the left and 
right wheels with the corresponding rails; aLi and aRi are the horizontal projections of the 
distance from the ith left and right wheel-rail contact points to the centroid of the wheel-set, 
respectively. 

Let Nq denote the mode number concerned in the analysis of the finite element model of 
the bridge, the modal force vector of the bridge can be expressed as: 

 
 T

b2b1bb ][
qNFFF=F   (55) 

 
where, Fbn (n=1,2,…, Nq) is the generalized force of the nth mode, consisting of the 
generalized wheel-rail contact forces Fbvn and the generalized seismic forces Fbsn, transmitted 
by the influence matrix from the supporting parts of the bridge. They can be expressed as: 
 
 nnn FFF bvbsb +=   (56) 
 
where: 
 
 sgbsbb

T
bs XRMΦnnF −=   (57) 

in which, T
nΦ  is the transposition of the nth mode vector for all non-supporting nodes of the 

bridge; Mbb the mass matrix of the corresponding nodes; and Rbs the pseudo-static 
displacement influence matrix of the bridge supporting nodes on the non-supporting nodes. 
The minus sign in the right hand side of this equation indicates that the force is in opposite 
direction to the ground acceleration. In practice this has little significance inasmuch as the 
engineer is interested in the maximum absolute value of sgX , therefore, the minus sign is 
omitted in the following descriptions. 

The horizontal and vertical seismic excitations are considered in the analysis. When 
multi-point excitations are considered, the following expression can be found: 
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where, Nb and Ns are the node numbers of the non-supporting part and supporting part in the 
finite element model of the bridge, respectively; mbbi the mass of the ith node of the non-
supporting parts of the bridge; h

niφ  and v
niφ  the values of the horizontal and vertical 

components of the nth bridge mode vector at the ith node of the non-supporting part of the 
bridge, respectively; h

sg jX  and v
sg jX  the horizontal and vertical acceleration components of 

the earthquake input from the jth supporting node of the bridge, respectively; and rbsij the 
influence matrix element of the jth supporting node on the ith non-supporting node. 

The generalized wheel-rail force acting on the bridge can be written as: 
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where Fnij is the nth generalized wheel-rail force of the jth wheel-set of the ith vehicle on the 
bridge deck. When the wheel deviates from the rail, Fnij equals to zero; and when the wheel 
keeps contact with the rail, Fnjj can be calculated as: 
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where, )(h

ikn xφ , )(v
ikn xφ  and )(θ ikn xφ  are, respectively, the values of the horizontal, vertical 

and rotational components of the nth bridge mode shape at the jth wheel of the ith vehicle on 
the bridge deck; et the eccentric distance from the track center line to the centroid of the 
girder cross section; and ht the vertical distance from the wheel-rail contact point to the 
centroid of girder cross section. The relative position between the wheel-set and bridge deck 
can be seen in Figure 8. 

Equation (39) can be solved by the step-by-step integration method. In each time step, the 
responses of the vehicle and the bridge are calculated separately, and then the iterative 
processes are adopted to meet the convergence allowances of the two subsystems in the 
following way: first a displacement vector of the bridge and the vehicle at the wheel-rail 
contact point is assumed and the wheel-rail contact forces are calculated, from which the new 
displacement vector can be obtained by solving the equations; when the maximum errors 
between the solved displacements and the assumed ones are within the prescribed allowance, 
the solved displacements at this time step are taken as the actual ones and the calculation 
continues to the next step. 

Details of the calculation process for the above equations can be found in Han (2005) and 
Xia (2005). 

A computer code of the train-bridge system subjected to earthquakes is developed based 
on the formulations described above and is employed to perform a case study. 
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4. Case Study 

4.1. Case Study I: Dynamic Responses of Simply-Supported Bridges 
Subjected to Uniform Seismic Excitations 

4.1.1. Bridge Description and Calculation Method 
 

With the construction of quasi-high speed railways and high-speed railways in China, various 
types of bridges suitable for high-speed trains emerge as the times require. More and more 
multi-span simply-supported beam bridges with various structural styles, span-lengths and 
lateral deck widths have been designed and built.  

In Northeast China, the 404 km Qin-Shen Special Passenger Railway (Qin-Shen 
Railway) from Qinhuangdao to Shenyang, with the design train speed of 200 km/h and an 83 
km high speed experimental section of 300 km/h, has been completed and put into operation. 
There were ten types of simply-supported beam bridges adopted in the Qin-Shen Railway, 
including two types of T-shaped beams and eight types of box beams (see Table 1). 

Table 1. Maximum responses of bridges 

Bridge type Span length (m) Beam height (m) Track type 

12.0 1.3 T-shaped 
beam 16.0 1.6 

20.0 1.8 

24.0 2.0 

Ballast track 

24.0 2.2 Integrated slab track 

24.0 2.2 Long-sleeper buried ballastless 
track 

Double-track 
railway 
bridge 

Box beam 

32.0 2.6 Ballast track 

20.0 1.8 

24.0 2.0 
Single-track 
railway 
bridge 

Box beam 

32.0 2.7 

Ballast track 

 
During the design of the Qin-Shen Railway, the dynamic characteristics of the high-speed 

railway bridges were systematically studied through theoretical analysis, numerical 
simulations and field experiments, to ensure the safety of bridge structure and the running 
safety and stability of high-speed trains. The dynamic analysis models of the train-bridge 
system were established, by which the dynamic characteristics and time history responses of 
the train-bridge coupling system were calculated and analyzed. Furthermore, the running 
safety and riding comfort of the moving trains on the bridge with different types and speeds 
were investigated.  

In September and November 2002, two field experiments were carried out in the 
experimental section of the Qin-Shen Railway. In the experiments, the China-made high-
speed trains, called “China-star” and “Pioneer” were used, with the highest train speeds 
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reaching 290 km/h and 321.5 km/h, respectively. Many useful results have been achieved 
from the experimental data, which verified the train-bridge system analysis model and the 
calculated results (Xia and Zhang, 2005).  

Since this railway line is located in the Bohai Rim earthquake sensitive region in China, 
the consideration of seismic excitations is necessary.  

The case study analyzes the runnability of the moving trains on the ten types of simply-
supported beam bridges subjected to earthquakes, with each bridge having five spans and four 
12m-height-piers. 

By normalizing the maximum acceleration as 0.1g in lateral direction and 0.05g in 
vertical, the seismic waves are input along the lateral and vertical directions from the bridge 
foundations identically (see Figure 9).  

 

 

Figure 9. Input seismic accelerations: (left) lateral acceleration; (right) vertical acceleration. 

The vertical, lateral and torsional irregularities of the track on the bridge are taken into 
consideration as the self-excitation by using the measured data from the Qinghuangdao-
Shenyang Special Passenger Railway in China. The wheel hunting displacement Yh (in the 
lateral direction) is assumed as a sinusoid function with a certain amplitude and a random 
phase, expressed as Equation (37), in which the hunting wavelength and amplitude are 15 m 
and 3 mm, respectively. Then the whole time histories of the running trains through the multi-
span simple beam bridges are simulated on computers by using the real parameters of the 
bridge structures  and the train vehicles. The dynamic responses of the bridge and the train 
vehicles, including the displacement and accelerations of the bridge and the derailment 
factors, the offload factors, and the wheel/rail lateral forces are obtained.  

4.1.2. Calculation Results 

Dynamic Responses of Train-Bridge System under Earthquake Loads 
 
The dynamic responses of the train-bridge coupling system when the power-concentrated 
train composed of 2 locomotive + 10 passenger cars, running on the bridge at a constant 
speed of 200 km/h with or without seismic excitations are both calculated, for the purpose of 
investigating the behaviors of various types of bridge structures subjected to earthquakes.  

Shown in Figure 10 and Figure 11 are the lateral and vertical dynamic responses of the 
bridge at the middle mid-span as the train runs through with and without seismic excitations 
(designated by the dashed line and the continuous line, respectively). Displayed in Figure 12 
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are the comparisons of the lateral and vertical acceleration responses of the first locomotive. 
It is seen from the response time histories that under the earthquake action, there are 
remarkable rises in the dynamic responses of the bridge and the vehicle. 
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Figure 10. Comparisons of lateral responses of bridge at mid-span with and without earthquakes. 
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Figure 11. Comparisons of vertical responses of bridge at mid-span with and without earthquakes. 
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Figure 12. Comparisons of vehicle accelerations with and without earthquakes. 

The maximum responses of the ten types of bridges with and without seismic excitations 
are listed in Table 2. It is found that the seismic actions have great influences on the dynamic 
responses of the bridge, especially for the single-track railway bridges. This may be because 
the lateral stiffness of the single-track bridge structures is weaker than that of the double-track 
ones. As a result, the vibration displacements and accelerations subjected to earthquakes are 
more prominent. In addition, the higher-frequency components occupy the majority of the 
input seismic waves, and the natural frequencies of the simple beam bridge are comparatively 
higher than long span bridges, these kinds of bridges are therefore more sensitive to the 
seismic excitation. 
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Table 2. Maximum responses of Bridges 

Displacement (cm) Acceleration (cm/s2) 

Lateral  Vertical Lateral  Vertical Bridge type 

1* 2* 1* 2* 1* 2* 1* 2* 

T-shaped beam, span 
12m, height  1.3m 0.102 0.068 0.196 0.112 59.8 36.6 154.1 118.0 

T-shaped beam, span 
16m, height 1.6m 0.133 0.070 0.369 0.277 61.2 39.9 221.8 170.2 

Box beam, span 20m, 
height 1.8m 0.154 0..076 0.440 0.265 55.4 33.1 134.2 98.5 

Box beam, span 24m, 
height 2.0m 0.151 0.073 0.500 0.303 53.2 29.0 141.8 105.4 

Box beam, span 24m, 
height 2.2m, integrated 
slab track 

0.138 0.065 0.390 0.268 51.5 27.9 133.0 101.4 

Box beam, span 24m, 
height 2.2m, long-
sleeper buried ballast-
less track 

0.134 0.065 0.395 0.274 50.9 28.6 135.5 102.3 

Double-
track 

railway 
bridge 

Box beam, span 32m, 
height 2.6m 0.198 0.097 0.865 0.554 52.6 28.9 90.2 63.4 

Box beam, span 20m, 
height 1.8m 0.315 0.179 0.380 0.262 106.0 56.4 141.1 109.8 

Box beam, span 24m, 
height 2.0m 0.288 0.141 0.553 0.392 111.8 53.3 128.5 99.7 

Single-
track 

railway 
bridge 

Box beam, span 32m, 
height 2.7m 0.219 0.117 0.887 0.528 98.8 46.5 95.7 61.1 

 
The maximum responses of the vehicles with and without seismic excitations are listed in 

Table 3. It is also found that earthquake actions have significant influences on the dynamic 
responses of the vehicle. 

The evaluation indices for the running safety of train vehicles currently adopted for the 
high-speed railways in China include the derailment factor Q/P (defined as the ratio of the 
lateral wheel-rail force to the vertical wheel-rail force), the offload factor ΔP/P (defined as 
the ratio of the offload vertical wheel-rail force to the static vertical wheel-rail force), and the 
lateral wheel-rail force Q. The expressions and allowances of these indices are as follows: 

 

 
)3/10(85.0:force Wheel/rail

6.0/:factor Offload
8.0/:factorDerail

stPQ
PP

PQ

+≤
≤

≤
Δ

 
  (61) 

 
where, Pst denotes the static wheel-set load in kN. 
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Table 3. Maximum responses of vehicles 

Derailment 
Factor 
(Q/P) 

Offload 
Factor 
(ΔP/P) 

Lateral 
Wheel/rail 
Force (Q) 

Lateral 
Acceleration 

(cm/s2) 

Vertical 
Acceleration 

(cm/s2) Bridge type 

1* 2* 1* 2* 1* 2* 1* 2* 1* 2* 

T-shaped beam, 
span 12m, height  
1.3m 

0.64 0.25 0.56 0.30 35.3 16.4 76.3 28.8 99.4 61.5 

T-shaped beam, 
span 16m, height 
1.6m 

0.67 0.26 0.59 0.34 36.7 18.2 79.5 33.1 81.5 42.0 

Box beam, span 
20m, height 1.8m 0.63 0.32 0.53 0.35 40.4 24.1 80.8 34.0 88.4 49.3 

Box beam, span 
24m, height 2.0m 0.66 0.31 0.52 0.36 41.5 23.6 80.2 36.7 74.0 46.3 

Box beam, span 
24m, height 
2.2m, integrated 
slab track 

0.65 0.28 0.52 0.40 38.9 22.2 74.5 33.5 67.5 37.8 

Box beam, span 
24m, height 
2.2m, long 
sleeper buried 
ballastless track 

0.65 0.28 0.52 0.35 37.6 21.0 73.1 30.2 66.6 38.7 

Double-
track 

railway 
bridge 

Box beam, span 
32m, height 2.6m 0.71 0.38 0.57 0.35 37.7 21.0 73.4 29.9 80.2 55.3 

Box beam, span 
20m, height 1.8m 0.97 0.39 0.92 0.46 50.5 28.7 126.0 55.5 70.0 48.1 

Box beam, span 
24m, height 2.0m 0.96 0.45 0.89 0.49 39.7 25.1 129.4 51.0 84.4 53.2 

Single-
track 

railway 
bridge Box beam, span 

32m, height 2.7m 0.94 0.45 0.88 0.52 43.9 22.9 113.7 42.8 78.7 54.0 

Note: 1* indicates the case with seismic excitation, while 2* without. 

Influences of Train Speed 
 
Taking three kinds of simply-supported beam bridges as examples, i.e., the T-shaped beam 
bridge with double-tracks (span: 16m, height: 1.6m), the box beam bridge with double-tracks 
(span: 32m, height: 2.6m), and the box beam bridge with single-track (span: 32m, height: 
2.7m), to study the dynamic behaviors of the train-bridge coupling system subjected to 
earthquakes with different train speeds.  

Displayed in Figure 13 are the distributions of the maximum responses of the bridge and 
the vehicle with respect to the train speed. The results show that the dynamic indices all 
increase with the train speed. 
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Note: A represents the T-shaped beam bridge with double-tracks (span: 16m, height: 1.6m);  
B represents the box beam bridge with double-tracks (span: 32m, height: 2.6m);  
C represents the box beam bridge with single-tracks (span: 32m, height: 2.7m). 

Figure 13. Dynamic responses of train-bridge system vs train speed. 

Influences of Pier Height 
 
The relationship between the pier height and the seismic responses of the superstructure is 
more complex. In this section, taking three kinds of simple beam bridges described above as 
examples, to study the dynamic behaviors of the train-bridge coupling system subjected to 
earthquakes with different pier heights.  

Displayed in Figure 14 are the distributions of the maximum responses of the bridge and 
the vehicle with respect to the pier height.  
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Note: A represents the T-shaped beam bridge with double-tracks (span: 16m, height: 1.6m);  
B represents the box beam bridge with double-tracks (span: 32m, height: 2.6m);  
C represents the box beam bridge with single-tracks (span: 32m, height: 2.7m). 

Figure 14. Dynamic responses of train-bridge system vs pier height. 

4.1.3. Summary of Analytical Results for Case Study I 
 

The main conclusions are summarized for the case study of dynamic responses of simply-
supported bridges subjected to uniform seismic excitations as follows: 
 

1. For the ten kinds of simple beam bridges with the span-length ranging from 12 m to 
32 m adopted in the Qinghuangdao-Shenyang Special Passenger Railway in China, 
earthquake actions have significant influences on the train-bridge coupling system, 
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which results in the increase of the system responses, while the decrease of the 
structure safety. 

2. The train speed and the pier heights have significant effects on the dynamic 
responses of the train-bridge coupling system subjected to earthquakes. 

3. Due to that the seismic accelerations used in the case study are normalized as 100 
cm/s2 in horizontal and 50 cm/s2 in vertical, respectively, the results are only adapted 
to the analysis of the response mechanism and rules of train-bridge system under 
earthquakes. For the safety assessment of the system, further analysis should be 
performed using actual earthquake records. 

4.2. Case Study II: Dynamic Responses of a Continuous Bridge Subjected to 
Non-uniform seismic Excitations 

The case study on the train-bridge system subjected to non-uniform seismic excitations 
concerns a continuous bridge across the Huaihe River on the Beijing-Shanghai High-speed 
Railway in China, which is now under construction.  

4.2.1. Bridge Description and Calculation Parameters 
 

The bridge consists of seven spans of continuous PC box girders, 48+5×80+48 m, as is shown 
in Figure 15, which is also one of the most commonly used structural types of bridges in the 
high-speed railways in China.  
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Figure 15. Model of train-bridge system subjected to earthquake. 

The bridge is located on the site with Class-II subsoil. The piers are 16~22 m high, with 
round-end sections and pile foundations.  

The continuous box girders have variable sections that are 6.1 m high at the support 
position and 3.8 m at the mid-span (see Figure 16). Mounted on the third pier are fixed pot 
neoprene bearings, while the rest are moveable ones. 

The ANSYS software is employed in establishing the finite element model of the bridge, 
with the girders and piers being all dispersed by using the Beam 4 elements, and the 
secondary loads of the bridge distributed on the girders as supplementary mass. 
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Figure 16. Typical cross-section of bridge deck: (upper) mid-span; (lower) support. 

For the movable bearings, the translational displacements along the longitudinal axis x 
are free, and so are the rotations with respect to the vertical axis z and the transverse axis y of 
the girder ends; while the translational displacements along the other two axes are taken as 
the master-and-slave freedoms with the pier-tops, and so is the rotation with respect to the 
longitudinal axis x.  

For the fixed bearings, the rotations with respect to the vertical axis z and the transverse 
axis y of the girder ends are free; while the other three translational displacements and one 
rotation are taken as the master-and-slave freedoms with the pier-top. 

The interactions between the foundations and the soils are modeled by the Matrix 27 
elements. The parameters of the elements are determined according to the dimensions and the 
properties of the surrounding soils. The natural vibration properties of the bridge are analyzed 
and there are altogether 60 frequencies and mode shapes obtained for such a long seven-span 
bridge, and are included in the calculation. The first vertical and lateral frequencies of the 
girders are 1.24 Hz and 2.33 Hz, respectively (see Table 4).  
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Table 4. Modal analysis summary of the bridge 

Mode number Natural Frequency (Hz) Description of mode shape 

1 0.90 Longitudinal vibration of bridge deck and piers 

2 1.24 Vertical vibration of bridge deck 

3 1.57 Vertical vibration of bridge deck 

4 2.01 Vertical vibration of bridge deck 

5 2.33 Lateral vibration of bridge deck 

6 2.52 Vertical vibration of bridge deck 

7 2.57 Lateral vibration of bridge deck 

8 2.90 Lateral vibration of bridge deck 

9 3.05 Vertical vibration of bridge deck 

10 3.06 Longitudinal vibration of piers 

11 3.09 Lateral vibration of bridge deck and piers 

12 3.21 Lateral vibration of bridge deck and piers 

13 4.16 Vertical vibration of bridge deck 

14 4.26 Vertical vibration of bridge deck 

15 5.25 Lateral vibration of bridge deck and piers 

16 5.35 Vertical vibration of bridge deck 

17 5.58 Lateral vibration of bridge deck and piers 

18 5.83 Lateral vibration of bridge deck and piers 

19 5.91 Lateral vibration of bridge deck and piers 

20 6.07 Vertical vibration of bridge deck 

 
A seismic acceleration record from the Kern County earthquake, which took place on 

July 21, 1952, is selected for the study. The time record and the power spectrum of this 
earthquake are shown in Figure 17, from which one can see that the main frequency of the 
earthquake is 2.78Hz. The maximum accelerations in the analysis are normalized as 0.1g in 
the horizontal direction (perpendicular to the longitudinal axis of the bridge) and 0.05g in the 
vertical direction.  

 

 

Figure 17. Seismic acceleration (left) and its PSD (right) curves. 
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Three classes of subsoil, Class-I, Class-II and Class-III, are considered in the analysis. 
Assuming that the earthquake wave propagates in the subsoil from one end of the bridge to 
the other, for each class of subsoil, three propagating velocities of the seismic wave are used 
in the simulations, which are 800m/s, 1000m/s and 1500m/s for Class-I subsoil; 400m/s, 
500m/s and 600m/s for Class-II subsoil; and 180m/s, 250m/s and 360m/s for Class-III 
subsoil, respectively. The wavelengths corresponding to the main frequency of 2.78Hz can 
thus be estimated as 288m, 360m and 432m for Class-I subsoil; 144m, 180m and 216m for 
Class-II subsoil; and 65m, 90m and 130m for Class-III subsoil, which are longer than the 
distances between the adjacent bridge piers, but shorter than the total length of the bridge. 
The seismic waves with phase differences are input along the horizontal and vertical 
directions to the bridge foundations. For the concerned continuous bridge, the maximum time 
delays between the seismic waves arriving at the foundations are 0.62s, 0.49s and 0.33s for 
Class-II subsoil; 1.24s, 0.99s and 0.83s for Class-II subsoil; and 2.76s, 1.98s and 1.38s for 
Class-II subsoil, respectively. 

The high-speed train China-Star, used in the calculation, consists of one front locomotive, 
nine passenger cars and one rear locomotive, with the average axle loads being 195kN for the 
locomotive and 142.5kN for the passenger car, respectively. The lateral and vertical natural 
frequencies are 1.23 Hz and 0.952 Hz for the locomotive, and 1.05 Hz and 0.734 Hz for the 
passenger car, respectively. Figure 18 illustrates the dimensions of the first locomotive and 
the two passenger cars. The calculation train speeds are 120, 160, 200, 240, 280 and 320 
km/h, respectively.  
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Figure 18. Composition of the China-Star high-speed train (unit: cm). 

The track irregularities measured from the Qinghuangdao-Shenyang Special Passenger 
Railway in China are used in the calculation (Xia and Zhang, 2005). There are four groups of 
irregularities, including left vertical, right vertical, left lateral and right lateral, used for the 
left and right rails, respectively. Displaced in Figure 19 are the lateral irregularity curve and 
its power spectrum. 

 

 

Figure 19. Rail irregularity (left) and its PSD (right) curves. 
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Assume that the earthquake takes place as the train moves onto the bridge. The starting 
times of the input seismic waves are adjusted in the calculation to assure that the maximum 
seismic acceleration occurs while the train is traveling on the bridge. The damping ratio of the 
bridge structure is taken as 3% in reference of the measured value in Xia and Zhang (2005), 
and is introduced into Equation (33) by using the Rayleigh damping. The damping parameters 
of the vehicles can be found in Han (2005). The integration time step is taken as 0.00005s. 

4.2.2. Dynamic Responses of the Train-Bridge System under Seismic Loads  
 

The displacement and acceleration histories of the bridge at the mid section of the mid-span 
(mid-span for short) are presented in Figures 20 and 21, when the train runs on the bridge at a 
constant speed of 200km/h.  
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Figure 20. Vertical deflection (left) and lateral displacement (right) of bridge at mid-span. 
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Figure 21. Vertical (left) and lateral (right) accelerations of bridge at mid-span. 

In the above and the following figures, vs represents the propagating velocity of the 
seismic waves, and vs = ∞ denotes the uniform excitation. The results indicate that the time 
histories of vertical deflections and accelerations at the mid-span of the bridge assume almost 
the same form for different seismic traveling wave excitations. For vertical deflections and 
accelerations, the bridge vibrates more intensively with the increase of the seismic 
propagating velocity, reaching maximum values under the uniform excitations. The time 
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history curves of the lateral accelerations of the bridge at mid-span show similar properties 
under seismic excitations of different propagating velocities. 

The vertical and lateral acceleration histories of the first vehicle are presented in Figure 
22, when the train runs on the bridge at a speed of 200 km/h. Under the same seismic 
excitation, the time history curves of the vertical and the lateral car-body accelerations vary 
with the seismic wave propagating velocities. 
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Figure 22. Vertical (left) and lateral (right) accelerations of vehicle. 

Three evaluation indices for the running safety of train vehicles, including the derailment 
factor Q/P, the offload factor ΔP/P, and the lateral wheel-rail force Q are calculated in the 
case study. The expressions and allowances of these indices are in terms of Equation (61). 
The allowable lateral wheel-rail forces for the China-Star locomotives and passenger cars are 
63.75 kN and 45.33 kN, corresponding to their static loads 195.0 kN and 130.0 kN, 
respectively.  

The wheel-rail contact model can deal with the instantaneous digression of the wheel 
from the rail. But for the calculated derailment factors, only those corresponding to the 
digressing time shorter than 0.015s are taken into account in the following analysis, 
considering that very short digression of a wheel from the rail has no significant influence on 
the running safety of the vehicle. 
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Figure 23. Maximum bridge displacement (left) and acceleration (right) vs train speed. 
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Figure 24. Maximum vehicle acceleration (left) and derailment factor vs train speed. 
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Figure 25. Maximum offload factor (left) and wheel/rail force (right) vs train speed. 

Shown in Figures 23 to 25 are the distributions of the maximum lateral responses of the 
bridge and the evaluation indices of the vehicles with respect to the train speed and the 
seismic wave propagating velocity. 

Referring to the above figures, it is clear that the influences of seismic wave propagating 
velocity on the dynamic responses of the bridge and the vehicles can be summarized as 
follows. 

 
1. For the bridge, the lateral displacements and accelerations change only slightly 

with the seismic wave propagating velocity, with lower velocity tending to 
induce greater displacements but smaller accelerations. The maximum lateral 
displacements and accelerations change with the train speed and assume peak 
values at a train speed of 280 km/h under different seismic wave propagating 
velocities. For a bridge with such long spans, the peak responses can neither be 
explained by the loading speed nor by the regularly arranged train vehicle wheel 
axles as in the bridge-train resonance cases. Instead, they are induced by the rail 
irregularity (Guo, 2005). From Figure 18 one can see that the peak wavelength 
of the rail irregularity is about 34 m. Assuming a lateral frequency of 2.33 Hz for 
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the bridge, the resonance train speed can thus be estimated to be 
2803433.26.3 ≈××  km/h. 

2. For the vehicles, the accelerations of the car body are influenced by the seismic 
wave propagating velocity, but with no obvious fixed pattern. For example, 
when the train speed equals 200 km/h, the lateral acceleration of the car body is 
1.289 m/s2 under vs = 600 m/s, which is greater than 1.252 m/s2 under vs = 500 
m/s and less than 1.331 m/s2 under vs = 400 m/s; however, when the train speed 
equals 280 km/h, the lateral acceleration of the car body is 1.469 m/s2 under vs = 
600 m/s, which is less than 1.591 m/s2 under vs = 500 m/s and greater than 1.428 
m/s2 under vs = 400 m/s, respectively. Under all the seismic wave propagating 
velocities employed in the calculations, the lateral accelerations of the car body 
tend to increase with the train speed. 

3. The running safety indices of the train vehicles under earthquakes, including 
derailment factors, offload factors and lateral wheel-rail forces, all generally 
increase with the train speed. Under given train speeds, no obvious patterns can 
be identified for the effects of the seismic wave propagating velocity on the 
running safety indices of vehicles. The estimated indices by calculation may be 
apparently smaller if the effect of seismic traveling wave is not considered. For 
instance, at a train speed of 240 km/h, the offload factors are calculated as 0.581 
under vs = ∞ and 0.619 under vs = 600 m/s. Obviously, when the Chinese Code 
GB5599-85, which stipulates that the offload factor should be smaller than 0.6, 
is employed to assess train safety, an erroneous conclusion may be reached if 
without considering the effect of seismic traveling wave. 

 
Therefore, the effect of seismic traveling wave should be considered in evaluating the 

running safety of trains on the bridge during earthquakes. 

4.2.3. Safety Control of Train Vehicles Traveling on Bridge during Earthquakes 
 

The running safety of train vehicles on high-speed railway bridges during earthquakes is a 
concerned issue in railway engineering. 

By taking the earthquakes intensity (acceleration) and the train speed as the main 
parameters that control the running safety of train vehicles, the threshold speed of train 
vehicles traveling on bridge during earthquakes can be determined according to the safety 
evaluation indices given in Equation (61) in the following way:  

 
1. Firstly, keeping the earthquake intensity as a constant at each stage, the dynamic 

responses of the train vehicles are calculated by changing the train speed from 40 
km/h to 360 km/h with an increment of 20 km/h. If any of the three indices is 
exceeded, the previous train speed is considered as the critical train speed for the 
corresponding earthquake intensity.  

2. The earthquakes peak intensity is then changed from 0.0g (without seismic 
excitation) with an increment of 0.02g in the horizontal and 0.01g in the vertical 
directions, respectively. The dynamic responses of the train vehicles are 
calculated at different train speeds under each earthquake intensity and each 
seismic wave propagating velocity.  
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3. The relationship between the earthquake intensity and the critical train speed can 
thus be obtained, by plotting the above calculated results under all seismic wave 
propagating velocities in an identical coordinate system, with the abscissa 
representing the earthquake intensity and the ordinate the train speed.  

 
The results are shown in Figures 26-28, corresponding to the first-class, second-class and 

third subsoils, respectively. 
 

 

Figure 26. Critical train speed for vehicle safety vs earthquake intensity on site soil of Class I. 

 

Figure 27. Critical train speed for vehicle safety vs earthquake intensity on site soil of Class II. 
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Figure 28. Critical train speed for vehicle safety vs earthquake intensity on site soil of Class III. 

From Figures 26-28 one can see that for different earthquake intensities, the critical 
speeds of the train on the bridge are also different. The results show that the critical train 
speed is controlled by the offload factor with respect to the earthquake intensities of 0.0-
0.12g, and by the lateral wheel-rail force with respect to the earthquake intensities of 0.14-
0.18g, respectively. For the China-Star train, within the train speed range of 40~360 km/h, the 
critical train speed decreases with the increase of the earthquake intensity, and the decrease 
rate becomes larger when the earthquake intensity is greater than 0.08g. In this example, the 
maximum earthquake intensity can be estimated as 0.12g for the train speed of 160 km/h, and 
0.08g for the train speed of 260 km/h. 

By referencing this example, this method can be applied to other bridges to determine 
their critical train speed curves by taking into account of the soil conditions and the dynamic 
properties of the bridges. 

4.2.4. Summary of Analytical Results for Case Study II 
 

The main conclusions are summarized for the case study of dynamic responses of a 
continuous bridge subjected to non-uniform seismic excitations as follows: 

 
1. Seismic traveling waves affect the dynamic responses of the coupled train-bridge 

system. Lack of considering the traveling wave effect may lead to unsafe 
conclusions. It is not always true that the faster the seismic wave propagating 
velocity, the closer the dynamic response of the train-bridge system is to the 
corresponding ones under the uniform seismic excitations. Therefore, the seismic 
wave propagating velocity should be considered according to the property of the 
subsoil in calculation of the dynamic response of train-bridge system subjected to 
earthquakes. 

2. For the dynamic response of train vehicles, the lateral car body accelerations, 
derailment factors, offload factors and lateral wheel-rail forces all increase with the 
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train speed. Therefore, the influences of train speed should be taken into account in 
evaluating the runnability of vehicles on the bridge during earthquakes. 

3. Dynamic analysis of coupled train-bridge systems subjected to earthquakes is quite 
complicated. The proposed analysis model and the calculation results may provide a 
reference for the dynamic design of railway bridges. 

5. Conclusion 

In this chapter, the previous and current development of the research on the dynamic 
responses of railway bridges under running trains and earthquakes and their influences on 
running safety of train vehicles are investigated and summarized. Based on the studies of 
predecessors, a dynamic model of coupled train-bridge system subjected to earthquakes is 
established by connecting the motion equations of the bridge under earthquakes and the 
vehicles through the nonlinear contact relationships between the wheels and rails, in which 
the non-uniform characteristics of the seismic wave input from different foundations are 
considered. The seismic loads are imposed on the bridge by using the influence matrix and 
exerted on the vehicles through the dynamic wheel-rail interaction relationships. A computer 
code is developed. Two case studies are then performed to several actual bridges in China, 
including the simply-supported girder bridges with different span-lengths in the 
Qinghuangdao-Shenyang Special Passenger railway, and the continuous PC girder bridges on 
the planned Beijing-Shanghai high-speed railway. Through input of typical seismic waves 
with different propagation velocities to the train-bridge system, the histories of the train 
running through the bridge are simulated and the dynamic responses of the bridge and the 
vehicles are calculated. The influences of different train speeds and earthquake wave 
propagation velocities in non-uniform seismic excitations on the dynamic responses of the 
bridge-vehicle system are studied. The critical train speeds are proposed for running safety on 
high-speed railway bridges under earthquakes of various intensities.  
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Chapter 5

ON THE SEISMIC ATTENUATION
WITH CONSIDERATION OF THE PREDICTION

MODEL COMPLEXITY

Ka-Veng Yuen* and He-Qing Mu
Faculty of Science and Technology, University of Macau, Macao, China

Abstract

Estimation of peak ground acceleration is one of the main issues in civil and earthquake
engineering practice. The Boore-Joyner-Fumal empirical formula is well known for this
purpose by estimating the peak ground acceleration using information such as the magnitude
of earthquake, the site-to-fault distance and the site foundation properties. The complexity of
this prediction formula is investigated in this study. For example, should we use a first-order
or a second-order polynomial for the earthquake magnitude? It is obvious that a more
complicated prediction model class (i.e., a formula with more free parameters) possesses
smaller fitting error for a set of data. However, this does not imply that the complicated
predictive formula is more realistic since over-fitting may occur if there are too many free
parameters. In this chapter we propose to use the Bayesian probabilistic model class selection
approach to obtain the most suitable prediction model class for the seismic attenuation
formula. In this approach, each prediction model class is evaluated by the plausibility given
the dataset. A complicated model class is penalized by the “Ockham factor”, which is a
natural consequence of the aforementioned plausibility, instead of any ad-hoc penalty terms.
The optimal model class is robust in the sense that there is balance between the data fitting
capability and the sensitivity to noise. A database of strong-motion records, obtained from the
China Earthquake Data Center, is utilized for the analysis. The optimal prediction model class
and its most plausible model parameters are determined. Quantification of the uncertainty of
the parameters is allowed by the Bayesian probabilistic methodology and this can be used for
uncertainty analysis of the predicted peak ground acceleration. It turns out that the optimal
model class is simpler than the full order attenuation model suggested by Boore, Joyner and
Fumal (1993).

Keywords: Bayesian inference, Boore-Joyner-Fumal formula; model class selection; peak
ground acceleration; seismic attenuation
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1. Introduction

Prediction of peak ground acceleration (PGA) has received great attention in the society of
civil engineering, earthquake engineering and seismology in the previous decades. Significant
amount of work can be found in predicting the PGA by using the magnitude of earthquake,
station-to-hypocenter distance, and the properties of the site foundation [1-8]. In particular,
the Boore-Joyner-Fumal seismic attenuation formula is a well-known regression model for
estimation of the PGA and it is given by [6, 7]

ε+++++−+−+= CB GbGbrbrbMMbMMbbPGA 761054
2

0302110 log)()(log (1)

where M is the moment magnitude of the earthquake [9]; 0M  is a shifting constant and

60 =M  is used in [6, 7]; r is the observation station-to-hypocenter distance (in km); BG  and

CG  are site foundation classification variables: BG  = 1 for class B and 0 otherwise, and CG
= 1 for class C and 0 otherwise [6, 7] (the classification of foundation will be discussed
further in Section 4); and ε  is a zero-mean Normal random variable to model the prediction
error. In this model, the parameters to be identified are 7,,2,1, …=kbk  and the standard

deviation εσ  for the prediction error ε . The parameters of this model can be estimated by
maximum likelihood method with the strong-motion records.

In [10-13], the Crouse and McGuire model [14] was used for the attenuation model with
the strong-motion records from different areas of China and this model has essentially a
different functional form from Eq. (1):

[ ] ε++++= )exp(lnln 54321 MccrcMccPGA (2)

where the variables M and r are defined in the same way as in Eq. (1). Note the prediction
models in Eq. (1) and Eq. (2) are both empirical models. One may wonder if better results can
be obtained by adding/erasing terms to these models or by considering a different functional
form. A good prediction model class should be capable to fit the strong-motion records and at
the same time be insensitive to observation and modeling error. If the number of free
parameters in a model class is very large, this model class possesses powerful data fitting
capability but may become very sensitive to the noise in the dataset, referred to as “over-
fitting”. This is because the identified parameters of this model class depend highly on the
detail of the data (including the measurement noise and modeling errors) and it may cause
large errors in future predictions.

In this work, the regression formula given in [6, 7] is examined. Thirty two model classes
are constructed by including subsets of terms in the regression equation (Eq. (1)). Bayesian
statistical methods have been widely used in many areas in science and engineering [15]. In
this chapter, we propose to use the Bayesian model class selection approach [16, 17] to select
among these thirty two model classes. This approach has been shown promising in several
research areas, such as artificial neural networks [16, 18], structural dynamics and model
updating [17], damage detection [19], fracture mechanics [20], and air quality prediction [21],
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etc. As will be shown in Section 3, it considers the plausibility of each model class
conditional on the database. The plausibility of a model class can be factorized as a product of
the likelihood and a measure of the robustness of the model class (namely the “Ockham
factor”). The Ockham factor penalizes those model classes that are over-parameterized and
therefore prone to error due to the noise in the dataset. As a result, the optimal model class
has the best tradeoff between the data fitting capability and the robustness to measurement
noise and modeling error. A database of 266 strong-motion records from the China
Earthquake Data Center [22] is utilized for this study. The observation stations are located in
three regions of China (Tangshan, Xinjiang and Guangdong) with different geological
condition. Investigations are performed with records of individual regions as well as the full
database.

2. Prediction Model Class Candidates

In order to examine the suitability of the prediction model class in Eq. (1) and to propose the
most suitable one, model class candidates are constructed. A prediction model class is
referred to a prediction formula with free parameters governed by a probability density
function (PDF). On the other hand, a prediction model is a prediction formula with fixed
parameters so the former is a set of (infinitely many) prediction models/formulae. Here, we
consider prediction model classes in similar functional forms of Eq. (1) but to include
different combinations of terms in different model classes. First of all, the constant 1b  is
necessary to serve as the scaling factor of the PGA for any model class so all model classes
include 1b . As will be discussed later in Section 4 that only strong-motion records with

moment magnitude M>3.5 are utilized, 5.30 =M  is taken in this study. There are four

possibilities for the contribution of M, namely without any terms for M, )( 02 MMb − ,
2

03 )( MMb −  and 2
0302 )()( MMbMMb −+− . For the contribution of r, there will be

also four possibilities, namely without any terms for r, rb4 , rb 105 log  and

rbrb 1054 log+ . For the site properties, we either consider or not consider both terms

( BGb6  and CGb7 ) at the same time. Therefore, there are totally 4�4�2=32 candidates of
model class, namely C1, C2, …, C32.

3. Selection of the Prediction Model Class

Let D denote the data that includes the measured PGA and the corresponding earthquake
magnitude, observation station-to-hypocenter distance and site foundation properties. We
attempt to use D to select the most suitable prediction model class among the aforementioned
model class candidates C1, C2, …, C32. Since probability may be interpreted as a measure of
plausibility [21], the plausibility of a prediction model class kC  given the data D is given by
[16]
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where )( kCP  is a prior plausibility of a model class and it is treated as a uniform prior in this

study, i.e., 
32
1)( =kCP , k=1,2,…,32. The factor )(Dp  is a normalizing constant regardless

of the model class so that 1)(
32

1
=∑

=k
k DCP . The factor )( kCDp  is called the evidence for

model class kC  given the data D. Since uniform prior is used in this case, the plausibility of a
model class is proportional to the evidence. By the theorem of total probability [24], the
evidence of model class kC , )|( kCDp , is given by

∫Θ= θθθ dCpCDpCDp kkk )|(),|()|( , k=1,2,…,32 (4)

where θ  is the parameter vector in the parameter space Θ  that defines each model in kC .

Note that the parameter vector θ  and the parameter space Θ  depend on the model class kC
even though this is not explicitly reflected in the symbol. This is done for the purpose of
simplifying the notation only. The prior PDF )|( kCp θ  is specified by the user and

),|( kCDp θ  is the likelihood that will be introduced in Section 3.1. In the current situation
that the predicted PGA is a linear function of the uncertain parameters, unique global
maximum exists for the integrand in Eq. (4) (i.e., )|(),|( kk CpCDp θθ ). This is referred to

the globally identifiable case and )|(),|( kk CpCDp θθ  can be well approximated by a
Normal PDF when the number of data points is large [25, 26]. As a result, the integral in Eq.
(4) can be well approximated by using Laplace’s method [27]:

2
1

2 )ˆ()2)(|ˆ(),ˆ()(
−

= θπθθ k

N

kkk HCpCDpCDp
k

, k=1,2,…,32 (5)

where kN  is the number of parameters to be determined in the model class kC ; θ̂  is the

optimal parameter vector found by maximizing )|(),( kk CpCDp θθ  (equivalent to

minimizing the negative of its natural logarithm )],ˆ()ˆ(ln[ kk CDpCp θθ−  for better

numerical condition); )ˆ(θkH  is the Hessian matrix of the objective function

)],ˆ()ˆ(ln[ kk CDpCp θθ−  with θ  evaluated at θ̂  and εσ  evaluated at εσ̂ . Specifically,

the ),( ji  component of the Hessian matrix )ˆ(θkH  is given by
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where iθ  is the i 
th component of the parameter vector θ . In Eq. (5), the factor

2
1
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−

θπθ k
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k HCp
k

 is called the Ockham factor:

2
1

2 )ˆ()2)(|ˆ(
−

= θπθ k

N

kk HCpOc
k

(7)

The Ockham factor serves as a measure of the robustness of a model class. It penalizes the
model classes that depend too sensitively on their parameters because the robustness of this
model class is low (sensitive to noise and modeling error) and over-fitting/over-
parameterization may occur. In such case, small changes of the dataset may substantially
affect the parameter identification results. This is not preferable since future prediction will be
sensitive to the modeling error and measurement noise of the dataset.

3.1. Identification of Prediction Model Parameters

Given a model class kC , the optimal parameter vector θ̂  for a given model class is the one

that maximizes the posterior PDF ),( kCDp θ . The posterior PDF provides a measure of the

relative plausibility of the values of the parameters in θ . Note that the posterior PDF is
proportional to the integrand of Eq. (4). By Bayes’ theorem, this PDF is given by [25]

 ⎥
⎦

⎤
⎢
⎣

⎡
−= −−

),(
2

exp)2)((),( 2
2

0 k
N

N

kk CDJNCpcCDp θ
σ

σπθθ
ε

ε (8)

where 0c  is a normalizing constant, N  is the number of strong-motion records in D and

)( kCp θ  is the prior PDF of the model parameters expressing the user’s judgment about the

relative plausibility of the values of the prediction model parameters without using the data.
In this study, a flat prior PDF is used for not biasing the results prior to the data. The error
function ),( kCDJ θ  is given by

 [ ]
2

1
1010 )(log),;(log1),( ∑ −=

=

N

l
okk lPGAClPGA

N
CDJ θθ  (9)
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where )(lPGAo  is the l th observed record while ),;( kClPGA θ  is the corresponding model

predicted PGA with the parameter vector θ . The most plausible model parameters θ̂  are
obtained by maximizing the posterior PDF ),( kCDp θ  in Eq. (8). This is equivalent to

minimizing the error function ),( kCDJ θ  in Eq. (9) over all the parameters in θ , because a

flat prior PDF is used. The most plausible value of the prediction error variance can be found

by solving 0
),(
=

∂
∂

εσ
θ kCDp

 and it is readily obtained

by ),|ˆ(),|(minˆ 2
kk CDJCDJ θθσ

θε == . For large N, the posterior PDF ),( kCDp θ

can be well approximated by a Normal PDF centered at its optimal point [25, 26]. Therefore,
the uncertainty of the parameter estimation can be represented by its covariance matrix given

by 1)ˆ( −=Σ θθ kH  , where )ˆ(θkH  is given in Eq. (6). Note that the diagonal elements of θΣ
are the marginal variance of the corresponding element of θ  and the quantification of the
uncertainty of the model parameters can be used for the uncertainty analysis of the predicted
PGA.

4. Results

4.1. Description of the Database

A database of strong-motion records is obtained from the China Earthquake Data Center [22].
In this study, we consider the horizontal components of the PGA records and only the records
with M>3.5 are utilized so 5.30 =M is taken in Eq. (1). Table 1 summarizes the information
of the records in this database. Note that some records correspond to the same earthquake
observed in the same station but with different machines and the numbers in the bracket
denote the independent records (i.e., excluding the records with the same earthquake observed
at the same station). There are totally 266 records, observed from 34 stations in the Tangshan,
Xinjiang, and Guangdong region. Figure 1 shows the magnitude of the earthquake versus the
site-to-hypocenter distance for each record. The symbols “�”, “o”, and “�” denote the
records in the Tangshan, Xinjiang and Guangdong region, respectively.

Table 1. Information of the database

Region Records Earthquakes Stations Class A Class B Class C
Tangshan 94 (91) 18 19 8 6 5
Xinjiang 155 (155) 125 13 4 6 3

Guangdong 17 (4) 4 2 2 0 0
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Figure 1. Distribution of M and r in the database.

The classification of the site foundation depends on its stiffness and the averaged shear
velocity over the upper 30 m is used as its measure [6]. Since only the soil/rock types are
given in the data center, the site class is defined in a slightly different way from the original
definition by [6]. Specifically, granite, sandstone, bedrock, siltstone, and conglomerate are
classified as class A. Alluvium, diluvium, and weathering conglomerate are included in class
B. Soft soil, clay and sub-clay are classified as class C. In this study, we will perform
independent study of the prediction model class selection using the data from the Tangshan
region and the Xinjiang region but not the Guangdong region since all the records in the
Guangdong region are obtained from stations on granite (site class A) only. Therefore, it is
not possible to obtain the parameters 6b  and 7b  by using the records from the Guangdong

region alone because 0=BG  and 0=CG  in this case. However, we will perform the
prediction model selection with the full set of data including records from all these three
regions.

Note that the range of PGA10log  in the dataset lies in the interval of [-1,3]. The prior

PDF for 1b  in Eq. (1) is taken to be a uniform distribution in the range from -1 to 3. For the
other parameters (if they are included in a prediction model class), they are also taken as
uniform distribution in order to let the dataset to infer the parameter values. By considering
the previous work in [1-8], the range of the uniform distribution is taken as [-1,1] for 2b , 3b ,

5b , 6b  and 7b . For 4b , it was observed that it is much smaller from previous study. This is

also expected to happen in this case because r  is much larger than r10log  in the range of
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our dataset (Figure 1). Specifically, the range for its uniform distribution is taken to be [-0.01,
0.01]. Note that as long as the range is large enough, the values of the bounds do not affect
the identification results for the parameter vector θ .

4.2. Tangshan Region

Tangshan city is located in the North China Plain. Table 2 shows the results of the prediction
model class selection using the horizontal records of the Tangshan region. The first column
shows the ranking of each prediction model class. A smaller number of the ranking
corresponds to a higher plausibility of the model class. The second column shows the
parameters being included in that model class, e.g., “1 2 3 5” denotes a model class with free
parameters 1b , 2b , 3b , and 5b  in Eq. (1), i.e.,

rbMMbMMbbPGA 105
2

0302110 log)()(log +−+−+= . The third and fourth columns
show the likelihood factor and the corresponding standard deviation of the fitting error. The
fifth column shows the value of the Ockham factor kOc  in Eq. (6), that indicates the
robustness of the model class, and the last column shows the plausibility of each model class.
The full model class with all the seven parameters has the largest likelihood value because it
has the highest capability to fit the data. This is intuitive because the full model class has the
largest solution space so it is capable to fit the dataset at least as well as any other model
classes with less free parameters. However, its robustness is not as good as the other model
classes and its Ockham factor (measure of robustness) is 5.79�10-10, which is the smallest
among all the model class candidates. Table 3 shows the optimal parameters of each model
class. The numbers in parenthesis denote the standard deviation of that parameter calculated
using the Bayesian probabilistic approach described at the end of Section 3.1. In order to
balance the data fitting capability and robustness, a relatively simple model class is selected
and its optimal model is given by

 rMMPGA 10
2

10 log86.0)5.3(19.0)5.3(76.09.1log −−−−+=  (10)

where PGA is in cm/s2. The term r10log86.0−  indicates that the PGA decreases with an
increasing site-hypocenter distance. The PGA decreases by 45% (≈(1-2-0.86) �100%) when r
increases by 2 times if all the other factors remain. This prediction model class has
plausibility over 0.7 by the Bayesian model selection approach.

Note that the terms BGb6  and CGb7  are not included in this model. By observing the

model classes that include the parameters 6b  and 7b , one can see that the optimal values of
these parameters are of similar order of its standard deviation of the estimates. This implies
that the data does not provide significant evidence for such terms to be included. Furthermore,
some of the values of 7b  (in some of the model classes with low plausibility) are negative.
This seems to contradict with physics at the first glance. However, this is only due to the large
posterior uncertainty of this parameter, i.e., the dataset does not have much saying on the
value of this parameter.
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Table 2. Model class selection results (Tangshan)

Parameters ),ˆ( kCDp θ εσ̂ kOc )( DCP k

1 1 2 3 5 5.54E-09 0.30 4.74E-07 7.04E-01
2 1 2 4 5 7.65E-10 0.30 7.88E-07 1.61E-01
3 1 2 3 4 5 5.72E-09 0.30 7.35E-08 1.13E-01
4 1 2 3 5 6 7 1.15E-08 0.29 3.72E-09 1.14E-02
5 1 2 5 1.27E-12 0.32 1.25E-05 4.24E-03
6 1 2 4 5 6 7 1.09E-09 0.30 6.61E-09 1.94E-03
7 1 2 3 4 5 6 7 1.15E-08 0.29 5.79E-10 1.78E-03
8 1 3 4 5 1.23E-11 0.32 4.06E-07 1.34E-03
9 1 2 4 7.42E-13 0.33 4.95E-06 9.84E-04

10 1 3 4 2.49E-13 0.33 2.21E-06 1.48E-04
11 1 2 3 4 7.43E-13 0.33 5.06E-07 1.01E-04
12 1 2 5 6 7 2.00E-12 0.32 1.19E-07 6.38E-05
13 1 3 4 5 6 7 1.65E-11 0.32 3.76E-09 1.67E-05
14 1 2 4 6 7 1.16E-12 0.32 4.79E-08 1.49E-05
15 1 5 1.14E-16 0.36 2.20E-04 6.72E-06
16 1 4 5 6.81E-16 0.35 1.92E-05 3.51E-06
17 1 3 4 6 7 3.40E-13 0.33 2.23E-08 2.03E-06
18 1 4 8.58E-17 0.36 8.62E-05 1.98E-06
19 1 3 5 1.19E-15 0.35 5.73E-06 1.83E-06
20 1 2 3 4 6 7 1.19E-12 0.32 4.93E-09 1.57E-06
21 1 2 3 2.74E-16 0.35 5.73E-06 4.20E-07
22 1 5 6 7 3.16E-16 0.35 2.47E-06 2.09E-07
23 1 4 5 6 7 2.02E-15 0.35 2.06E-07 1.12E-07
24 1 4 6 7 2.41E-16 0.35 9.74E-07 6.29E-08
25 1 3 5 6 7 2.34E-15 0.35 6.28E-08 3.95E-08
26 1 2 3 6 7 8.50E-16 0.35 6.27E-08 1.43E-08
27 1 4.91E-23 0.42 2.06E-03 2.72E-11
28 1 3 5.88E-22 0.41 4.58E-05 7.23E-12
29 1 2 5.55E-23 0.42 1.56E-04 2.32E-12
30 1 6 7 8.42E-23 0.42 3.26E-05 7.36E-13
31 1 3 6 7 1.54E-21 0.40 6.75E-07 2.78E-13
32 1 2 6 7 1.04E-22 0.41 2.45E-06 6.81E-14

Another noteworthy point is on the model class with parameters 1b  and 2b  only, i.e., the

twenty eighth model class. The optimal value for 2b  is negative and it seems to imply that the
larger the moment magnitude of an earthquake the smaller the PGA. However, this is only
due to the non-uniform distribution of M  and r  in the dataset. Specifically, the correlation
coefficient between the M  and r  is 0.64 in this dataset. This implies that large value of M
in a record often associates with large value of r , that reduces the PGA. Furthermore, the
correlation coefficient between the PGA10log  and M  is -0.0511 and hence the optimal
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coefficient 2b  is negative. Therefore, a model class with too few free parameters may cause
under-fitting to the data. Figure 2 shows the logarithm of the predicted PGA values
( pPGA10log ) versus their observation values ( oPGA10log ) for the most plausible model

class along with the 45o line.

Table 3. Optimal parameters of each prediction model class (Tangshan)

1b 2b 3b 4b 5b 6b 7b

1 1.9 (0.17) 0.76 (0.13) -0.19 (0.043) --- -0.86 (0.14) --- ---
2 1.8 (0.19) 0.34 (0.06) --- -0.0025 (0.00066) -0.66 (0.17) --- ---
3 1.9 (0.19) 0.73 (0.20) -0.17 (0.083) -0.00031 (0.0012) -0.83 (0.19) --- ---
4 1.8 (0.18) 0.76 (0.13) -0.19 (0.043) --- -0.85 (0.13) 0.081 (0.07) 0.0033 (0.08)
5 2.3 (0.15) 0.28 (0.06) --- --- -1.1 (0.14) --- ---
6 1.8 (0.20) 0.33 (0.06) --- -0.0024 (0.00066) -0.66 (0.17) 0.06 (0.07) 0.0082 (0.08)
7 1.8 (0.19) 0.75 (0.20) -0.18 (0.083) -0.00011 (0.0012) -0.83 (0.19) 0.08 (0.07) 0.0031 (0.08)
8 1.8 (0.20) --- 0.12 (0.026) -0.0038 (0.00084) -0.49 (0.17) --- ---
9 1.1 (0.05) 0.27 (0.06) --- -0.0041 (0.00053) --- --- ---

10 1.2 (0.04) --- 0.11 (0.026) -0.0051 (0.00073) --- --- ---
11 1.1 (0.09) 0.28 (0.19) -0.005 (0.082) -0.0041 (0.00099) --- --- ---
12 2.3 (0.16) 0.27 (0.06) --- --- -1.1 (0.14) 0.074 (0.08) 0.037 (0.09)
13 1.8 (0.20) --- 0.12 (0.026) -0.0037 (0.00084) -0.49 (0.17) 0.058 (0.08) 0.012 (0.08)
14 1.1 (0.06) 0.27 (0.06) --- -0.0041 (0.00053) --- 0.062 (0.08) -0.016 (0.09)
15 2.0 (0.15) --- --- --- -0.68 (0.12) --- ---
16 1.7 (0.22) --- --- -0.0014 (0.00074) -0.39 (0.19) --- ---
17 1.2 (0.05) --- 0.11 (0.027) -0.005 (0.00073) --- 0.056 (0.08) -0.008 (0.09)
18 1.3 (0.04) --- --- -0.0026 (0.00045) --- --- ---
19 2.3 (0.19) --- 0.049 (0.022) --- -0.93 (0.16) --- ---
20 1.1 (0.10) 0.30 (0.19) -0.018 (0.082) -0.0039 (0.0010) --- 0.064 (0.08) -0.017 (0.09)
21 0.86 (0.08) 0.83 (0.15) -0.29 (0.048) --- --- --- ---
22 2.0 (0.15) --- --- --- -0.69 (0.12) 0.12 (0.08) 0.027 (0.09)
23 1.7 (0.22) --- --- -0.0014 (0.00073) -0.39 (0.19) 0.12 (0.08) 0.0094 (0.09)
24 1.2 (0.06) --- --- -0.0027 (0.00045) --- 0.11 (0.08) -0.0064 (0.10)
25 2.2 (0.19) --- 0.046 (0.023) --- -0.91 (0.16) 0.10 (0.08) 0.040 (0.09)
26 0.84 (0.08) 0.83 (0.15) -0.29 (0.048) --- --- 0.11 (0.08) -0.024 (0.09)
27 1.2 (0.04) --- --- --- --- --- ---
28 1.2 (0.05) --- -0.042 (0.019) --- --- --- ---
29 1.2 (0.06) -0.03 (0.06) --- --- --- --- ---
30 1.1 (0.06) --- --- --- --- 0.10 (0.10) 0.026 (0.11)
31 1.2 (0.06) --- -0.046 (0.019) --- --- 0.13 (0.10) 0.014 (0.11)
32 1.2 (0.08) -0.039 (0.06) --- --- --- 0.11 (0.10) 0.024 (0.11)
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Figure 2. Model prediction results with their observed values (Tangshan).

4.3. Xinjiang Region

Xinjiang is in the North West of China. In the same fashion as in Table 2 and 3, Table 4 and 5
show the prediction model class selection results and the optimal parameters of each model
class, respectively. From Table 5, the optimal prediction model for the PGA is given by

 CB GGrMPGA 06.024.0log4.0)5.3(22.09.1log 1010 ++−−+=  (11)

Note that the first four model classes possess similar plausibility, implying that the
Bayesian model selection method does not have strong preference on the optimal model class.
This is in contrast to the previous case in the Tangshan region, in which the plausibility of the
optimal model class is over 0.7. In this case with the data of Xinjiang, a multi-model
prediction formula can be used as follows:

)|()(loglog 0

4

1
1010 DCPKPGAPGA k

k
k∑

=

=  (12)

where kPGA)(log10  is the prediction of PGA using the kth most plausible model class and

∑
=

=
4

1
0 )|(/1

k
k DCPK  is a normalizing constant so that the sum of the weightings is equal to
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unity. In other words, the PGA is estimated using four model classes with the weightings
being the relative plausibility given the data. Specifically, this model is given by

CB GGr
rMMPGA

076.026.0log56.0
00071.0)5.3(0327.0)5.3(122.021.2log

10

2
10

++−
−+−+−+=

 (13)

and the associated uncertainty of the parameters 1b , …, 7b  are: 0.21, 0.02, 0.006, 0.00047,
0.15, 0.08 and 0.097, respectively.

Table 4. Model class selection results (Xinjiang)

Parameters ),ˆ( kCDp θ εσ̂ kOc )( DCP k

1 1 2 5 6 7 4.47E-05 0.26 1.66E-08 2.23E-01
2 1 2 4 5 6 7 5.30E-04 0.25 1.28E-09 2.04E-01
3 1 3 5 6 7 1.39E-04 0.26 4.76E-09 2.00E-01
4 1 3 4 5 6 7 1.61E-03 0.25 3.63E-10 1.76E-01
5 1 2 5 6.64E-08 0.27 2.26E-06 4.52E-02
6 1 3 5 1.67E-07 0.27 6.62E-07 3.32E-02
7 1 2 3 5 6 7 1.75E-04 0.26 5.75E-10 3.04E-02
8 1 2 3 4 5 6 7 2.31E-03 0.25 4.30E-11 3.00E-02
9 1 2 4 5 3.95E-07 0.27 1.86E-07 2.22E-02

10 1 3 4 5 1.07E-06 0.26 5.41E-08 1.75E-02
11 1 2 6 7 1.21E-07 0.27 1.41E-07 5.15E-03
12 1 2 3 5 1.75E-07 0.27 8.39E-08 4.43E-03
13 1 3 6 7 2.73E-07 0.27 4.13E-08 3.40E-03
14 1 2 3 4 5 1.18E-06 0.26 6.77E-09 2.41E-03
15 1 2 1.72E-10 0.28 1.78E-05 9.23E-04
16 1 2 4 6 7 3.74E-07 0.27 7.07E-09 7.98E-04
17 1 3 4 6 7 9.44E-07 0.26 2.05E-09 5.83E-04
18 1 2 3 6 7 3.12E-07 0.27 5.22E-09 4.92E-04
19 1 3 2.83E-10 0.28 5.28E-06 4.51E-04
20 1 2 4 6.60E-10 0.28 9.36E-07 1.86E-04
21 1 3 4 1.21E-09 0.28 2.76E-07 1.01E-04
22 1 2 3 4 6 7 1.07E-06 0.26 2.57E-10 8.31E-05
23 1 2 3 2.88E-10 0.28 6.98E-07 6.07E-05
24  1 2 3 4 1.23E-09 0.28 3.61E-08 1.34E-05
25 1 2.46E-15 0.30 6.48E-04 4.81E-07
26 1 5 3.23E-15 0.30 9.11E-05 8.87E-08
27 1 4 3.17E-15 0.30 3.70E-05 3.53E-08
28 1 4 5 3.31E-15 0.30 8.37E-06 8.35E-09
29 1 6 7 4.73E-15 0.30 5.81E-06 8.27E-09
30 1 5 6 7 9.16E-15 0.30 8.87E-07 2.45E-09
31 1 4 6 7 6.58E-15 0.30 3.34E-07 6.62E-10
32 1 4 5 6 7 9.29E-15 0.30 8.50E-08 2.38E-10
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Of course, one may consider to include five or even more model classes in Eq. (12) but
the results will be virtually the same since the plausibilities of the fifth and below model
classes are small. One important point is that this multi-mode prediction formula includes all
seven parameters but it is not the “optimal model” in the full model class (eighth model class
in Table 5) as their parameter values are not the same. This multi-model prediction formula
(along with the posterior uncertainty of the parameters) does not have the most powerful data
fitting capability but it possesses higher level of robustness than the “optimal model” in the
full model class. Figure 3 shows the predicted PGA values versus theirs observed values with
the 45o line.

Table 5. Optimal parameters of each prediction model class (Xinjiang)

1b 2b 3b 4b 5b 6b 7b

1 1.9 (0.17) 0.22 (0.03) --- --- -0.4 (0.11) 0.24 (0.08) 0.06 (0.10)
2 2.4 (0.25) 0.24 (0.03) --- 0.0015 (0.00068) -0.74 (0.19) 0.28 (0.08) 0.11 (0.10)
3 2.1 (0.17) --- 0.067 (0.009) --- -0.4 (0.11) 0.24 (0.08) 0.043 (0.10)
4 2.5 (0.25) --- 0.073 (0.009) 0.0015 (0.00067) -0.75 (0.19) 0.27 (0.08) 0.092 (0.10)
5 2.2 (0.16) 0.17 (0.03) --- --- -0.4 (0.11) --- ---
6 2.3 (0.17) --- 0.052 (0.008) --- -0.41 (0.11) --- ---
7 2.0 (0.18) 0.066 (0.10) 0.049 (0.029) --- -0.41 (0.11) 0.24 (0.08) 0.046 (0.10)
8 2.5 (0.25) 0.082 (0.10) 0.05 (0.029) 0.0015 (0.00067) -0.76 (0.19) 0.27 (0.08) 0.097 (0.10)
9 2.6 (0.25) 0.19 (0.03) --- 0.0013 (0.00069) -0.68 (0.19) --- ---
10 2.7 (0.25) --- 0.057 (0.0085) 0.0013 (0.00068) -0.70 (0.19) --- ---
11 1.4 (0.09) 0.19 (0.03) --- --- --- 0.20 (0.08) -0.03 (0.10)
12 2.3 (0.17) 0.032 (0.10) 0.042 (0.03) --- -0.41 (0.11) --- ---
13 1.5 (0.08) --- 0.057 (0.009) --- --- 0.20 (0.08) -0.046 (0.10)
14 2.7 (0.26) 0.044 (0.10) 0.045 (0.03) 0.0013 (0.00068) -0.71 (0.19) --- ---
15 1.6 (0.04) 0.12 (0.03) --- --- --- --- ---
16 1.4 (0.09) 0.19 (0.03) --- -0.00062 (0.00041) --- 0.20 (0.08) -0.018 (0.10)
17 1.6 (0.08) --- 0.059 (0.009) -0.00065 (0.00041) --- 0.20 (0.08) -0.035 (0.10)
18 1.5 (0.10) 0.053 (0.10) 0.042 (0.03) --- --- 0.20 (0.08) -0.045 (0.10)
19 1.7 (0.03) --- 0.038 (0.008) --- --- --- ---
20 1.7 (0.04) 0.13 (0.03) --- -0.00071 (0.00043) --- --- ---
21 1.7 (0.03) --- 0.04 (0.008) -0.00073 (0.00043) --- --- ---
22 1.5 (0.10) 0.051 (0.10) 0.044 (0.03) -0.00065 (0.00041) --- 0.20 (0.08) -0.033 (0.10)
23 1.7 (0.07) 0.02 (0.11) 0.032 (0.032) --- --- --- ---
24 1.7 (0.07) 0.018 (0.10) 0.035 (0.031) -0.00073 (0.00043) --- --- ---
25 1.8 (0.02) --- --- --- --- --- ---
26 1.9 (0.17) --- --- --- -0.083 (0.11) --- ---
27 1.8 (0.03) --- --- -0.00032 (0.00046) --- --- ---
28 1.9 (0.25) --- --- -0.00016 (0.00073) -0.053 (0.18) --- ---
29 1.7 (0.09) --- --- --- --- 0.093 (0.09) 0.12 (0.10)
30 1.9 (0.20) --- --- --- -0.14 (0.12) 0.10 (0.09) 0.16 (0.11)
31 1.7 (0.09) --- --- -0.00038 (0.00046) --- 0.093 (0.09) 0.13 (0.10)
32 2.0 (0.29) --- --- 0.00013 (0.00076) -0.17 (0.21) 0.10 (0.09) 0.16 (0.11)
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Figure 3. Model prediction results with their observed values (Xinjiang).

4.4. Full Set of Data

Table 6 and 7 show the prediction model class selection results and the optimal parameters of
each model class, respectively. From Table 7, the most plausible prediction model for the
PGA is given by

cB GGrMPGA 011.031.00027.0)5.3(26.02.1log10 ++−−+=  (14)

where the terms 2
03 )( MMb −  and rb 105 log  are not included. From Table 6, the

plausibility of this model class is over 0.7, and it is much higher than the full model class.
Note that the standard deviation of the prediction error εσ̂  is 0.38 for the optimal model,
which is significantly larger than the previous cases because a single model is used to predict
the PGA in three different regions that are significantly different in terms of the geological
and terrestrial condition. Figure 4 shows the predicted PGA compared with their measured
values for the most probable model class along with the 45o line.
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Table 6. Model class selection results (Full dataset)

Parameters ),ˆ( kCDp θ εσ̂ kOc )( DCP k

1 1 2 4 6 7 2.70E-53 0.38 5.80E-09 7.03E-01

2 1 2 4 5 6 7 3.22E-53 0.38 1.02E-09 1.48E-01

3 1 2 3 4 6 7 1.10E-52 0.38 2.35E-10 1.16E-01

4 1 2 3 4 5 6 7 1.68E-52 0.38 4.16E-11 3.14E-02

5 1 2 3 5 6 7 3.28E-55 0.39 6.62E-10 9.78E-04

6 1 3 4 6 7 2.85E-56 0.39 2.18E-09 2.80E-04

7 1 2 5 6 7 2.08E-57 0.4 1.83E-08 1.71E-04

8 1 3 4 5 6 7 3.14E-56 0.39 3.82E-10 5.39E-05

9 1 2 3 4 2.61E-60 0.41 5.79E-08 6.79E-07

10 1 2 4 5.50E-62 0.41 1.40E-06 3.47E-07

11 1 2 4 5 2.07E-61 0.41 2.35E-07 2.18E-07

12 1 2 3 4 5 4.52E-60 0.4 9.90E-09 2.01E-07

13 1 2 3 6 7 5.48E-60 0.4 6.56E-09 1.62E-07

14 1 2 6 7 1.09E-62 0.41 1.75E-07 8.58E-09

15 1 3 5 6 7 5.29E-62 0.41 7.24E-09 1.72E-09

16 1 2 3 5 4.71E-64 0.42 1.55E-07 3.29E-10

17 1 3 4 5 8.54E-64 0.42 8.01E-08 3.07E-10

18 1 2 3 1.85E-65 0.42 1.25E-06 1.04E-10

19 1 3 4 2.59E-65 0.42 5.07E-07 5.89E-11

20 1 4 5 6 7 1.14E-64 0.42 4.18E-08 2.15E-11

21 1 3 6 7 2.18E-65 0.42 6.14E-08 6.03E-12

22 1 4 6 7 1.30E-66 0.43 2.62E-07 1.53E-12

23 1 2 5 6.91E-68 0.43 4.13E-06 1.28E-12

24 1 4 5 2.16E-68 0.43 6.56E-06 6.36E-13

25 1 2 2.12E-69 0.44 3.18E-05 3.03E-13

26 1 6 7 1.99E-69 0.44 5.57E-06 4.98E-14

27 1 5 6 7 2.58E-69 0.44 6.68E-07 7.76E-15

28 1 3 4.12E-72 0.45 1.07E-05 1.97E-16

29 1 3 5 1.35E-71 0.45 1.45E-06 8.81E-17

30 1 4 3.12E-73 0.45 4.70E-05 6.58E-17

31 1 2.25E-75 0.46 8.90E-04 9.01E-18

32 1 5 3.48E-75 0.46 1.04E-04 1.62E-18
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Table 7. Optimal parameters of each prediction model class (Full dataset)

1b 2b 3b 4b 5b 6b 7b

1 1.2 (0.05) 0.26 (0.03) --- -0.0027 (0.0004) --- 0.31 (0.06) 0.011 (0.08)

2 1.3 (0.16) 0.27 (0.04) --- -0.0025 (0.00056) -0.084 (0.14) 0.33 (0.06) 0.026 (0.08)

3 1.2 (0.07) 0.43 (0.10) -0.056 (0.033) -0.0025 (0.00042) --- 0.30 (0.06) 0.014 (0.08)

4 1.3 (0.16) 0.46 (0.11) -0.062 (0.034) -0.0021 (0.00059) -0.13 (0.14) 0.32 (0.06) 0.036 (0.08)

5 1.6 (0.13) 0.60 (0.10) -0.10 (0.032) --- -0.49 (0.10) 0.38 (0.06) 0.11 (0.08)

6 1.3 (0.05) --- 0.075 (0.01) -0.0028 (0.00042) --- 0.34 (0.06) 0.037 (0.08)

7 1.8 (0.12) 0.29 (0.04) --- --- -0.53 (0.10) 0.41 (0.06) 0.11 (0.08)

8 1.3 (0.16) --- 0.073 (0.011) -0.003 (0.00057) 0.061 (0.14) 0.33 (0.06) 0.026 (0.08)

9 1.3 (0.06) 0.53 (0.11) -0.098 (0.035) -0.0022 (0.00044) --- --- ---

10 1.4 (0.04) 0.24 (0.03) --- -0.0026 (0.00043) --- --- ---

11 1.2 (0.16) 0.21 (0.04) --- -0.0032 (0.00057) 0.22 (0.14) --- ---

12 1.1 (0.16) 0.49 (0.12) -0.089 (0.036) -0.0026 (0.0006) 0.14 (0.14) --- ---

13 1.1 (0.07) 0.55 (0.11) -0.12 (0.034) --- --- 0.27 (0.06) 0.036 (0.08)

14 1.2 (0.06) 0.18 (0.03) --- --- --- 0.31 (0.06) 0.035 (0.08)

15 1.8 (0.13) --- 0.071 (0.012) --- -0.44 (0.11) 0.42 (0.06) 0.14 (0.08)

16 1.5 (0.14) 0.68 (0.11) -0.15 (0.034) --- -0.27 (0.10) --- ---

17 1.1 (0.17) --- 0.054 (0.011) -0.0036 (0.00058) 0.35 (0.13) --- ---

18 1.2 (0.06) 0.63 (0.11) -0.15 (0.035) --- --- --- ---

19 1.5 (0.03) --- 0.066 (0.011) -0.0026 (0.00045) --- --- ---

20 0.93 (0.16) --- --- -0.0029 (0.00061) 0.42 (0.14) 0.26 (0.07) 0.10 (0.09)

21 1.3 (0.05) --- 0.044 (0.010) --- --- 0.33 (0.06) 0.072 (0.08)

22 1.4 (0.05) --- --- -0.0015 (0.00041) --- 0.35 (0.06) 0.21 (0.08)

23 1.7 (0.13) 0.23 (0.04) --- --- -0.29 (0.11) --- ---

24 0.84 (0.16) --- --- -0.0035 (0.0006) 0.61 (0.13) --- ---

25 1.4 (0.04) 0.17 (0.03) --- --- --- --- ---

26 1.4 (0.05) --- --- --- --- 0.34 (0.06) 0.18 (0.08)

27 1.4 (0.13) --- --- --- -0.07 (0.10) 0.35 (0.07) 0.21 (0.09)

28 1.5 (0.03) --- 0.04 (0.010) --- --- --- ---

29 1.7 (0.14) --- 0.05 (0.012) --- -0.17 (0.11) --- ---

30 1.6 (0.03) --- --- -0.0014 (0.00044) --- --- ---

31 1.6 (0.03) --- --- --- --- --- ---

32 1.5 (0.13) --- --- --- 0.087 (0.093) --- ---
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Figure 4. Model prediction results with their observed values (Full dataset)

5. Conclusion

A Bayesian probabilistic approach for model class selection is applied to select the seismic
attenuation model. In order to balance between the capability of data fitting and the
robustness to noise and modeling error, the prediction model class is selected by maximizing
the plausibility of the model class given the strong-motion records. A database with 266
strong-motion records in three regions of China is utilized for analysis. It turns out that the
optimal model is not the full model even though the full model gives the smallest fitting error.
The optimal model is less prone to noise so more reliable future prediction can be anticipated.
If several prediction model classes possess similar plausibility given the dataset, one can
consider a multi-model prediction formula as in the case of the Xinjiang region. The Bayesian
approach allows to obtain not only the optimal parameters within a model class but also the
associated uncertainty of the parameter values. The quantified uncertainty can be further used
for uncertainty analysis of the prediction.
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Chapter 6

USING AMBIENT NOISE MEASUREMENTS
IN THE PROCESS OF ASSESSING EARTHQUAKE

HAZARDS IN URBAN AREAS: EXAMPLES
FROM ISRAEL

Y. Zaslavsky, A. Shapira, G. Ataev, M. Gorstein, T. Aksinenko,
M. Kalmanovich, N. Perelman and R. Hofstetter

Seismology Division, Geophysical Institute of Israel, P.O. Box 182, Lod 71100, Israel

Abstract

Ground motion amplifications due to soft soils, common in urban areas, are a major
contributor to increasing damage and number of casualties. The great variability in the
subsurface conditions across a town/city and the relatively high costs associated with
obtaining the appropriate information about the subsurface, strongly limit proper hazard
assessments. Direct information from strong motion recordings in urban areas is usually
unavailable. Such is the situation in Israel which is small and its population centers are in
close proximity to the seismically active Dead Sea Fault system, capable of generating
earthquakes with magnitude as high as 7.5.

Heavily limited with relevant local recordings of strong ground motions, we adhere to the
use of simplified modelling of the earthquake processes. More precisely, we generate
synthetic spectra of the expected ground notions by implementing the so called Stochastic
Approach (e.g. Boore, 2000), in which we integrate analytical models to determine the
nonlinear response of the site under investigation that requires modelling of subsurface. Then,
Monte-Carlo simulations are used to obtain the uniform hazard, site-specific acceleration
spectrum.

Over the years, we have conducted site investigations in several thousands of sites across
Israel. These investigations demonstrate the usefulness of using horizontal-to-vertical (H/V)
spectra of ambient noise measurements to identify sites with high potential for being
vulnerable to amplification effects and characterize the sites with respect to their expected
resonance frequencies and the corresponding H/V levels. This information, together with any
available geological, geotechnical and geophysical information, helps building a reliable
model of the subsurface, which is then integrated in the processes of the seismic hazard
assessment.
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Modeling the subsurface and assessing the earthquake hazards in urban areas involves
systematic ambient noise measurements on a grid with spacing of 500 m. At instances where
high variations are observed, the spatial density of measurements is significantly increased. In
doing so, we are able to develop a regional subsurface model, which is systematic with all
additional information we compile, i.e., geological maps, borehole information, seismic
refraction surveys etc.

In order to reduce the scatter in H/V observations, the processing scheme involves
continuous recording of ambient noise for about 1-2 hours and careful selection of time
windows from which H/V functions are calculated. To assure stability in H/V observations,
measurements are repeated in different times and dates. At several occasions, while measuring
the ambient noise or when we deliberately aimed at recording seismic events, it is possible to
support ambient noise spectral ratios with spectral H/V observations from earthquakes (often
considered transfer functions) and explosions recorded by accelerometers and seismometers.
In all cases, we obtained similar H/V spectral ratios from the different data sets.

At the final stage of the hazard assessment process, we divide the study region into zones
of similar hazard characteristics, which are used for earthquake scenarios and better represent
the design acceleration spectra for safer buildings.

Introduction

Israel is small and its population centers are in proximity to the seismically active Dead Sea
Fault system. Deformation of young sediments, paleoseismic and historical records indicate
that the Dead Sea Fault has been continuously active and was the source of several
destructive earthquakes that shook the entire region throughout geological times (Begin,
2005). Over the past three centuries, large earthquakes with intensities reaching X on the MM
scale occurred in the area. The earthquake on October 30, 1759 (Amiran at al., 1994), located
probably in southern Lebanon, affected most of today Lebanon, Israel and Syria with damage
extended as south as Jaffa. Some sources report a death toll of 10,000-40,000 people.
According to Ambraseys and Barazangi (1989) losses were certainly considerable. The
earthquake that occurred on January 1, 1837, was the strongest earthquake to occur in the
region since the 19th century (Amiran et al., 1994), where most of the damage is reported to
occur in Safed and Tiberias. The Jericho earthquake on July 11, 1927, with magnitude M=6.2,
was the most destructive regional seismic event in the 20th century. The effects of the
earthquake were devastating, particularly in Jerusalem, Nablus, Lod and Ramle. In Lod and
Ramle, which at that time were small towns, many buildings were destroyed and 50 people
were killed (Avni et al., 2002). We note that these towns are relatively distant from the
epicentre, i.e., about 60 km away. In the earthquake on January 18, 749, which had possibly a
similar magnitude, the flourishing Roman-Byzantine town of Bet Shean was destroyed.
Figure 1 presents mapped active faults (after Bartov et al., 2002) along with suggested
epicentres of historical earthquakes (after Ben-Menahem, 1979) and the earthquake epicentre
on July 11, 1927 (Shapira et al., 1993). Consequently, today more than 15 million people
surrounding the Dead Sea Transform fault system are vulnerable to earthquakes.

In order to mitigate earthquake risk and assess the site specific seismic hazard in urban
areas, we must estimate the possible consequences of strong earthquakes, i.e., implement our
accumulated experience of past earthquakes to present a scenario of an eventual earthquake.
Despite the fact that the Holy Land has a long documented history of destructive earthquakes
its usefulness with respect to seismic hazard assessment is limited. The demographic
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conditions, engineering characteristics of the buildings and structures and even the
geographical sites are different from those that existed in the past.

Figure 1. Location of assumed active faults and epicenters. Solid triangle indicates investigated urban
area.
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The detailed investigation of the Jericho earthquake (Avni, 1999) is probably the most
accurate and complete macroseismic study of the region. And yet, it is of limited use because
of the great changes the region has undergone in the last 80 years.

Several well known examples of destructive earthquakes during the last two decades like
the Mexico City, 1985 (Singh et al., 1988; Reinoso and Ordaz, 1999), Spitak, Armenia, 1988
(Borcherdt et al., 1989), California, Loma Prieta, 1989 (Hough et al., 1990) and Northridge,
1994 (Hartzell et al., 1996), Kobe, Japan, 1995 (Iwata et al., 1996), Kocaeli (Izmit), Turkey,
1999 (Ozel et al., 2002), Algeria, 2003 (Hamadche et al., 2004) and many others have clearly
shown that local site conditions are an important factor in determining the seismic hazard.
The Seismology Division, of the Geophysical Institute of Israel, took the lead in the site
specific seismic hazard assessment in Israel and in the last decade has launched a number of
projects to identify and map areas, which are expected to amplify seismic ground motion
across Israel (i.e., Zaslavsky et al., 1995, 2004, 2005; Shapira et al., 2001).

In this study we present a few examples of our methodology in using ambient noise
records as an aid to determine seismic hazard in intensely populated areas. This methodology
is based on integrating data from the extensive ambient noise measurements, information
about the regional geology and S-wave velocity profiles derived from refraction profiles,
borehole data and any additional relevant information that enabled the construction of
systematic and coherent multi-layer soil-column models that consequently yield analytical
site response functions. It should be emphasized that those analytical response functions are
consistent with the observed horizontal-to-vertical spectral ratios and often almost identical in
the range of fundamental and second frequencies. We divide the study areas into zones and
characterize each of them by a generalized soil column model. The obtained seismic hazard
zonation maps are thus closely tied to actually measured site effects, and therefore may lead
to realistic site specific seismic hazard assessments, in spite of the paucity of borehole,
refraction data and other subsurface information.

Empirical Approaches Implemented in the Analysis of Site Effects

Various empirical techniques for site response estimations were summarized and discussed by
Field and Jacob (1995), Kudo (1995), Lachet et al. (1996), Satoh et al. (2001) and others.
There is no doubt that the best evaluation of site effect is based on dense strong motion
observations using spectral ratio of seismic records from sedimentary sites and bedrock
reference sites, because the nonlinear effect is included (Jarpe et al., 1988, 1989; Darragh and
Shakal, 1991; Satoh et al., 1995; Hartzell, 1998; Reinoso and Ordaz, 1999; and others). In
most cases, mainly in regions where the seismic activity is relatively low as in Israel, this type
of analysis is usually impractical. The best known empirical techniques used for the
assessments of site effects are:

S-Wave Spectral Ratio with Respect to Reference Site

The most common technique for estimating site response is the standard (classic) spectral
ratio procedure first introduced by Borcherdt (1970). This approach considers the ratio Rb
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between the Fourier spectra of a seismogram recorded in the site of interest SS and the
spectrum of a seismogram recorded at a reference site, which is usually the rock outcrop Sr:
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)(
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bR =
(1)

This ratio can be considered as the transfer function between the bedrock and the surface
assuming that the two recordings correspond to the same source, the same path effect and that
the reference site has a negligible site effect. It is very difficult to implement all these
assumptions in real conditions. First, in many cases we do not have a nearby bedrock site and
therefore the condition that the path of the propagating seismic waves is the same is not
fulfilled; second, it is known (e.g., Steidl et al., 1996, Zaslavsky et al., 2002) that weathered
and cracked bedrock site exhibits a significant site effect, associated with frequency-selective
ground motion amplification; third, there are many cases in Israel, when nearby bedrock
outcrop is not the same rock at the base of the soil layer which is responsible for amplifying
seismic waves amplitudes. It should also be noted that performing simultaneous
measurements at two sites is often relatively costly. Nevertheless, when all the conditions are
observed, this method maybe considered the most reliable estimate of the empirical transfer
function of site. Many investigators used this method and evaluated site response functions
from moderate to weak motion recording of earthquakes (Tucker and King, 1984; McGarr et
al., 1991; Field et al., 1992; Liu et al., 1992; Carver and Hartzell, 1996; Hartzell et al., 1996;
Steidl et al., 1996; Zaslavsky et al., 2000 and others).

Horizontal-to-Vertical S-Wave Spectral Ratio (Receiver Function)

This technique is applied by Lermo and Chávez-García (1993):
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where Ssh and Ssv denote horizontal and vertical amplitude spectra computed at the same
investigated site from S-waves, respectively.

Receiver function was introduced by Langston (1979) to determine the velocity structure
of the crust and upper mantle from P-waves of teleseisms. Langston made the assumption that
the vertical component of motion is not influenced by the local structure, whereas the
horizontal components, owing to the geological layering, contain the P to S conversion. In the
spectral domain this corresponds to a simple division of the horizontal spectrum by the
vertical (equation 2). Many studies report that the frequency dependence of site response can
thus be obtained from measurements made at only one station at the analysed site (Lermo and
Chavez-Garcia 1994; Malagnini et al., 1996; Seekins, et al., 1996; Theodulidis et al., 1996;
Castro et al. 1997; Yamazaki and Ansary, 1997; and others). Their results confirm the validity
of the method to estimate S-wave site response. We obtained similar conclusion in our
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investigations (Zaslavsky et al., 2000). Nevertheless, the implementation of this approach still
requires a rather frequent occurrence of earthquakes. This requirement becomes an obstacle in
regions of low seismicity.

Spectral Analysis of Ambient Noise

Spectral analysis of ambient noise is an alternative tool to quantify site effects because it is
much cheaper, less time-consuming than the classical technique and effective for seismic risk
mitigation. Kanai and Tanaka (1961) pointed out that predominant frequencies of horizontal
spectra of ambient vibrations measured on thick sediment deposits (up to several kilometers
thick) are well correlated with the dominant frequencies of spectra of measured strong
motions obtained at the same site. Since then, it has been reported that this technique has
proved to be effective in estimating the fundamental frequency of site effects (Tanaka et al.,
1968; Katz, 1976; Katz and Bellon, 1978; Ohta et al., 1978; Kagami et al., 1982; Zaslavsky,
1987; Morales et al., 1991; Yamanaka et al., 1994; Kobayashi, 1995). It should be noted,
however, that dominant frequencies of ambient noise in urban areas may result from a variety
of possible artificial sources and interference of the waves they generate and therefore,
predominant frequencies in the spectrum are not necessarily due to local site effects.

Noise Spectral Ratio with Respect to Reference Site

Kagami et al. (1982) proposed that the ratio of the spectra of the horizontal ground motions of
the noise at the investigated site to those of a reference site can be used as a measure of the
site response function:
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where HS and Hr denote spectral amplitudes of the horizontal components of motion at the
investigated site and those of the reference site, respectively. This method can be successfully
applied for long period microtremors with period ranging from 1.0 to 10 sec. When higher
frequencies are of interest, the distance between the measured sites should not exceed few
hundred meters.

The reliability of this method depends on whether or not the simultaneously measured
motions at each site are from the same source and propagation path. This technique is widely
used for site response estimates (Lermo et al., 1988; Field et al., 1990, 1995; Rovelli et al.,
1991; Dravinski et al., 1995, 2003; Gaull et al., 1995;). However, experimental study of site
effect by sediment-to-bedrock spectral ratio in urban and suburban regions can be successful
only under particular circumstances, because ambient noise would be influenced by local
artificial sources generated by human activities which essentially change from place to place.
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Horizontal-to-Vertical Ambient Noise Spectral Ratio

Nakamura (1989) proposed the hypothesis that site response function under low strain can be
determined as the spectral ratio of the horizontal versus the vertical component (H/V) of
motion observed at the same site. He hypothesized that the vertical component of ambient
noise is relatively unaffected by the unconsolidated near-surface layers. Hence, the site
response is the spectral ratio between the horizontal component of microseisms Hh and
vertical component of microseisms Hv recorded at the same location:
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H
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In analogy to the other approaches, the vertical component of the surface motions retains
the characteristics of horizontal components of ambient noise at depth on the bedrock
(reference site). Many authors, among them Lermo and Chávez-García (1994), Seekins et al.
(1996), Toshinawa et al. (1997), Chávez-García and Cuenca (1998), Enomoto et al. (2000),
Shapira et al. (2001), Mucciarelli and Gallipoli (2004), Murphy and Eaton (2005), Maresca,
(2006), show that the H/V spectral ratio technique can be a useful tool for the assessment of
ground motion characteristics on soft sediments. However, other authors (for example,
Bonilla et al. 1997; Horike et al. 2001, Satoh et al. 2001) conclude that whereas the
predominant peak of H/V ratio is well correlated with the fundamental resonance frequency,
the amplitude of this peak is not necessarily the amplification level as obtained from
sediment-to-bedrock spectral ratio of earthquake records. In a recent comprehensive study by
SESAME European project (Atakan et al., 2004; Bard et al., 2004) it has been shown that
H/V spectral ratio from ambient noise can be used to obtain reliable information about the
amplification of sedimentary layers, provided that no non-linear processes occur. The
Nakamura approach has gained great interest, primarily due to the simplicity in its
implementation. However, it is a controversial issue which is heavily debated among the
specialists.

The Semi-empirical Approach

Application of empirical approaches which involves measuring strong motions of engineering
interest is not practical in regions with low or even moderate seismicity as in Israel.
Following site investigations in thousands sites across Israel, we adopt the concept that the
site response be determined by analytical tools. In our studies we use either the well known
program SHAKE or the non-linear site response computations by Joyner (1973). It has to be
emphasized that both computer codes yield exactly the same results for the same give model
of a stratified subsurface. Implementation of such programs enables the assessment of the site
response also in cases when the soils change their response in accordance with the intensity of
the propagating seismic waves, i.e., susceptible to non-linear effects. At low stresses,
however, as in the case of macroseismic noise and low magnitude earthquakes, the
empirically obtained site response by any of the specified above methods should be similar to
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the site response function which is obtained analytically. Furthermore, we require that the
observed fundamental resonance frequency of the site will be identical to the one obtained by
modeling and computations. In practice, we use ambient noise measurements and H/V
computations to specify and/or control a stratified subsurface model which best characterize
the site. That model is used for calculating the site response. The applicability of this semi-
analytical concept is demonstrated in the following.

In the process of implementing information from ambient noise measurements, we
observe, like many other investigators, that the H/V spectral ratio of ambient noise is sensitive
to variations in the subsurface over very short distances. Consequently, it is possible to
integrate H/V observations with other site specific data from e.g. surface geology, seismic
refraction surveys, borehole data etc, to derive realistic models of the subsurface, especially at
sites where other direct information is missing. Furthermore, as demonstrated in the
following, ambient noise measurements over a dense grid reveals a reliable 3D model of the
investigated area and is useful for detecting discontinuities such as faults which are currently
not mapped.

Observation and Processing

Ambient noise measurements are conducted using portable instruments (Shapira and Avirav,
1995) consisting of a multi channel amplifier, Global Positioning System (GPS) for timing
and a laptop computer with 16-bit analogue-to-digital conversion card to digitize and store the
data. In our experimental set-up, each seismograph station consists of three (one vertical and
two horizontal) L4C velocity transducers (Mark Products) with a natural frequency of 1.0 Hz
and damping ratio 70% of critical. The recorded signals are sampled at 100 samples per
second and band-pass filtered between 0.2 Hz and 25 Hz. All the equipment: sensors, power
supply, amplifiers, personal computer and connectors are carried in a vehicle, which also
serves as a recording centre. The seismometers are fixed on levelled metal plate placed
directly on the ground. Prior to performing measurements, the individual seismometer
constants (natural frequency, damping and motor constant) are determined using sine and step
calibration signals, and then the frequency response functions of all channels are computed.
This procedure allows evaluating change of natural frequency and motor constant (voltage
sensitivity) during long time of measurements in harsh conditions in the free field. As a final
test, all seismometers are placed at the same location and in the same orientation to record the
same waves. It so happens that the differences between the seismic channels are marginal
even without “correcting” for the instrumentation response. In fact, at frequencies below the
natural frequency of the seismometers, correcting for the instrument response may increase
variability and scattering. It is necessary to remind that all channels (horizontal and vertical)
have practically the same frequency response function and amplifiers are set to the same gain
level. Hence, spectral ratio may be calculated on the recorded signals. Moreover, it is possible
to assess the predominant frequencies in the H/V spectra also at frequencies much lower than
the natural frequency of the seismometer.

During the first projects for site investigations and in order to validate interpretations
based on ambient noise measurements, we used to install seismometers at 3-6 points in an
around the investigated site. Soon it became apparent that this practice significantly
manifested the reliability of the results. At a later stage, when performing seismic
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microzonation studies, we could appreciate the value of a dense grid of points where we
conducted ambient noise measurements. In today practice, to provide a good coverage of the
study area, the measurement sites are designed with a grid spacing of 500 m. Different
surface sedimentary deposits, thickness of sediments and shear wave velocity contrast
between sediments and bedrock are also considered in the design stage. High variation in the
observations can lead us to increase the spatial density to a grid spacing of 250 m and in some
locations 150-100 m. This dense network of monitored sites reflects (a) the high variability of
the subsurface properties in the urban areas we study and (b) the relatively high sensitivity of
H/V spectra to variations at depth.

To study the characteristics of spectra of the ambient noise signals, we compute Fourier
spectra and spectral ratios. The record length (time window) used for spectral calculations
depends on the fundamental frequency. The basic criterion is to choose the minimal time
window which yields spectra that practically do not change when increasing the record
length. We have concluded that at sites with fundamental frequencies of 1 Hz (or more) we
should use a record of at least 30 sec. At sites with lower frequencies, the time window
should be increased to 60 sec. The selected time windows are Fourier transformed, using
cosine-tapering (1 sec at each end) before transformation and then smoothed with a triangular
moving Hanning window. More precisely, we apply “window closing” procedure (see
Jenkins and Watts, 1968) for smart smoothing of spectral estimates so that any significant
spectral peaks are not distorted.

The H/V spectral ratios are obtained by dividing the individual spectrum of each of the
horizontal components [SNS(f) and SEW(f)] by the spectrum of the vertical component [SV(f)]:
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The average spectral ratio for each of two horizontal components is computed, if the
curves of average spectral ratios of the two components are similar then the average of the
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The length of recorded ground motions (ambient noise) may affect the results and
influence the reliability and applicability of the technique. According to Teves Costa et al.
(1996), Teves Costa and Senos (2000) and Dravinski et al. (2003), a total ambient noise
recording of five minutes is sufficient. Lebrun et al. (2004) and Garcia- Jerez et al. (2006)
advocated recording time of 10 minutes, while many authors (e.g., Parolai et al., 2001;
Ferretti et al., 2007, and others) suggest that signals should be recorded for at least 30
minutes. Figure 2 illustrates the influence of the recording time on the variability of the
average H/V spectrum. In this example, the ambient noise is recorded continuously for 60-70
minutes, stored in a series of data files of 3 minutes each. We can compile a set of up to 50
selected time windows and then average the spectral ratio. From comparison between the
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average H/V curves obtained from ambient noise recordings of different durations we
conclude that recording for about 1-2 hours provides enough time segments for reliable
calculation of the average H/V function.

Figure 2. Comparison between the average H/V curves obtained from ambient noise recordings of
different durations: 5, 20, 60, 360 minutes presented by dotted thin line, continuous thin line,
continuous thick line, and dotted thick line, respectively.

A set of 25 - 50 selected time windows, for each site provide the average H/V spectral
function. Computations are made using program SEISPECT (Perelman and Zaslavsky, 2001),
which was specially developed for routine analysis and site investigations. SEISPECT is a
MATLAB based application for spectral analysis and processing of ground motions recorded
by a variety of seismic instruments. The main modules realized in the program are visualizing
and editing the input data, selecting time window and computing Fourier spectra and H/V
spectral ratios, saving and displaying results.

The reliability and applicability of the method to determine the fundamental frequency
and the corresponding amplitude of the H/V spectral function may be influenced by various
factors such as anthropoid noise, underground pipe lines and constructions, soil structure
interaction, effects of rain, wind, coupling between seismometer and soil. Some of these
interferences may be detected already in the field and then the measurements could be
relocated. Figure 3 shows an example of ambient noise records and average spectral ratios
obtained at a station located over a buried pipe-line and at a station located in "free field"
conditions 50 m away from the pipeline. One can see that H/V ratios from the “free field”
station exhibits the predominant peak at frequency 2.8 Hz with amplitude up to 3.
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Figure 3. Comparison between ambient noise records and average spectral ratios obtained at station
located (a) over underground pipeline and (b) 50 m away from pipe line at "free field”.

Figure 4. Comparison of the average H/V spectral ratio from ambient vibration recorded at station
located at a distance of (a) 10 m from eight stories prefabricated residential building and (b) about 70 m
from the building.
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Estimation of site effect may be strongly influenced by soil-structure interaction when
measurements are made close to buildings. Needless to say that real free field conditions in
urban areas are hard to find. Examples of the average H/V spectral ratios for two horizontal
components calculated for station deployed at a site about 10 m from a rectangular eight
stories, prefabricated residential building located in the town of Qiryat Shemona are shown in
Figure 4a. These spectral ratios are characterized by three peaks appearing at frequencies
f1=2.1 Hz in NS component, f2=2.4 Hz in EW components and f0=3.0 Hz in both components.
The frequencies f1 and f2 are actually the natural frequencies of the building. This is revealed
by simply installing horizontal seismometers on the roof of the building and measuring its
response to ambient noise. The frequency f0 which is clearly seen in the H/V spectral ratios
should be attributed to the site. In order to avoid the effects of the building, the measured
point should be located away from the building as demonstrated in Figure 4b, where the free
field station is located about 70 m away. As a rule of thumb the free field station should be
located at a distance greater than twice the height of the structure.

As already observed by many researchers, there is high scatter in the H/V spectra. The
source of the scatter is debated between the researchers. Mucciarelli (1998), for example,
claims that traffic is not a major reason for the scatter and Horice et al. (2001) used noise
originated by passing traffic in their analysis. In a recent study, Parolai and Galiana-Merino
(2006) showed that the influence of transients on the H/V spectral ratio is insignificant.

Our observations indicate that the effect of transients is almost unnoticeable. In order to
reduce the scatter and increase stability, our processing scheme involves a careful manual
selection of the time windows from which we obtain the H/V functions. In selecting the time
windows, the analysts follow the concept that sites with no site effect should exhibit spectra
of the H and V components that are of the same level throughout the spectrum. At sites with
significant site effect, the spectra of the two components should differ only within a certain
limited frequency band, probably at the neighbourhood of the resonance frequency. Time
windows with spectra that exhibit such or similar conditions are selected. Evidently, this
practice has yielded an appreciated reduction in the H/V scatter. An example of the spectral
ratio functions, obtained at sites in the town of Kefar Sava, from automatic and careful
manual selection is shown in Figure 5.

Figure 5. H/V spectral ratios ± one standard deviation (shaded area) of automatic (a) and manual (b)
selected time window.
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Stability of H/V Spectral Ratio Functions

The stability and reproducibility of H/V ratio from ambient noise must be confirmed before
analyzing and interpreting ambient noise measurements. The next examples show
measurements made in the town Petah Tikva at sites of different geology (sites locations and
their I.D. numbers are shown in Figure 29). In those sites, H/V spectral ratios are obtained
from ambient noise recorded in different months but in similar weather conditions. Examples
of the spectral ratios obtained at point 420 from measurements made in March and in August
2006 are shown in Figure 6a. Variations of individual functions are small and all curves are
similar in shape. Here, the dominant feature of the spectral ratios is a peak near 0.6 Hz with
H/V ratio of 4.0-4.5. Comparison between average spectral ratios for two sets of
measurements demonstrates the resemblance (Figure 6b).

Figure 6. Comparison of (a) individual and (b) average H/V spectral ratio from ambient noise observed
at point 420 in different months.

Figure 7a shows the average spectra of horizontal and vertical components calculated
from records of ambient noise at point 253 in different months. Comparing the spectra, we
can see that for both sets of records the frequency range, where horizontal and vertical spectra
deviate, is 0.4-2.0 Hz. whereas the maximum levels of the spectra are similar. The amplitudes
of horizontal spectra increase at frequencies near 0.8 and 1.2 Hz. and consequently the
average spectral ratios (Figure 7b) have peaks at those frequencies. One can see that the
shapes of the average spectral ratios are in a good agreement not only in the range of
predominant frequencies but throughout the frequency range from 0.1 to 10 Hz.

Figure 7. Comparison of (a) average Fourier spectra of three components of motions and (b) average
H/V spectral ratios from ambient noise observed at point 253 in different months.
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Individual and average spectral ratios of the ambient noise obtained at point 262 in April
and August 2006 are displayed in Figure. 8. Once again, we can see that variations of the
individual spectral ratios are small and average curves are very similar in shape.

Figure 8. Comparison of (a) individual and (b) average H/V spectral ratios from ambient noise observed
at point 262 in different months.

Figure 9a shows the average noise spectra at point 329 obtained in different months. The
NS and EW components at this site for both sets of records have a sharp peak near 7.0 Hz. In
addition, the spectra of the vertical component have narrow–bandwidth trough near 7.0 Hz.,
yielding a sharp peak in the H/V spectrum at about 7.0 Hz (Figure 9b). Note that the average
curves are identical.

Figure 9. Comparison of (a) average Fourier spectra of three (NS and EW - horizontal and V –vertical)
components of motions and (b) individual and average H/V spectral ratios observed at point 329 in
different months.
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Another example of the average spectra is obtained at point 81 and is displayed in Figure
10a. In this case the spectral shapes of all the components show a sharp peak near 3.0 Hz.
This peak is related to noise generated somewhere in the town. At the same time, the vertical
spectra are flat in frequency range 0.2-1.3 Hz. As demonstrated in Fig. 10, the evaluated
amplitude spectra and the spectral ratios for a given site are the same although the ambient
noise measurements were made on different dates.

Figure 10. Comparison of (a) average Fourier spectra of three components of motion and (b) H/V
spectral ratio from ambient noise observed at point 81 in different months.

Variations of H/V Ratio Shapes with Different Geology

The spectral analysis of ambient noise provides important information that helps to
characterize the site response especially in places where the local geological conditions may
be responsible for intense ground motions. Qualitative analysis of the distribution of
parameters that characterize amplitude spectra and spectral ratios over the study areas shows
a high correlation with geological conditions and may be used to roughly delimit areas with
different subsurface structure prior to the modeling.

Figure 11 displays the average amplitude spectra of two horizontal (NS and EW), the
vertical components of motion and spectral ratios obtained at some sites in the towns Petah
Tikva and Qiryat Shemona. A common feature to the presented examples is the appearance of
a single peak in the H/V spectral function which also coincides with a peak in the amplitude
spectrum of the horizontal motion. Such spectra correspond to a simple model of the
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subsurface where a soft layer overlay hard rock. In such a simple model, the frequency will
correspond to the fundamental resonance frequency of the soil, be proportional to the S wave
velocity in that layer and inversely proportional to its thickness. The height of the H/V peak is
proportional to the seismic impedance between the soil and the rock. Hence, the variations in
the spectra and spectral rations at the sites are directly associated with variations in the
geological structure of the subsurface. In the presented cases, alluvium with Vs=200 m/sec
overlays basalt with Vs=2,000 m/sec (points Q47 and Q241 in Qiryat Shemona) and alluvium
overlays the limestone and dolomite of the Judea Gr. with Vs=1,900/sec (points P501 and
P331 in Petah Tikva).

Figure 11. Examples of (a) average Fourier spectra and (b) H/V spectral ratios at sites whose subsurface
structure may be approximated by one-layer models. The solid line indicates a vertical spectral
component; the dashed line indicates the average of NS and EW horizontal components of motion.
Indices Q and P in the point number refer to Qyriat Shemona and Petah Tikva, respectively.

Careful selection of ambient noise time windows and their analysis may reveal resonance
effect of the soil layer(s) even when the seismic impedance is relatively low. Such is the case
at site P382. Comparing the horizontal and vertical Fourier spectra of point P382 (Figure 12)
one can see at the frequency range 0.6-2.5 Hz that the horizontal components are considerably
higher than the vertical. This feature, emphasized in the H/V spectral ratio, relates to
amplification of ground motion at frequency 1.5 Hz. For points P373 and P382, the vertical
component practically coincides with the horizontal, in the whole frequency band 0.1-10 Hz,
excluding the area where there is a trough in the vertical component near 1.5 Hz, which is
responsible for the peak in the H/V spectrum. In these points the subsurface structure consists
of sandy loam (Vs=200-300 m/sec) overlying calcareous sandstone (Vs=700 m/sec). Despite
a low velocity contrast between soils and a hard rock, H/V spectral ratio shows clear peaks.
For point H682 in the Haifa Bay, located on the outcrop of Eocene chalk (Vs=1,000 m/sec)
and underlain by limestone and dolomite of the Judea Gr. (Vs=1,900 m/sec), H/V spectral
ratio shows apparent peak with amplitude 2 at 0.8 Hz.



Using Ambient Noise Measurements… 171

Figure 12. Examples of (a) average Fourier spectra and (b) individual and average H/V spectral ratios
for sites whose subsurface structure yields low impedance contrast between soil and rock. The solid line
indicates a vertical spectral component; the dashed line indicates the average of NS and EW horizontal
components of motion. Indices P and H refer to Petah Tikva and Haifa Bay, respectively.

There are many cases where the Fourier spectra show two frequency bands of site effect,
manifested on the H/V curves by two resonance peaks. The second peak is most likely caused
by an intermediate hard layer in the subsurface. While the first resonance frequency is related
to the hard rock at depth, the position of the second resonance peak depends mainly on the
thickness of the intermediate hard layer. Amplitude level of both peaks is determined mainly
by the S wave velocity in the soft sediments.

Figure 13 displays some examples from Petah Tikva, where the Quaternary sediments
(Vs=300-450 m/sec) together with the Pliocene clay-marl (Vs=600-700 m/sec), prevailing in
the lithological section of the western part of the area, determine the shape of H/V ratio curve.
The chalky limestone (Vs=1,200 m/sec) and marl-chalk (Vs=900 m/sec) overlying the
limestone and dolomite of the Judea Gr. (Vs=1,900 m/sec) is an intermediate layer. Here we
observe two separate peaks with amplitude 3-5.

Thickness increase of the intermediate hard layer leads to a merge of the peaks. In such
cases we observe a broad peak in the Fourier spectra and two inseparable peaks in the H/V
ratio curves (see example in Figure 14). The width of the frequency band where the peaks are
observed varies depending on the proportion between the thickness and Vs of the soft
sediments and the intermediate hard layer. In the Haifa Bay the intermediate hard layer is
represented by sandy limestone and marl-chalk with Vs=1,100-1,300 m/sec and 800-900
m/sec, respectively. There, the limestone and dolomite of the Judea Gr. is the fundamental
reflector. In Qiryat Shemona the soft sediments (Vs=450 m/sec) overlays the weathered basalt
(Vs=900-1,000 m/sec), which in turn covers the Pleistocene basalt (Vs=2,000 m/sec).
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Figure 13. Examples of (a) average Fourier spectra and (b) individual and average H/V spectral ratios
for sites whose soil column comprises the soft sediment layer significantly thicker than the intermediate
hard layer. The solid line indicates a vertical spectral component; the dashed line indicates the average
of NS and EW horizontal components of motion. Index P in point number indicates Petah Tikva.

Figure 14. Examples of (a) average Fourier spectra and (b) H/V spectral ratios ± one standard deviation
(shaded area) at sites for which the intermediate hard layer is comparable in thickness to the soft
sediment layer. Indices Q, H and P in the point number refer to Qyriat Shemona, Haifa Bay and Petah
Tikva, respectively.
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We present examples where the intermediate hard layer dominates, and again we observe
two separate peaks (Figure 15). Position and amplitude of the second peak is determined by
the Vs velocity and thickness of the upper soft layer. We note that in order to simplify the
presentation, instead of a collection of individual ratios we present a shaded area with bounds
that correspond to the standard deviation. In this case, the amplitude of the fundamental peak
is normally smaller than the second one. At site Q673, alluvium of 7 m thick with Vs=280
m/sec overlays 260 m of marl-chalk layer. At site P461 the thickness of alluvium is 20 m,
while the marl-chalk layer is 120 m thick. Certainly, both are underlain by limestone and
dolomite of the Judea Gr.

Figure 15. Examples of (a) average Fourier spectra and (b) individual and average H/V spectral ratios ±
one standard deviation (shaded area) at sites for which thickness of the intermediate hard layer
significantly exceeds thickness of the soft sediments. The solid line indicates a vertical spectral
component; the dashed line indicates the average of NS and EW horizontal components of motion.
Indices H and P in the point number refer to Haifa Bay and Petah Tikva, respectively.

Comparison of H/V Spectral Ratios from Ambient Noise and
Seismic Events

The theoretical background for use of ambient noise measurements in site response
investigations is debated. Not likewise, the association of H/V spectral ratio from earthquake
signals. The later clearly explains why H/V spectral ratios of S waves, often known as
receiver functions, are also representing the site amplification. It is thus interesting to
compare H/V spectral functions as obtained from ambient noise and earthquake recordings.
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In our studies we analyze the H/V spectral ratios from ambient noise measurements and
from ground motion measurements generated by different sources of excitation: Local and
regional earthquakes and quarry explosions recorded by different sensors i.e.; accelerometers
and seismometers. The strong motion stations that recorded felt earthquakes and used in this
study are listed in Table 1. The recorded earthquakes and explosions are presented in Table 2.

As an example, Figure 16 presents the calculated receiver function of a site in Qiryat
Shemona, as evaluated from the spectral ratio of strong motion recordings:

a. The H/V spectral ratio from two horizontal components of accelerograms of the
Beirut earthquake (record 1 in Table 1). This H/V function shows prominent
peak near 4 Hz (f1) with an amplification factor of about 4.5 and with a second
peak near 8.0 Hz.

b. The average spectral ratio obtained from eight earthquakes (events 1 to 8 in
Table 2). The average function also yields two peaks at frequency 4.5 Hz (with
amplitude 4.5) and 8.0 Hz.

c. The horizontal-to-vertical spectral ratio from ambient noise shows two
prominent peaks near 4.5 Hz and 8.0 Hz in agreement with the resonance
frequencies identified by the receiver function.

As mentioned above, site effect may be strongly influenced by soil structure interaction.
In our case the strong motion station is located in a cellar of a-two-stories building. The
Fourier amplitude spectra from wind excitation recorded on the roof allowed establishing that
f2~8 Hz is the fundamental frequency of the building. Seismograms of the earthquakes and
explosions (events No. 9-15 in Table 2) and ambient noise, all recorded in the town of Kefar
Saba, show an agreement between the different evaluation techniques. These are presented in
Figure 17.

Figure 16. Average H/V spectral ratios for Qiryat Shemona strong motion stations obtained from: two
horizontal accelerograms of Beirut earthquake (thick line), seismogram of eight local and regional
earthquakes (shaded line) and ambient noise (thin line).
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Table 1. Parameters of earthquakes recorded by accelerometer stations and used in this
study. Distance is to the surface projection of the rupture.

Geographic coordinates
No. Recording site Date

yr/mo/dy
Origin time
hr:mn:sec MW Lat.(N) Long.(E)

Distance
(km)

Epicentre
region

1 Qiryat Shemona 97/08/04 11:29:46 4.0 33.26 35.73 14 Beirut
2 Lod 04/02/11 08:15:03 5.1 31.70 35.56 70 Dead Sea
3 31.97 35.55 55
4

Lod
Petach-Tikva 04/07/07 09:23 55 4.7

32.01 34.98 65
Dead Sea

5 11
6

Lod
Petach-Tikva 07/11/23 23:19:54 4.2 31.86 34.94

26
Samaria

Table 2. List of earthquakes and explosions used in this study. Eq. - earthquake; Ex. –
explosion; Md – duration magnitude; MW – moment magnitude.

Geographic
coordinatesNo. Recording

site
Date

yr/mo/dy

Origin
time

hr:mn:sec
Md

Lat.(N) Long.(E)

Distance
km

Epicentre
region Type

1 99/03/25 16:37:11 3.6 36.46 31.04 560 East
Mediterr. Eq.

2 99/03/27 13:42:29 3.6 34.61 33.25 270 Cyprus Eq.

3 99/03/28 19:54:11 2.5 33.71 32.73 300 East
Mediterr. Eq.

4 99/04/06 00:08:25 W5.2 39.50 37.90 700 Turkey Eq.

5 99/04/07 08:55:48 3.0 34.01 21.89 350 East
Mediterr Eq.

6 99/04/08 00:13:17 3.9 35.92 27.02 830- Crete Eq.

7 99/04/10 22:46:09 3.4 35.68 28.16 740 East Crete Eq.

8

Qiryat
Shemona.

99/04/11 19:45:05 3.6 33.16 35.64 10 Golan Eq.

9 00/06/13 14:03:20 5.4 34.86 27.44 750 Mediterr.
Sea Eq.

10 00/06/15 09:24:17 2.0 32.01 34.98 20 Samaria Ex.

11

KS12

00/06/15 21:30:45 5.2 34.44 20.18 1400 Greece Eq.

12 00/08/31 09:23 55 2.0 32.01 34.98 20 Samaria Ex.

13
KS70

00/09022 04:02:47 2.1 32.22 35.41 50 Samaria Eq.

14 00/10/06 12:13:24 2.0 31.02 36.14 150 Jordan Ex.

15
KS234

00/10/15 11:49:02 2.4 32.01 34.98 20 Samaria Ex.

16 06/01/08 11:34:59 W6.4 35.50 24.40 1000 Mediterr.
Sea Eq.

17
Ramle

06/02/02 09:49:42 W4.6 27.34 35.13 500 Red Sea Eq.
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Figure 17. Comparison between the average H/V ratios obtained at three sites in the town of Kefar Sava
from ambient noise and seismic events (see Table 1). Solid, thin and shaded lines correspond to
ambient noise, earthquake and explosion sources, respectively.

During a seismic microzoning study in the towns of Lod and Ramle (Zaslavsky et al.,
2005) that was carried out in 2001, there were no strong motion records available in these
towns from regional or local seismic events. A seismic station was installed in the town of
Ramle and continuously recorded for 2 months. Eventually we recorded two regional
earthquakes (Records 16-17 in Table 2). In Figure 18 we compare the H/V spectral ratios for
the two from seismograms of the earthquakes and of ambient noise. The main feature of the
spectral ratios is the two resonance peaks at frequencies near 0.9 Hz and 1.4 Hz. These are
associated with two (deep and shallow) impedance contrasts. We can see that the dominant
frequencies and their level evaluated from ambient noise are similar to those derived from S-
waves. We note that there is an additional peak in the frequency range 2.5-3.0 Hz in the H/V
ratios of S-waves. It is possibly a higher mode of vibration.

Figure 18. H/V ratios observed in the town of Ramle from seismogram of two regional earthquakes
occurred in the Mediterranean Sea (a) and the Red Sea (b) and the average spectral ratio from ambient
noise measurements (thick line). The shaded area represents ± one standard deviation.
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At present, the Seismology Division of the Geophysical Institute of Israel operates 62
strong motion stations. Two earthquakes that occurred on February 11, 2004 (Md=5.2) and on
July 7, 2004 (Md=4.7), in the Dead Sea Transform Fault triggered 24 and 14 accelerometers,
respectively, including one located in Lod. This station was installed in the basement of a
seven-storey building of the Geophysical Institute of Israel. According to borehole data the
site is characterized by Quaternary soft sediments of 40 m thick and Eocene-Senonian chalk-
marl of 60 m thick overlying the hard carbonates of the Judea Gr. (Turonian-Cenomanian
age). The accelerograms and the corresponding H/V spectral ratios for NS and EW
components are shown in Figure 19. In the time domain, there are noticeable differences in
the duration, frequency content and amplitude of shear waves on vertical and horizontal
components. Relative to the vertical component, the motion on the horizontal components
exhibits many cycles with large amplitudes with low frequencies. The H/V ratios of EW
component of the two earthquakes show two prominent peaks: f1=1.7 Hz with amplitude ratio
3.0 and 4.5 for the first and second earthquakes, respectively. The H/V ratios of NS
component from the two earthquakes clearly exhibit the resonance peak near 1.8-2.0 Hz with
amplitude up to 5.0. The increase of spectral ratio amplitudes in the frequency range 5.0-9.0
Hz can be explained as being higher modes of soil vibration.

Figure 19. Accelerograms and their spectral ratios recorded at the location of the Lod strong motion
station: (a) recordings of the earthquake on Feb. 11, 2004; MW=5.2, at epicentral distance of 70 km. (b)
recordings of the earthquake on July 7, 2004; MW=4.7, at an epicentral distance of 55 km.
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One feature that is consistently observed in the results obtained from the two earthquakes
is a systematic peak at f2=2.5 Hz on the EW component of H/V ratios. As indicated above,
the peak at 2.5 Hz is most likely a result of soil-structure interaction. To confirm it, an
ambient vibration test was conducted by placing on the roof three stations. Each station is
equipped with a pair of horizontal seismometers, placed perpendicular to each other and
parallel to the outer walls of the structure. The average Fourier spectra show maximum
amplitudes of vibrations at f2=2.5 Hz for both horizontal components. The peak is interpreted
as the fundamental frequency of the building. An earthquake that occurred on November 23,
2007 (Md=4.2) at epicentral distance of 12 km southeast of Lod, triggered again the strong
motion station. At that time two horizontal accelerometers were installed on the roof of the
building parallel to the outer walls of the structure. We define the longitudinal axis as the EW
component and the transverse axis as the NS component of motion. Figure 20a shows the two
horizontal component accelerograms of this earthquake recorded on the roof and the three
components recorded at the basement. The figure also shows the Fourier spectra of the
building vibrations and H/V spectral ratios of the basement obtained from this event. The
prominent feature of the roof spectra (Figure 20a) is high amplitude in the frequency 2.5 Hz
for NS and EW axes.

Figure 20. Accelerations from the earthquake on November 23, 2007, MW=4.2, distance 12 km,
recorded at the Lod strong motion station (a) at the roof and (b) at the basement; and corresponding
H/V spectral ratios.
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The transient signals produced by the earthquake yield the same assessment of the
resonance frequency as from the ambient noise. This H/V spectral ratio (Figure 20b) as well
as previous earthquakes reveals significant response of the sediments in the frequency range
1.5-1.8 Hz. It is worth noting that the site response is controlled by two additional prominent
peaks at frequencies near 5.0 and 8.0 Hz where the second and third resonant modes of the
sedimentary layers are presented.

Figure 21 presents a comparison between the average H/V spectral ratio of the EW
component from accelerograms of the three earthquakes and ambient noise recorded at a
station installed on natural soil about 100 m away from the building. Both curves show
prominent peak in the frequency range 1.5-2.0 Hz, with amplitudes reaching 4.5.

Figure 21. Comparison between average H/V ratio obtained from accelerograms of three earthquakes
recorded by the Lod strong motion station (thin line) and ambient noise H/V ratio ± standard deviation
recorded at "free field" seismic stations located about 70 m away.

Another example is the case of the strong motion station in Petah Tikva (Figure 22). The
station recorded two earthquakes that occurred in the Dead Sea Fault on July 7, 2004,
Md=4.7, at a distance of 65 km, and in the Shfela region on November 23, 2007, Md=4.2, at a
distance of 25 km. Here we compare the average H/V spectral ratios obtained from
accelerograms of horizontal components and from ambient noise, which were recorded at the
same site. This comparison shows a good agreement in both predominant frequency and H/V
ratio shape obtained from the first earthquake and ambient noise. The H/V ratio for the
second earthquake produces a similar shape; however the spectral ratios amplitude is about a
factor 2 less than that from ambient noise. As pointed out by Field et al. (1992) the ensemble
of spectral ratios obtained with respect to reference site from weak earthquakes reveal great
variability between the individual spectra. Therefore, in cases where we have only one or two
records of earthquakes, one has to be very careful in reaching conclusions. Additional
ambient noise measurements may help clarifying the observations. We note that the examples
above are only few out of many similar cases we observed.
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Figure 22. Spectral ratios from the earthquake on July 7, 2004, Md=4.7, distance 65 km (thick line),
earthquake on November 23, 2007, Md=4.2, distance 25 km (thin line) and ambient noise (dashed line)
observed in the Petah Tikva town.

Examples of Distribution of H/V Resonance Frequencies and their
Associated Amplitude Levels in Different Urban Areas

Town of Qiryat Shemona

Qiryat Shemona is a relatively small town (about 25,000 inhabitants), which occupies a
territory of 25 km2 and is situated in the northern part of Israel alongside the Hula Valley
between two major segments of the Dead Sea fault system. Two most recent destructive
earthquakes in this region occurred in 1759 and in 1837 (Amiran et al., 1994). These
earthquakes had a maximum intensity X on the MM scale and caused severe damage and loss
of life in the northern Levant, presently Israel, Syria, Jordan and Lebanon. The Qiryat
Shemona fault (Figure 23) crossing the town in the west is a manifestation of the main
transform fault, which separates the African plate from the Arabian plate (Sneh and
Weinberger, 2003). The local young faults of Tel-Hay and Shehumit trending in the north-
south direction are also part of the Dead Sea fault system and separate the Qiryat Shemona
graben from the Hula valley. The geology of the investigated area is characterized by
outcrops of basalt flow of Pleistocene age. Hard conglomerate of Miocene age and carbonate
of Paleogene age crop out in the north-western part of the town. There are talus cones
composed of loam and talus breccias of 0-20 m thick, which cover the basalt and
conglomerate. Thickness of the alluvium deposits accumulated in the Qiryat Shemona graben
merging with the Hula Valley in the southern part of the study area, reaches 150 meters.
These deposits overlay Plio-Pleistocene basalt flows.
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Figure 23. Geological map of the town of Qiryat Shemona. The black line is borders of the study area.

A microzonation study to investigate possible site effect was carried out through ambient
noise survey at 300 sites across the town. Two methods are used to estimate the site effects:
H/V spectral ratio and Hsite/Hbedrock In applying the second technique, one station that serves
as a reference station is located on a basalt outcrop throughout the duration of the experiment,
while the other station is moved from point to point. Due to practical limitations, we are able
to carry out only three such sets of measurements where the reference station is within 400
meters from the investigated sites. Figure 24 shows the comparison between the average
Hsite/Hbedrock and H/V spectral ratios for different points on those three places, marked as R1,
R2 and R3 (see Fig. 24). The two functions showed similar peak values at the same
fundamental frequency clearly indicating that the two methods reflect the same characteristics
of the local site response. It is important to note that there are no significant differences in
shapes of spectral ratios. The marked rise in the H/V spectral ratios observed at a frequency
near 0.3 Hz (R2 place) is normally associated with ocean waves. Therefore, this peak is
negligible in the Hsite/Hbedrock spectral ratios.
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Figure 24. Comparison between average H/V (solid line) and Hsite/Hbedrock spectral ratios (dashed
line) obtained at 3 places R1, R2 and R3 indicated in Figure 23.

Figure 25. Maps showing the distributions of (a) predominant frequency and (b) associated maximum
amplitude level.

The observed fundamental frequencies and the associated amplitude levels are depicted
on the regional maps and contoured (see Figures 25a and 25b). The data exhibit peaks
changing from 2 to 8, occurring at frequencies 0.8 -15 Hz. We obtained almost flat H/V ratios
at sites where basalt, conglomerates, limestone and travertine are outcropped. These results
suggest that, with respect to the expected site effects, the area can be divided into two zones
separated by the Shehumit and Tel Hay faults. The first zone constitutes the built area of the
town and is located in the graben. This zone is characterized by frequency anomalies with
general trend to decrease from 14 Hz in the north to 1 Hz in the south. These variations seem
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to coincide with the variations in the depth to the basement. The significant increase of H/V
ratios, reaching 8 in the central part of Qiryat Shemona is probably associated with the
heterogeneities of loose alluvium sediments deposited (i.e., low S-velocity) in the graben. The
second zone is located to the east of the Shehumit and Tel Hay faults and south to the basalt
outcropping. Gradual decrease of resonance frequency from 14 Hz to 0.7 Hz from the north to
the south is correlated with dipping of the basalts. The great part of this zone is generally
characterized by lesser variability and lower H/V spectral ratios (a level of 3-4).

Haifa Bay

The Haifa Bay area is one of the more densely populated urban areas in Israel, and which also
include the Haifa port, airport, large scale chemical industry and underground pipelines
containing flammable gas or potentially pollutant liquids. The coastal strip of Haifa bay has
about 170,000 inhabitants. The proximity to the possibly active Carmel fault and a few tens of
kilometers from the active Dead Sea Transform fault, imply that this region is considered to
be a high seismic risk zone.

The Carmel Fault, a branch of the Dead Sea Fault, accommodates the movements along
the Dead Sea Transform faults. The movements were accompanied by the formation of
elongated sub-parallel horsts and grabens dissected by faults (see Figure 26). In August 1984
a magnitude 5.2 earthquake occurred south-east to the bay. There is no historical evidence of
M≥5 earthquakes prior to this event, but it has been suggested that this fault is capable of
producing earthquakes with magnitude up to 6.5 (Hofstetter et al., 1996). Considering the
local site conditions as an important factor in determining the seismic hazard specific to a
given site, it is particularly important for the Haifa bay area because there we have a
sedimentary basin with strong impedance contrast between the soft sediments and the
underlying bedrock. In addition, over the area of study the soil conditions change
considerably from place to place. In the sedimentary column characterizing the study area
five lithostratigraphic units, of Cretaceous to Quaternary age represented by limestone and
calcareous sandstone may be presumed to be potential reflectors of seismic waves capable of
producing site effects. The deep reflector is limestone and dolomite of the Cretaceous age
(Judea Group). Its depth increases westward from several meters up to 1,500 meters,
according the structural map (Fleischer and Gafsu, 2003).

Maps showing distribution of frequency and its associated amplitude for two resonance
peaks (Figures 27-28) are constructed on the base of 450 measurements. Results show that the
study area may be divided into two zones: western and eastern characterized by different
subsurface structures. While there is no big difference in the distribution of the first resonance
frequency, the second one behaves differently, showing significantly larger variability in the
eastern part. Distribution of the first resonance frequency associated with a deep reflector of
seismic waves exhibits maximum of both frequency and amplitude in the southwestern edge
of the area, where the thin layer of the alluvial deposits directly overly the hard carbonates.
Towards the west the limestone of the Judea Gr. is dipping and at a depth of 800-1000 m, a
sharp change in the first frequency associated with fault is observed. This fault directed north-
south is the boundary between two regional geological structures. In the western part, the
Miocene limestone is the fundamental reflector.
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Figure 26. Geological map of the Haifa Bay area. The straight lines 1-1 and 2-2 show position of the
geological cross sections in Figures 46 and 48. Numbered sites refer to Figure 46.
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Figure 27. Haifa bay area: distribution of the first H/V resonance frequency (a) and its associated
amplitude (b)
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Figure 28. Haifa bay area: distribution of the second resonance frequency (a) and its associated
amplitude (b).



Using Ambient Noise Measurements… 187

The second resonance frequency varying from 2 Hz up to 10 Hz in the eastern part of the
study area is correlated with the shallower limestone layer (see Figure 28a). In the western
part, the second frequency is related to the Pleistocene calcareous sandstone and shows values
from 0.8 Hz to 1.5 Hz.

The map of H/V amplitudes reflects variations of impedance between bedrock and
overlying soft sediments. The amplitude values are in the range 2.0-2.5 in the western part
and up to 7 in the eastern one. It strongly depends on the geotechnical characteristics of the
upper layer (Figure 27b). The amplitude of the second peak shows a general decrease to the
west due to increasing Vs of the upper layer (Figure 28b). We note that in a multilayer
medium with intermediate hard layer the first and second resonance peaks are linked and
variations in velocity of the upper layer are immediately reflected in amplitudes of both
peaks. Only joint interpretation of these parameters gives a clear concept of the spatial
distribution of site response characteristics.

Petah Tikva, Neighboring Towns and Settlements

For microzoning purposes about 550 ambient noise measurements were carried out across an
area of 128 km2 including the Petah Tikva town, adjoining four towns and more than 10
villages (Figure 29). The significance of the project lies in the fact that heavily populated
urban areas of the country are subject to earthquake risk. Petah Tikva is relatively a new
town.  It is located in proximity of the towns of Ramla and Lod, at roughly the same distance
from the sources of future earthquakes and in the similar geological conditions. We remind
that the towns of Ramla and Lod throughout their long history have been severely affected by
strong earthquakes (Amiran, 1994). The last destructive earthquake occurred on July 11,
1927, and caused major damage in large parts of these towns, reaching a seismic intensity of
VIII-IX on the MSK scale (Avni, 1999). Such a high intensity from a relative distant
earthquake (about 70 km) of magnitude 6.2 is the result of local site effects of the
sedimentary layers that may have significantly enhanced earthquake ground motions.

Geological analysis shows that the investigated area may be divided into five areas based
on the structural configuration of the bedrock, which is limestone and dolomite of the Judea
Gr. (Cretaceous age) and lithostratigraphic composition of the sediment cover rocks. The
areas are indicated on the simplified schematic cross section over the study area (Figure 30)
and may be defined as follow:

• Zone 1 is an outcrop of the bedrock (Judea Gr.);
• Zone 2 is characterized by the Quaternary soft sediments directly overlying the Judea

Gr.;
• In Zone 3, the sedimentary substrate is formed by the Quaternary deposits, Pliocene

clay and Paleogene chalk-marl overlying the Judea Gr.;
• Zones 4 and 5 have the similar lithostratigraphic composition of the soft sediments

represented by the Quaternary soils and clay, but differ significantly by depth of the
Judea Gr.
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Figure 29. Topographical map of the Petah Tikva study area with measuring sites and towns.

Figure 30. Geological division of the Petah Tikva study area shown on the cross section in the east-west
direction.
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Figure 31. Distributions of the (a) fundamental frequency and (b) its associated amplitude level in the
Petah Tikva study area.
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The map of spatial distribution of H/V frequency over the study area (Figure 31) shows
in the first approximation a correlation between frequency contours directed SW-NE and
depth of the bedrock. However, complicated indented shape of the frequency iso-lines reflects
the block structure of the Judea Gr. and suggests the presence of faults.

The main reverse fault of SW-NE strike which is traced in the structural map of Fleischer
and Gafsou (2003) divides the study area into the western and eastern parts with characteristic
resonance frequency of 0.3-1 Hz and 1.0-13 Hz respectively.  We also note that this fault is a
boundary between two types of the H/V spectral ratio introduced in Figs. 13 and 14. A series
of sublatitudinal faults divides the main reverse fault into separate parts, which delineate the
structural blocks of different depth. A local areas characterized by the lower resonance
frequencies trending NW-SE are associated with erosion channels. Sites located in erosion
channels show typical H/V shape with two separate peaks like in Figure 13.

Sharp increase in the fundamental frequency from 0.3-0.4 Hz to 1.2-1.7 Hz is observed in
the western edge of the study area. This trend of change may be explained by appearance of
the Quaternary calcareous sandstone layer. While the Judea Gr. keeps dipping to depths of
800-1500 meters, this shallower, relatively high velocity layer becomes a main reflector and
provides the indicated increase in the fundamental frequency.

Sites where the site effect has not been detected are on the sandstone outcrop in the west
or limestone and dolomite of the Judea Gr. in the east.

Distribution of maximum amplitude associated with fundamental H/V peak retains the
general trend characterizing the frequency map, i.e. SW-NE strike of contours (see Figure
31b). The amplitude values decrease from 7 to 2 in the direction of dipping bedrock. The
variations of amplitude values in the west, where the Judea Gr. occurs at a big depth, are
probably connected with local variations of Vs in the upper part of the geological section.
Erosion channels are indicated by amplitude of about factor 2.5.

On the Applicability of Relationship between H/V Fundamental
Frequency and Sediment Thickness

In recent years different studies (Ibs-von Seht and Wohlenberg, 1999; Delgado et al., 2000;
Fäh, at al., 2000; Kobayashi et al., 2000; Parolai et al., 2002; D'Amico et al., 2004; Hinzen et
al., 2004; García-Jerez et al., 2006) showed that the resonance frequency of the site obtained
from horizontal-to-vertical spectral ratios of ambient vibration can be used to map the
thickness of soft sediments. The resonance frequency f  is related to thickness of soil layer
h  through the relationship

bafh −= (7)

To determine to what extent such a relationship is appropriate for the Petah Tikva area
we correlate in Figure 32a resonance frequency and depth to the bedrock (Judea Gr.)
according to the structural map (Fleischer and Gafsou, 2003). Range of the sediment
thickness over the Judea Gr. is from a few meters up to 800 m. The best fit is expressed as

04.1155 −= fh (8)
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Figure 32. (a) - Fundamental frequency vs. thickness of sediments from the structural map of the Judea
Gr. (Fleischer and Gafsou, 2003); (b) distribution deviation of the reflector depth from the structural
map normalized by that calculated from the empirical expression (8) with respect to fundamental
frequency.

Figure 32 shows a clear correlation between the fundamental frequency and sediment
thickness with correlation coefficient of almost 0.8. Nevertheless, scatter in both parameters
is large and use of this relationship for predicting subsurface model is very questionable.
Figure 32b shows the factor of deviation of the depth to the seismic waves reflector according
to the structural map and the depth calculated from the empirical expression (8). Error of
depth estimations is different for different frequency ranges and reaches values up to factor
4..The deviation is higher at the higher frequencies.

It is of importance to analyze depth variability in the context of the study area. We should
note that initial data on sediment thickness taken from the regional structural map contribute
to the great scatter. The others factors influencing deviation are associated with the use of a
one-layer model and/or the assumption of smooth vertical variations of velocity and the
lateral homogeneous Vs velocities. We use some examples of borehole locations to examine
these conditions in our study area.

Example in Figure 33 presents two boreholes of different lithological composition. The
reflector depths in the well PT44and well Lod20are 110 m and 40 m, respectively. However
H/V ratios obtained at borehole locations show very close fundamental frequencies near 2 Hz.
Analytical functions, calculated using borehole and refraction survey data are superimposed
on the H/V spectral ratios in Figures 33a and 33b. Another example is a comparison between
well 234 and well 238 shown in Figure 34. The soft sediment thickness in well 234 is 12
meters vs. 6 m in well 238. However, H/V spectra of these points show 7 Hz and 5.5 Hz
respectively. Since Vs of upper alluvium layer do not differ significantly, this is a result of the
presence of 8-meter gravel layer with Vs=480 m/sec, which changes the velocity structure.
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Figure 33. Columnar section and H/V spectral ratio (solid line) superimposed on analytical transfer
function (dashed line) calculated on the base of borehole and refraction survey data for well PT44 – (a)
and well Lod20– (b).

Figure 34. Columnar section and H/V spectral ratio (solid line) superimposed on analytical transfer
function (dashed line) calculated on the base of borehole and refraction survey data for well 234 – (a)
and well 238– (b).

Next example concerns divergence in the identification of the fundamental reflector by
available geological data (Fleischer and Gafsou, 2003) and by the H/V analysis. H/V spectral
ratio in Figure 35 obtained at well PT-2 exhibits wide spectral shape, which is result of two
resonance frequencies: 0.65 Hz and 1 Hz. One can see that the site response function
calculated by modeling the depth to the main reflector to be at 220 m which is the depth to
limestone of the Judea Gr., according to the borehole data, does not approximate the spectral
ratios neither by frequency nor by amplitude. We supposed the main reflector is top dolomite
of the Judea Gr. found at a depth of 415 m, while the top limestone is an intermediate
interface. The new model yields two resonance peaks and provides a good fit to the H/V
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observations. We figure that the well stratigraphy was possibly misinterpreting a sharp break
in the resistivity log.

Figure 35. Columnar section of well Pt-2 and comparison between the H/V spectral ratio (thick line),
trial analytical function (thin line) and optimal analytical function (dashed line) calculated assuming
limestone at a depth of 220 m and dolomite at a depth of 420m as fundamental reflector, respectively.

Figure 36. (a)- Fundamental frequency vs. sediment thickness from the structural map fitted separately
for three groups with similar subsurface structure; (b) - fundamental frequency vs. sediment thickness
calculated by modeling.

We have a lot of similar examples in the study area. Thus, we divide all the measured
sites into three groups, based on correlation between the fundamental frequency, the shape of
the H/V functions and the subsurface structure established throughout analysis of the
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measurement results in Petah Tikva. Fundamental frequencies vs. soft sediment thickness of
each group are shown in Figure 36a. We assume that each group may be roughly
characterized by quasi-homogeneous subsurface structure. We specify some reasons for the
large scatter. Among others the presence of the limestone layer up to 300 m thick, which
being a part of the Judea Gr. is, nevertheless, not fundamental reflector for groups
characterized by frequencies 0.3-0.6 Hz and 0.7-3 Hz (see Fig. 35); several local geological
structures, not identified previously by geological mapping. For the high frequency group (3-
8 Hz) we suppose to be crucial presence of Quaternary gravel layer, which is distributed
irregularly (see Fig. 34) and leads to the significant discordance between frequency and
reflector depth correlation.

The differences in estimating depth to the main reflector we observe within the groups of
similar subsurface structure as well. In Figure 36b, we plot the fundamental frequency vs.
sediment thickness derived from 1-D modeling, carried out at majority of the measured sites.
After best-fitting of each group the scatter is reduced to a factor 2 that, however, is still large
for predicting site amplification.

In example given in Figure 37, two sites are characterized by the same fundamental
frequency f1=1.4 Hz and similar lithological cross section consisting of alluvium layer and
chalk-marl layer over the bedrock. Variations in S-velocity from 850 m/sec up to 1000 m/sec
for chalk-marl lithological unit and 200-300 m/sec for the upper layer at p34 and p123,
respectively, are common in the Petah Tikva area. Modeling shows that a fair agreement
between the analytical functions and H/V curve is reached with the reflector depth is 150 m
for P34 and 208 m for P123.

Figure 37. H/V spectral ratio (solid line), analytical transfer function (dashed line) and soil column
derived from modeling of p34 (a) and p123 (b) sites with similar lithological composition yielding the
same fundamental frequency f1.

Hence, the demonstrated above shows that it is not recommended estimating depths by
applying empirical relationships such that given in Eq. 8. Here again, ambient noise
measurements can be of great use.
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Estimation of Shear-Wave Velocity Models and Reconstruction of
Subsurface Structure

The key parameters to analytically evaluate site effects by using computer codes such as
SHAKE (Schnabel et al., 1972) are the S-wave velocities of the unconsolidated sediments,
thickness of each layers, density and specific attenuation in different lithological units as well
as S-wave and density of the hard rock acting as a seismic reflector. Densities and specific
attenuation in different lithological units were selected from of literature sources (Borcherdt
et al., 1989; McGarr et al., 1991; Theodulidis et al., 1996; Reinozo and Ordas, 1999;
Pergalani et al., 2000 and many others). Recently, Pratt and Brocher (2006) used spectral
decay in the shear-wave spectral ratio with respect to reference site amplification curves and
estimated Q-values for shallow sedimentary deposits. They concluded that the range of Q
values is 10-40. These values agree well with those used in our studies.

Data collected from a few seismic refraction profiles provide information on the S-wave
velocities and thickness of shallow sediments within the accuracy and resolution of the
geophysical technique. Refraction profiles are normally designed to obtain maximum
information on Vs of the lithological units represented in the study area and in the vicinity of
boreholes.

Measurements of ambient vibrations are also carried out either very close to or directly at
drilling sites where detailed information on the subsurface is available. Available logging data
are incorporated to obtain more detailed and reliable information about the subsurface. At that
point, we combine the borehole and geophysical information with the observed spectral ratios
to estimate the S-wave velocity profile at-depth. Then propagate by means of extrapolation to
neighbouring sites, using H/V spectral observations and information about the regional
geology to constraint S-wave velocities of the lithological units present in the area.

Figure 38. (a) - Lithological section of well 238  and (b) - analytical transfer function (dashed line)
compared with H/V spectral ratio (solid line) obtained at this well.
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The first example is one-layer subsurface model with the main reflector being dolomite
of the Judea Gr. overlain by silt (well 238 in Petah Tikva). Vs=160 m/sec for the silt layer is
taken from a refraction survey carried out not far from well 238. Lacking direct Vs
measurements of the dolomite in the well, we adhere to Vs assigned to dolomite in near-by
Lod (Zaslavsky et al., 2005). In the Lod-Ramle area the geological conditions are similar to
those in Petah Tikva, where Vs=1900±80 m/sec was derived at eight boreholes. We note that
Vs=1970 m/sec for dolomite is also suggested by a refraction survey in the Parsa area located
in the Dead Sea area (Zaslavsky et al., 2000) and in the town of Dimona (Zaslavsky et al.,
2008). Vs=160 m/sec for silt and Vs=1900 m/sec for limestone-dolomite of the Judea Gr.
provide a quite well agreement between the analytical transfer function and H/V spectral ratio
obtained at well 238 (see Figure 38, Table 3).

Table 3. Geotechnical data and soil column model for well 238 (Petah Tikva).

Well 238 Derived soil column model

Lithology Depth
m

Thickness
m

Vs
m/sec

Density
gr/cm3

Damping
%

Silt 0-6 6 160 1.6 4
Limestone and dolomite
(Judea Gr.)

6 and
below - 1900 2.3

S-velocities for gravel and chalky limestone of the Judea Gr. overlying the dolomites at a
great part of the Petah Tikva area, but not everywhere, are obtained at well 70 using refraction
profile RL-3. We note that borehole description does not separate the Judea Gr. into chalky
limestone and dolomite. Thus, the thickness of the chalky limestone as the only unknown
parameter is fitted - (Figure 39, Table 4).

Figure 39. (a) Lithological cross section of well 70; (b) - comparison between H/V spectral ratio
obtained at well 70 (solid line) and analytical transfer functions calculated using well data and
velocities from refraction data (dashed line).
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Table 4. Geotechnical data and soil column model for well 70 (Petah Tikva).

Well 70 Refraction
survey Derived soil column model

Lithology Depth
m

Vs
m/sec

Thickness
m

Vs
m/sec

Density
gr/cm3

Damping
%

Clay and silt 0-5 160 5 160 1.6 4

Gravel and conglomerate 5-12 480 7 500 1.8 3

20 1200 2.1 1Chalky limestone and
dolomite (Judea Gr.)

12 and
below 1200 - 1900 2.3

Figure 40. (a) -Lithological cross section of well PT-12; (b) - comparison between H/V spectral ratio
(solid line) and analytical transfer functions calculated using well and refraction survey data (dashed
line).

Table 5. Geotechnical data and soil column model for well PT-12 (Petah Tikva).

Well PT-12 Refraction
survey Derived soil column model

Lithology Depth interval
m

Vs
m/sec

Thickness
m

Vs
m/sec

Density
gr/cm3

Damping
%

Sand, loam 0-47 280 47 280 1.7 4

Marl-chalk 47-187 880 140 880 2.0 2

Limestone and
dolomite (Judea Gr.) 187 and below 1900 - 1900 2.3
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Lithological column of well 111 shown in Figure 40a contains 140-meters marl-chalk
layer. Using of Vs=880 m/sec from the refraction profile provides a good match between the
calculated transfer function and H/V ratio. This refraction profile provides us information on
Vs of sand and loam layer as well. For geotechnical data and model parameters see Table 5.
The analytical and experimental functions are plotted in Figure 40. We note that refraction
survey carried out in the Haifa Bay area provides Vs values  up to 1050 m/sec for the chalk
layer, while south of Petah Tikva we have Vs=800 m/sec for the marl layer. Therefore, to
facilitate site effect analytical estimation the sediments represented by marl-chalk facies are
merged into one layer characterized by Vs range of 800-1050 m/sec.

Since there is no refraction survey determining S-velocity for the clay (Pliocene age)
neither in Petah Tikva nor Haifa Bay area, we adjust Vs at wells, for which all the velocities
with the exception of the clay layer are fixed. Examples of the wells marked Lod-25 and
Saqiye-2 containing the clay layer of different thickness are presented in Figures 41ab. The
borehole data and model parameters are given in Table 6. We note that Vs=700 m/sec for
calcareous sandstone is known from down-hole measurements.

Table 6. Geotechnical data and soil-column models for wells Lod 25 and Saqiye 2 (Petah
Tikva).

Well Lod 25 Derived soil column model

Lithology Depth interval
m

Thickness
m

Vs
m/sec

Density
gr/cm3

Damping
%

Loam 0-23 25 415 1.8 3

Conglomerate 23-28 7 500 1.8 2

Clay 28-80 55 600 1.8 2

Chalk 80-125 40 800 1.9 2

Chalky limestone
(Judea Gr.) 125-164 40 1250 2.1 1

Limestone and
dolomite (Judea Gr.) 172 and below - 1900 2.3

Well Saqiye 2 Derived soil column model

Loam, clay 0-45 45 440 1.8 3

Sandstone 45-90 45 700 1.9 2

Clay 90-365 250 650 1.9 2

Chalky limestone
(Judea Gr.) Below 365 200 1200 2.1 1

Limestone and
dolomite (Judea Gr.) ? - 1900 2.3



Using Ambient Noise Measurements… 199

Figure 41. Soil columns and the analytical functions (dashed line) superimposed on H/V spectral ratios
(solid line) of wells Lod 25 (a) and Saqiye 2 (b).

Table 7. Geotechnical data and soil-column model for well SH-4 (Haifa Bay).

Well SH-4 Refraction survey Derived soil column model

Lithology Depth interval
m

Thickness
m

Vs
m/sec

Thickness
m

Vs
m/sec

4 160 4 160
Alluvium 0-10

14 290 8 290

Sandy limestone 10-37 Below 18
meters 1290 25 1290

Marl-chalk 37-95 60 850
Limestone and

dolomite (Judea Gr.) - 1900

Figure 42. (a) - Lithological cross section of well SH-4; (b) - comparison between H/V spectral ratio
(solid line) and analytical transfer functions calculated using well SH-4 and refraction survey data
(dashed line).
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The next example of well SH-4 shown in Figure 42 is taken from the eastern part of
Haifa Bay area. We note that H/V spectral ratio yields two resonance peaks. The first,
fundamental one is related to the limestone of the Judea Gr. The second peak is produced by
the shallower velocity contrast between the alluvial deposits and Quaternary sandy
limestone.. Its Vs is also determined from refraction profiles close to the well. Table 7
contains results of the refraction survey, borehole data and derived soil-column model. The
analytical function calculated on the base of data from Table 5 matches pretty well the
spectral ratio and is also shown in Figure 42.

For another structural element of Haifa Bay area, the Qishon graben, the Miocene
limestone is the main reflector. Its S-velocity is adopted from the refraction survey carried out
in the similar geological conditions. This refraction survey yields Vs=650 m/sec for the clay
layer that agrees quite well with Vs obtained in Petah Tikva. Velocities are verified at well
SY-3 (Figure 43, Table 8). Vs for the upper layer is taken based on lithological description of
the well.

Figure 43. (a) - Lithological section of well SY-3 and (b) - comparison between average H/V spectral
ratio (solid line) and analytical transfer function (dashed line).

Table 8. Geotechnical data and soil column model for well SY-3 (Haifa Bay).

Well SY-3 Derived soil column model

Lithology Thickness
m

Thickness
m

Vs
m/sec

Silt & clay, gravel 80 75 370
Clay 40 40 650

Miocene limestone 60 - 1500
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Figure 44. (a) Lithological section of well Saqiye 53 and (b) analytical function (dashed line) compared
with H/V spectral ratio (solid line).

Figure 45. Vs-depth section along refraction profile A (Qiryat Shemona) and comparison between
analytical transfer functions (dashed lines) and H/V spectral ratios (solid lines).

Table 9. Well Saqyie 53 data and soil-column model (Petah Tikva).

Well Saqiye 53 Derived soil column model

Lithology Depth interval
m

Thickness
m

Vs
m/sec

Loam, sand 0-50 50 280
Calcareous sandstone 50-57 700
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Table 10. Geotechnical data from refraction profile A and soil-column model (Qiryat
Shemona).

Refraction survey Derived soil column model

Lithology Depth interval
m

Thickness
m

Vs
m/sec

Silt 0-5 2-5 170
Loam 5-20 5-15 350
Basalt Below 20m 2000

The well Saqiye-53 is located in the western part of Petah Tikva , where velocity contrast
producing site effect is between the sandy loam and Quaternary calcareous sandstone. As
mentioned above Vs of 700 m/sec for the calcareous sandstone is obtained by down-hole
measurements. Borehole data and model are given in Table 9. Comparison of the H/V ratio
with the analytical function is shown in Figure 44.

According to the refraction survey carried out in Qiryat Shemona, the Quaternary
sediments represented by alluvium, loam and slope movement material accumulated in the
west of the town are characterized by Vs of 170-180 m/sec; 300-400 m/sec and 650-700
m/sec, respectively. S-velocity of the Pleistocene basalt is 2000 m/sec.

Table 11. S-velocities of lithological units represented in the study area.

Vs range
Age Lithology Petach

Tikva
Haifa
Bay

Qiryat
Shemona

160-200Alluvium, silt, sand, sandy loam,
gravel 250-450

Slope movement material 650-700
Gravel, clay, conglomerate 400-550 450-600

Calcareous sandstone 650-700

Weathered basalt 1000
Basalt 2000

Quaternary

Sandy limestone 1100-
1300

Pliocene Clay, marl 600-850
Neogene

Miocene Gypsum, limestone 1500

Oligocene
EocenePaleogene

Paleocene 800
Senonian

Chalk-marl 800-1050

Turonian Chalky limestone, limestone 1100-1300
Cretaceous

Cenomanian Ju
de

a

Limestone and dolomite 1900
1900



Using Ambient Noise Measurements… 203

Figure 46. Schematic geological cross section beneath profile 1 (Haifa Bay area). The blue line
represents the top of the basement according to the structural map of the Judea Gr. (Fleischer and
Gafsou, 2003).

Figure 46 shows cross section along profile 1 reconstructed on the base of H/V ratio
analysis. For comparison we superimpose a line showing top of the main reflector (limestone
and dolomite of the Judea Gr.) outlined by the available geological data. Figure 47 displays
examples of the H/V ratios at points located on different sides of suggested faults, which are
associated with sharp changes of H/V ratio characteristics over a short distance. We note that
the majority of H/V spectral ratios show two resonance peaks. The fundamental one is
associated with the limestone and dolomite of the Judea Gr. (Cenomanian-Turonian age). Its
amplitude is formed mainly by the velocity contrast between the Judea Gr. characterized by
Vs=1900 m/sec (see Table 4) and chalk-marl (Vs=850-1050 m/sec). Quaternary sandy
limestone with Vs=1100-1300 m/sec represents the shallower reflector and decrease the
amplitude of the fundamental frequency if its thickness is more than 40 m. Frequency of the
second resonance peak is strongly correlated with thickness of the alluvial sediments overlying the
limestone. Therefore, for sites located on the limestone outcrop, the second resonance peak does not
exist and we observe the fundamental peak only (see points 95 and 32 in Figure 47). Point 420 is
located in the southern part of profile 1 and is characterised by the fundamental frequency of
0.5 Hz (see Figure 47). At point 422, the fundamental frequency sharply increases up to 0.7
Hz that corresponds to rising of the top Judea Gr from 425 m to 340 m. Such a sharp changes
in the fundamental frequency suggests the existence of a fault. We note that this fault is
slightly shifted relatively to its position on the geological map (see Figure 26). The second
frequencies at both points are 7 Hz, that corresponds to thickness of the soft sediments of 8m.
We note that approximating the H/V ratios by the analytical functions at points Q420 and
Q422 we seek the best fit considering only the fundamental and second resonance peaks
corresponding to the deep and shallow reflector and marked by arrows.  At point Q400, while
the fundamental frequency does not change, the second one decreases to 3.2 Hz. Our
calculations yield increase of the alluvium thickness up to 25 m.

Sharp shift in the fundamental frequecy between neighboring points is identified several
times at profile 1. Increase in the fundamental frequency from 0.7 Hz up to 0.9 Hz is observed
between points 400 and 402. It corresponds to decrease in the reflector depth from 330 m to
290 m respectively and is accompanied by a fault, which is identified also by seismic and
well data. A decrease and further increase in the fundamental frequency (0.9 Hz - 0.55 Hz -
1.0 Hz) between points 404-408-410, respectively, form the local graben with corresponding
vertical displacements of 100m and 180m. The faults are a continuation of those shown in the
geological map west of profile 1. The further gradual increase in the fundamental frequency



Y. Zaslavsky, A. Shapira, G. Ataev et al.204

and consequent decrease in the reflector depth up to point 32 (SH-4 well) is complicated by
steps. Some of the faults are detected by the geological data. Comparison of H/V ratios at
points 38, 438 and 7 is of special interest. Here the influence of the upper alluvium layer on
the H/V function is apparent. In particular, significant increase in amplitude (from 5 up to 9.5)
and simultaneous decrease in frequency (from 8 Hz to 3 Hz) of the second resonance peak
which can be explained by both low-velocity (Vs=160 m/sec) and thickening of sediments
above the shallow reflector, cause increase in amplitude of the fundamental peak.

Figure 47. H/V spectral ratio (solid line) and analytical transfer function (dashed line) for representative
points of profile 1 (Haifa Bay).

The cross section along profile 2 oriented NW-SE is shown in Figure 48. One can see
two geological versions of the top Judea Gr., which practically coincide in the southeastern
segment of profile and significantly diverge in the central and northwestern segments.
According to the structural map of Mero (1983), Judea Gr. keeps gradually dipping to the
northwest, while Fleischer and Gafsou (2003) suggest a sharp fall. We present another
interpretation of this cross section based on the H/V analysis. According to this interpretation,
increase of the fundamental frequency from 1 Hz (point 266) to 1.5 Hz (point 276) implies a
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vertical displacement of 60 meters (Figure 49). This fault is, in a sense, a prototype of several
faults of N-S direction, which are detected by ambient noise data, while neither geological nor
seismic surveys provide information about the presence of these longitudinal faults.

Figure 48. Schematic geological cross section along profile 2 (Haifa Bay area). The red and blue lines
indicate two different geological versions of the basement surface.

Figure 49. Analytical transfer function (dashed line) superimposed on H/V spectral ratio (solid line) for
points Q266 and Q276 located on different sides of fault.

Seismic Hazard Microzonation

The amplification of the ground motion during earthquakes due to geological site conditions
makes it necessary for urban areas to perform detailed seismic hazard assessment. Under
seismic hazard microzonation we understand subdividing of an area into zones with respect to
geological characteristics of the sites and thus characterize the site specific seismic hazard at
different locations. We used H/V measurements of ambient noise together with available
geological and geophysical information to construct subsurface models for the investigated
regions. These models may be used for seismic hazard microzonation across the study areas.
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The grouping of H/V observations is done manually taking into consideration the
fundamental frequency, amplitude and the shape of H/V spectral functions. As examples, the
assemble of H/V spectral ratios and averaged analytical response function for Zone 4 in
Qiryat Shemona, Zone 11 in Haifa bay and Zone 5 in Petah Tikva are depicted in Figure 50a.
Soil column models corresponding to these analytical response functions are shown in Figure
50b. Seismic microzonation maps, presenting zones each of which is characterizes by soil
column model were prepared for all investigated urban areas. Such maps for Qiryat Shemona,
Haifa bay and Petah Tikva are presented in Figures 51-53.

Figure 50. H/V spectral ratios from different sites (thin line), generalized analytical transfer functions
(the dotted line) and 1D soil column models for Zone 4 (Qiryat Shemona) – (a); Zone 11 (Haifa bay) –
(b); and Zone 5 (Petah Tikva) – (c).

The site specific acceleration spectra of a given site may be obtained by convolution of
the analytical response function with observed and/or synthesized strong motions. Boore et al.
(1997) presented equations to predict horizontal response spectra:

( ) ( ) Asv VVbrbMbMbbY /lnln66ln 5
2

321 ++−+−+= (9)

Where Y is the response spectra (g) for the random horizontal component at 5% damping,
;)( 2/122 hrr jb +=  rjb – is the distance to the rupture in km; b1 = b1SS for strike-slip

earthquakes; b2 = b2RS for reverse-slip earthquake; b1 = b1 ALL if mechanism is not specified;
VS is average shear wave velocity to a depth of 30 m; VA shear wave velocity of rock.

The coefficients b2, b3, h and VA were estimated using weighted, two stage regression
procedure (Joyner and Boore, 1993; 1994) and based on the data set contains 213
accelerograms from 23 earthquakes of moment magnitude from 5.2 to 7.3 which occurred in
western North America. In order to verify the applicability of equation (9) in our region, it has
been used to predict the horizontal acceleration response spectrum at the strong motion
station in Lod where VS(30)=350m/sec from the earthquake of MW=5.1 (February 11, 2004).
This function is compared with response spectra obtained from real accelerograms of this
earthquake recorded at the station in Lod. In Figure 54a we show comparison between two
response spectra. The prediction failed delineating both the frequency of maximum and its
amplitude.
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Figure 51. Seismic microzoning map of Qiryat Shemona, presenting zones of common site effect
characteristics (a) and the characteristic 1D soil column model for each zone (b).

Figure 52. Seismic microzoning map of the Haifa Bay area, presenting zones of common site effect
characteristics (a) and the characteristic 1D soil column models for each zone (b).

From data set which consists of 595 strong motion records caused by shallow crustal
earthquakes with magnitudes ≥ 5 recorded in Europe and Middle East, Ambraseys et al.,
(2005) obtained the equation:

( ) ( ) 0109876

2/12
5

2
4321 loglog FaFaFaSaSaadMaaMaay TNASww ++++++∗+++= (10)
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Where y is the acceleration response spectra for 5% damping, SS = 1 for soft soil site and
0 otherwise, SA = 1 for stiff soil sites and 0 otherwise, FN = 1 for normal faulting earthquakes
and 0 otherwise and F0 = 1 for odd faulting earthquakes and 0 otherwise.

Figure 53. Seismic microzoning map of Petah Tikva, presenting zones of common site effect
characteristics (a) and the characteristic 1D soil column models for each zone (b).

As shown in Figure 54a, estimations using formulae (10) and the response spectra from
accelerograms of the earthquake are not similar. The strong motion station located in the town
of Eilat recorded the main shock of the Gulf of Aqaba earthquake (95-11-22 04:15, MW = 7.2,
epicentral distance of 70 km). According to borehole and geophysical information (Zaslavsky
et al., 2003) this site consist of three layers: alluvium (thickness of 5 m and VS of 250 m/sec),
sand (thickness of 30 m and VS of 420 m/sec), and conglomerates (thickness of 25 m and VS

of 1,100 m/sec), overlying granite with VS equal to 2,400 m/sec. Here, VS(30)=400 m/sec.
The acceleration response spectra are shown in Figure 54b. Again, we can see significant
discrepancy between the spectrum obtained from accelerograms of the earthquake and the
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spectra predicted by equations (6) and (7). This is not surprising because these equations
cannot take into account actual site amplification.

A series of studies (Boore, 1983; Boore and Atkinson, 1987; Boore and Joyner, 1991 and
others) described and demonstrated the stochastic method for synthesizing accelerograms of
the S-wavetrain. The stocastic approach has been applied to predict the acceleration response
spectrum of the signals from the the Feb. 11, 2004 and Nov. 22, 1995 earthquakes and
compared the predicted functions with the observations. Figure 54 shows the average
response spectrum obtained by the stocastic method, which also demonstrate the high
resemblance between the predicted and the actual functions. The examples shown in Figure
54 also suggest that the site related coefficients used in the prediction equations discussed are
possibly not applicable to the investigated sites. In general, one should be extremely careful
when estimating ground motions on the surface of site that may exhibit site effects and
amplification of seismic motions. This finding, if confirmed by additional measurements,
may cast a great shadow on the world wide practice to copy site correction values associated
with Vs(30) from the USA building codes. The values of these parameters may not valid to
other parts of the world.

Figure 54. Comparison between response spectra obtained from earthquakes and predicted by different
methods: earthquake on Feb. 11, 2004, recorded in Lod and (a) and earthquake on Nov. 22, 1995,
recorded in Eilat (b). Thin line denotes response spectra calculated from accelerograms; dashed line
indicated response spectra calculated by equation (9); dashed-dotted line refers to equation (10) and
thick line is the average response spectra computed using SEEH method.

Based on this Stochastic method, Shapira and van Eck (1993) developed the SEEH
process (SEEH- Stochastic Estimation of the Earthquake Hazard) to predict the site specific
acceleration response spectra computed for 10% probability of exceedence during an
exposure time of 50 years and for a damping ratio of 5%.

The SEEH computations require information on several seismological parameters such as
spatial distribution of seismogenic zones and their seismicity characteristics, stress drop, Q-
values, seismic moment – local magnitude relationships, etc. Estimation of these parameters
are based on seismological data (local and regional earthquake) provided by the local seismic
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networks. The SEEH applies Monte Carlo simulation to simulate the seismicity in the
different seismogenic zones surrounding the investigated area over several thousands of years
and applies the stochastic method to synthesize ground motions for each of the simulated
events. At the final stage of the simulations, the synthetic horizontal accelerations propagate
to the surface of the site through the soil layers constituting the site’s sub-surface. The SEEH
also incorporates the uncertainties associated with almost every parameter needed in the
computations.

Conclusions

Ground motion amplifications of soft soils layers, common in urban areas, are a major
contributor to increasing damages and number of casualties during earthquakes. The great
variability in the subsurface conditions across a town/city and the relatively high costs
associated with obtaining the appropriate information about the subsurface, strongly limit
proper hazard assessments. Direct information from strong motions recordings in urban areas
are usually not available. Such is the situation in Israel which is small and its population
centers are in close proximity to the seismically active Dead Sea Fault system, capable of
generating earthquakes with magnitude as high as 7.5.

Over the years, we have conducted site investigations in several thousands of sites across
Israel. These investigations demonstrated the usefulness of using horizontal-to-vertical (H/V)
spectra of ambient noise measurements to identify sites with high potential for being
vulnerable to amplification effects and characterize the sites with respect to their expected
resonance frequencies and the corresponding H/V levels. This information, together with any
available geological, geotechnical and geophysical information helps building a reliable
model of the subsurface which is then integrated in the processes of the seismic hazard
assessment.

Our conclusions may be summarized as follows:

• Reliability and applicability of the ambient noise H/V spectral ratio may be
influenced by different factors such as anthropoid noise, underground pipe lines
and constructions, soil structure interaction etc. and heavily depended on the
amount of data. Assessing the condition of ambient noise waveform by
computing spectra and H/V spectral ratio for many time windows allows
identifying these factors already in the field. It is essential to monitor the ambient
noise at least during one hour and thus increase the chances of selecting the time
windows to be used in the analysis. Here, quantity is a necessity to achieve
quality.

• One of the problems associated with ambient noise measurements and analysis is
the stability and reproducibility of measurements. Data from continuous
measurements during several months as well as repeated measurements in
different days, months and years show that the shapes of average spectral ratios
obtained at the same site under the same conditions of measurements yield
almost identical results.

• Another problem in analysing ambient noise measurements is the large scatter of
the maximum H/V spectral amplitudes. Apparently, this instability is related to
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non-stationary character of the sources which are randomly distributed in time
and space. In order to reduce the scatter and increase stability, our processing
scheme involved a careful manual selection of the time window from which we
obtain reliable H/V functions.

• H/V and Hsite/Hbedrock curves from ambient noise showed consistent results.
However, since the source of ambient noise varies significantly from place to
place, the Hsite/Hbedrock ratio technique can only be applied within a limited area
and within 200-300 m from a reference site.

• Qualitative analysis of the distribution of the Fourier spectra and H/V spectral
ratios of ambient noise over the study areas shows high correlation between
shape of spectra and geological site conditions. This can be used to contour areas
of similar subsurface structure.

• Maps of the spatial distribution of the fundamental frequency and their
associated H/V amplitude delineate potentially vulnerable sites. This information
is useful for land use considerations in urban planning and for identifying sites
which require in depth site investigations to better evaluate the seismic hazard.

• The structure and properties of the underlying soils inferred only from geological
and geophysical information may still lead to wrong assessments of the site
response, especially when based on 1D model. Reliable modeling to be used in
site response analysis is those obtained by combining different empirical
approaches, supplemented with geophysical and geological data.

• Limited data on S-wave velocities and sediment thickness obtained from seismic
refraction surveys carried out at boreholes enable the calibration of the H/V
spectral ratio with an analytical site response derived from a 1D subsurface
model. It is also used to justify further H/V ratios utilization, by velocities
extrapolation, to study other sites, away from refraction profiles and boreholes.
A stochastic optimization algorithm is applied to calculate the layer thickness,
yielding transfer functions to match in the best way the observed H/V curves,
considering all resonance peaks.

• It is interesting to note that the modeling results, obtained in studies which used
ambient noise measurements, lead to suggest a revision of existing concepts as
regards to the subsurface structure in the region.

• Analysis of an empirical relationship between fundamental frequency and
thickness of the soft sediments performed on the extensive database of ambient
vibration measurements have demonstrated that the assessment of layers
thickness based on regression functions correlating fundamental frequency with
depth does not allow a reliable construction of a realistic model to be used to
determine the site response function.

• The ambient noise measurements enable identifying discontinuity in the
subsurface and locate faults. These are associated with significant change in all
three characteristics of the H/V spectra, i.e. fundamental frequency, amplitude
and shape corresponding to both vertical displacement and change in the velocity
profile.

• When relevant, the average H/V spectral ratio obtained from ambient vibrations,
reliably identified the fundamental resonance frequency of the investigated site
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and provide a fair estimate of the expected amplification level, similar to those
assessed by other techniques and similar to the analytically obtained response
functions, provided that all processes remain linear.

• H/V spectral ratio from ambient noise adds very useful information that when
integrated with other different data sources, often limited in quantity and quality,
enable obtaining a systematic picture of the characteristics of site effects in the
investigated region. The application of this methodology is very important in
regions where strong earthquake occur over a long return period, but might
exhibit a very high risk.
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Abstract 

This article deals with seismic resistant braced frame structures with a special type of 
bracing element termed self-centering friction damping brace (SFDB). The SFDB provides a 
passive form of energy dissipation with its core re-centering component made of stranded 
superelastic shape memory alloy (SMA) wires while enhanced energy dissipation mechanism 
is provided through friction. Superelastic Nitinol is selected as the SMA material for SFDB 
because of its superb superelastic property and excellent fatigue life. The mechanical property 
of superelastic Nitinol wires was experimentally investigated through a series of uniaxial 
cyclic tests. The fatigue life and the effect of loading rate and ambient temperature are studied 
as a part of the experimental program. Three types of constitutive models for superelastic 
SMAs with increasing complexity and modeling details are discussed. Based on the calibrated 
constitutive model for superelastic Nitinol wires, analytical model for SFDB has been 
developed to simulate the unique flag-shaped hysteresis of SFDB. The seismic performance of 
SFDB frames is evaluated through nonlinear pushover and time history analysis of two 
prototype buildings—a 3-story and a 6-story concentrically braced frames, at different seismic 
intensity levels. A displacement-based design procedure for SFDB frame is also presented, in 
which SFDBs are proportioned based on the target performance level under design basis 
earthquakes. The simulation results demonstrate that SFDB frame has a few desirable 
performance characteristics such as minimal residual drift after frequent and design basis 
earthquakes due to its self-centering capability. SFDB frame has the potential to withstand 
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several design basis earthquakes without the need for repair or replacement of SFDB if 
properly designed. 

1. Introduction 

In the past decade, passive dampers that utilize shape memory alloys (SMA) for energy 
dissipation have been attracting growing interest in civil engineering, particularly for 
seismic hazard mitigation application (e.g., Graesser and Cozzarelli 1991; Aiken et al. 
1992, 1993; Witting and Cozzarelli 1992; Clark et al. 1995; Whittaker et al. 1995; 
Higashino 1996; Wilde et al. 2000; Dolce et al. 2000, 2005; Castellano et al. 2001; Ocel et 
al. 2004; DesRoches et al. 2004; Zhang and Zhu 2007; Zhu and Zhang 2008). For example, 
Krumme et al. (1995) have developed a SMA damping device termed center-tapped device 
for passive control of the dynamic response of civil structures. The center-tapped device 
comprises a simple slider mechanism in which resistance to linear sliding is provided by 
two pairs of opposed SMA tension elements. Whittaker et al (1995) developed two 
conceptual designs for SMA dampers, the effectiveness of which to mitigate the seismic 
hazard was demonstrated by the nonlinear time history analysis of an existing reinforced 
concrete frame retrofitted using these SMA dampers under moderate earthquake ground 
motions. Dolce et al. (2000) tested Nitinol-based devices with full re-centering and good 
energy dissipation capabilities. Their experimental results have shown that SMA braces can 
provide a performance level at least comparable to those of steel braces, while having an 
additional self-centering feature. In Italy, superelastic SMA damping devices have also 
been implemented in several masonry cultural heritage structures to enhance their seismic 
resistance capacities during recent restoration (Castellano et al. 2001; Indirli et al. 2001). 
DesRoches and Delemont (2002) have tested the efficacy of superelastic NiTi bars as 
bridge restrainers to reduce the risk of collapse from unseating of bridge superstructures at 
the hinges. Additionally, two full-scale partially restrained steel beam-column connections 
using SMA bars for providing additional energy dissipation were tested by Ocel et al. 
(2004). The connection consists of four large diameter Nitinol SMA bars connecting the 
beam flange to the column flange and serve as the primary moment transfer mechanism. 
The connections exhibited a high level of energy dissipation, large ductility capacity, and 
no strength degradation after being subjected to cycles up to 4% drift.  

New trends in seismic design have resulted in proposals of several innovative seismic 
protection strategies, among which buckling-restrained braces (BRB) and the concept of self-
centering system have recently received a great deal of attention. BRB, which are capable of 
yielding in both tension and compression, have been developed to overcome the buckling 
problems of conventional braces in concentrically braced frame (CBF) systems (Clark et al. 
1999; Sabelli et al. 2003; Fahnestock et al. 2003; Uang et al. 2004). In comparison with 
conventional CBFs, BRB frames have much more ductile performance and a larger energy 
dissipating capacity, and thus are desirable for seismic design and rehabilitation. BRBF has 
been used extensively for seismic applications in Japan after the 1995 Kobe earthquake 
(Reina and Normile 1997) and is quickly gaining popularity in the US after the 1994 
Northridge earthquake. However, some researchers have identified several potential problems 
for BRBF (Sabelli et al. 2003; Kiggins and Uang 2004) including large residual story drifts 
that could be as high as 40% to 60% of the peak drifts (Sabelli et al. 2003) and tendency of 
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BRBs to yield at frequent earthquakes under which continued occupancy might be expected. 
Additionally, about 10% difference exists between the tensile and compressive capacities of 
BRB. This raises issues of the beam design in chevron-braced configurations which is often 
governed by the unbalanced forces in the braces (Sabelli et al. 2003). 

Recently, an alternative seismic resisting system with self-centering behavior has 
attracted considerable interests (e.g., Stanton et al 1997; Cheok et al 1998; Kurama et al. 
1999; Ricles et al. 2001; Christopoulos et al. 2002a; Lee and Billington 2006; Sakai et al 
2006). A flag-shaped hysteresis loop is typical of such self-centering systems with energy 
dissipation capability. Self-centering systems can be achieved by utilizing post-tensioning, 
special energy dissipating dampers or special material such as SMAs. Researchers in US 
(Stanton et al 1997; Ricles et al 2001; Christopoulos et al. 2002b; Garlock et al. 2005; 
Restrepo 2006; Sakai et al 2006) have studied a family of post-tensioned systems with self-
centering capabilities, such as steel frame system with post-tensioned moment connections. In 
general, these systems use gap-opening behavior at selected critical joints between main 
structural members, along with complementary energy dissipation elements, to provide 
nonlinear softening behavior, ductility, and energy dissipation without significant inelastic 
deformation and related damage to the main structural members. Elastic restoring forces are 
provided by post-tensioning at these joints return the structure to it original position. Self-
centering systems have the ability to control damage and to reduce (or even eliminate) 
residual structural deformation after strong earthquake events. It is worth noting that residual 
structural deformation is emphasized as a fundamental complementary parameter in the 
evaluation of structural (and non-structural) damage in performance-based seismic design and 
assessment approaches (Pampanin et al. 2003). Special metals such as superelastic SMAs 
inherently possess the self-centering hysteresis behavior. 

This article presents the seismic behavior and design of steel CBF buildings with a 
special type of bracing element termed self-centering friction damping brace (SFDB). SFDB 
is capable of re-centering itself because of the use of superelastic SMA wire strands and 
features enhanced energy dissipation capacity through friction. SFDB would be typically 
installed in a CBF building as part of the bracing system which resists lateral seismic loads. A 
brief introduction of the material properties of superelastic SMA are described first in this 
paper, followed by a discussion of three types of constitutive models for superelastic SMAs 
with increasing complexity and modeling details. Next, seismic analysis and design of 
buildings with SFDB is presented, including the configurations of SFDB and a displacement-
based design procedure for buildings with such SMA-based damping devices. The results of 
the nonlinear pushover analysis and time history analysis in this study suggest that SFDB 
frame can achieve a seismic response level comparable to that of other CBF systems (e.g., 
buckling-restrained-braced frame) while having significantly reduced residual drifts under 
design basis earthquakes. 

2. Mechanical Properties of SMA 

Shape memory alloys (SMA) refer to a unique group of alloys with the ability to return to 
some pre-defined shape when subjected to an appropriate thermal-mechanical procedure. 
This shape recovery is due to a micromechanical phase transformation in the material that 
can be either temperature- or stress-induced. SMAs generally demonstrate two types of 
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unique behavior at different temperatures. For example, at ambient temperatures T < Mf, 
where Mf refers to martensite finish temperature, the microstructure of SMA materials is 
fully martensitic and SMA exhibits a large hysteresis loop similar to other conventional 
metal alloys such as mild steel, but the residual deformation after unloading can be fully 
recovered by an increase in temperature (as shown in Figure 1-(a)). This shape recovery 
effect is called shape memory effect, which is due to a micromechanical phase 
transformation from the martensite phase to the parent austenite phase. Another important 
characteristic of SMA materials is called superelasticity or pseudoelasticity, which involves 
rate-dependent hysteresis damping with zero residual strain upon unloading. SMA exhibits 
the superelastic behavior at ambient temperatures T > Af, where Af is termed austenite finish 
temperature, above which the microstructure of SMA is fully austenitic. The superelastic 
behavior of SMA is due to a stress-induced solid phase transformation from austenite to 
martensite. Since martensite is stable only at the presence of the externally applied load, a 
reverse transformation takes place upon unloading, and after fully unloading, the material 
will return to its original undeformed shape (as shown in Figure 1-(b)).  
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Figure 1. Typical hysteresis shape of shape memory alloy. 
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Among several available SMAs, the most common one that has received considerable 
interests in industrial applications is the alloy of nickel and titanium called Nitinol, which 
exhibits good hysteresis damping effect, outstanding fatigue properties and excellent 
corrosion resistance. The transformation temperatures of Nitinol such as the aforementioned 
Mf and Af can be adjusted in the range from less than -100°C to over 100°C. Nitinol alloys 
tend to have much higher corrosion resistance and ductility and excellent fatigue performance 
(both low-cycle and high-cycle fatigue), compared to other SMA materials. The prominent 
properties of Nitinol materials have made them a promising candidate for use in energy 
dissipation device. Zhu (2007) studied the stress-strain relationship of superelastic Nitinol 
wires through a series of cyclic tests conducted under different loading rates and ambient 
temperatures. This section summarizes the test program and findings on the fatigue life, 
maximum recoverable strain, training, loading rate effect, temperature effect of superelastic 
Nitinol wires. These properties are of importance to the proposed civil engineering 
applications.   

2.1. Test Program 

Nitinol wires with a diameter of 0.58 mm (0.23 in) were cyclically tested using an MTS 
universal testing machine. In this experimental study, two types of Nitinol wires were 
acquired from two different manufacturers, designated as Type A and Type B wires 
respectively. Both types of Nitinol wires have a similar chemical composition (about 56% 
nickel and 44% titanium) that leads to exhibiting superelastic behavior at room temperature.  
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Figure 2. Cyclic quasi-static test of Nitinol wires at room temperature. 
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Figure 2 shows the stress-strain curves of both types of superelastic Nitinol wires from 
cyclic tests conducted at quasi-static loading rates. Figure 2 indicates that the superelastic 
Nitinol wires under test can regain its initial shape without permanent deformation when 
unloaded from strain amplitudes as high as 8%. This is because the yield-like plateau in 
Figure 2 is due to solid phase transformation in superelastic Nitinol rather than yielding. 
Therefore below 8% strain, no apparent damage is observed in superelastic Nitinol wires. 
Beyond 8% strain, strain hardening occurs in superelastic Nitinol wires and noticeable 
residual strains after unloading can be observed due to plastic deformation of Nitinol wires. 
The ultimate strain of both types of superelastic Nitinol wires can reach up to 15%, which 
provides a reasonably large safety margin to seismic application of Nitinol wires. The 
ultimate stress of both wires is about 1400-1500 MPa, which is almost three times the ‘yield’ 
stress (i.e., the forward transformation stress). Such a significant strain hardening behavior of 
superelastic Nitinol wires needs special attention when designing SMA-based energy 
dissipation device and may cause potential overloading to the adjoined members if not well 
accounted for. 

The tests by Funakubo (1987) indicated that the high-cycle fatigue life of Nitinol under 
cyclic strain εmax = 0.02 can reach as high as 1x105 cycles. Zhu and Zhang (2007a) tested the 
low-cycle fatigue life of Nitinol wires which is of more interest for seismic application. In 
their experiments, the superelastic Nitinol wire samples were tested under 8% strain cycles at 
a loading frequency of 1 Hz. All superelastic Nitinol wires tested can withstand over 2000 
cycles under such 8% strain cycles. 

In comparison with other SMAs, superelastic Nitinol wires have much higher fatigue life 
and larger recoverable strain level. These unique properties enable superelastic Nitinol wires 
to sustain several strong earthquakes without the need of repair or replacement of SMA-based 
energy dissipation device if carefully designed. This reusability can considerably reduce the 
repair cost after earthquakes and is very appealing from a life-cycle cost perspective. 

2.2. Training of Nitinol Alloy 

Figure 3 shows the change in mechanical properties of superelastic Nitinol wires with 
increasing number of load cycles. The wires were tested under 8% strain cycles with a 
loading frequency of 1 Hz. Observable changes for both types of wires include strain shift at 
zero stress (i.e., after unloading), decrease of ‘yield’ stress (i.e., forward transformation 
stress) and hysteresis area, and increase of ‘post-yield’ stiffness as seen from the first eighty 
loading cycles, although generally the degradation of Type A is more substantial than the 
Type B. However, after the first 50 to 80 load cycles the hysteresis behavior of superelastic 
Nitinol wires stabilizes to its steady-state hysteresis loop. These observations are consistent 
with the findings made by other researchers (e.g., Miyazaki 1990; McCormick et al. 2006). 
To overcome the potential problems in implementation that may arise from these observed 
degradation behaviors of superelastic SMA, training (i.e., cyclic preloading) of superelastic 
Nitinol wires should be performed before their use for energy dissipation device.  

Figure 4 shows the hysteresis behavior of the superelastic Nitinol wires after 80 cycles of 
training with peak strain equal to 8%. The loading frequency was 2 Hz for this test. The 
displacement-controlled test process comprises four separate load sequences with different 
strain amplitudes, and within each load sequence the wire was cyclically loaded at constant 
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amplitude for over ten cycles. It is seen that stable hysteresis loops were obtained after 
training and no noticeable degradation effect such as residual deformation or change in 
transformation stress, were observed in the test results. 

Figure 3. Change of mechanical behaviors of Nitinol wires with increasing number of load cycles. 
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Figure 4. Stress-strain curve of trained superelastic Nitinol wires at 2-Hz loading frequency. 

2.3. Loading Rate Effect 

Most SMAs have a strong loading rate-dependence of mechanical properties, such as 
hysteresis shape, transformation stress, energy dissipation capacity and temperature rise. This 
section deals with the loading rate-induced thermal effect on superelastic Nitinol wires. 

Zhu and Zhang (2007b) tested the superelastic Nitinol wires (Type A) under a variety of 
predetermined loading rates. Before the formal test, the Nitinol wires were trained with 80 
cycles of preloading in order to minimize the accumulation of residual strain and stabilize its 
hysteresis behavior. The uniaxial tension test was carried out at six loading frequencies - 
0.001 Hz, 0.01 Hz, 0.1 Hz, 1 Hz, 2 Hz and 5 Hz for constant 7% strain cycles. Figure 5 shows 
the stress-strain curve of superelastic Nitinol wires under these loading frequencies. During 
the cyclic test a K-type thermocouple with a diameter of 0.0254-mm (0.001 in) was mounted 
onto the test wire surface to measure its temperature. Figure 6 presents the experimental 
results of temperature variation in superelastic Nitinol wire specimens at three loading 
frequencies of 0.001 Hz, 0.01 Hz and 0.1 Hz respectively. Figure 6-(a), (b) and (c) show the 
temperature-strain profile for these three loading frequencies respectively, while Figure 6-(d) 
shows the corresponding time history of the wire specimen temperature. The temperature 
variation under higher loading frequencies was not measured due to the limitation of 
thermocouple measurement under dynamic loading. Torra et al (2007) performed a test of 
Nitinol wires with a diameter 2.46 mm under a loading frequency of 0.25 Hz. The strain cycle 
amplitude of their test was 0.032 and their measurement indicates that the temperature 
oscillation in the Nitinol wire specimen was about 15°C, which is consistent with the 
experimental data shown in Figure 6-(c).  
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Figure 5. Stress-strain curves of Nitinol wires (Type A) at various loading frequencies. 
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Figure 6. Experimental and simulated temperature variation of superelastic Nitinol wires (Type A) 
during the loading process. 

The test with a loading frequency of 0.001 Hz was a quasi-static test. During the quasi-
static test, the temperature change was negligible, and the slopes of both the upper and lower 
transformation plateau in the stress-strain curve are essentially horizontal. Compared with the 
quasi-static test results, the slope of the loading and unloading plateaus becomes increased 
and the amount of energy dissipation (i.e. the enclosed hysteresis area by each cycle) gets 
reduced for the tests with higher loading rates. The increased slope of loading/unloading 
plateau (or post-‘yield’ stiffness) which is often considered a favorable effect for seismic 
application is caused by the self-heating phenomena due to latent heat. The austenite to 
martensite phase transformation in the forward loading path is exothermic, while the 
martensite to austenite phase transformation in the unloading path is endothermic. Therefore, 
the loading path is accompanied with a rise in wire temperature while the unloading path is 
associated with a temperature drop (as shown in Figure 6). Such a temperature variation in 
each cycle results in the observed increase in the post-‘yield’ stiffness. For quasi-static tests, 
nonetheless, temperature fluctuation is negligible which leads to relatively flat transformation 
plateau. 
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It is also seen in Figure 5 that under certain loading rates the hysteresis loops of 
superelastic Nitinol wires are not stable in the first several load cycles. Compared with the 
first cycle, the hysteresis loops of the tenth cycle shift downwards for the loading frequencies 
of 0.1 Hz and 1 Hz, while the hysteresis loop shifts upwards for the loading frequency of 5 
Hz; for the loading frequency of 2 Hz and quasi-static loading, the hysteresis loops of the first 
and following cycles are almost identical. The energy dissipation capacity is slightly reduced 
with the increasing number of loading cycles for all loading frequencies considered. It is 
noted that the tenth cycle of hysteresis loop is quite stable and repeatable in the subsequent 
cycles except for the loading frequency of 5 Hz. At the loading frequency of 5 Hz the 
successive loading after the tenth loading cycle makes the hysteresis loop continue to shift 
upwards. 

The variation in the hysteresis shapes was attributed to the temperature change associated 
with the increasing number of loading cycles. According to energy equilibrium, the absorbed 
specific heat has to be equal to the latent heat generation and mechanical energy dissipation, 
subtracted by the heat loss to the surrounding environment. After superelastic Nitinol wire is 
fully unloaded, the latent heat generation should be equal to zero. If the heat generated by 
mechanical energy dissipation has different values than the heat loss in one cycle, the 
temperature at zero strain will be different at the start and end of this particular cycle. Such a 
variation of zero-strain temperature results in the shift of hysteresis loops with the increasing 
number of loading cycles until the mechanical energy dissipation is equal to the heat loss in 
one cycle, i.e., the temperature cycles get stabilized. For example, for the wire test results 
shown in Figure 5, the zero-strain temperature drops in the first several cycles for the loading 
frequencies of 0.1 Hz and 1 Hz, and rises for the loading frequency of 5 Hz. The zero-strain 
temperature does not differ much for the loading frequency of 2 Hz, which leads to quite 
repeatable hysteresis loops under this loading rate. Under the slow loading frequencies (0.001 
Hz and 0.01 Hz), temperature variation is very small and the hysteresis loop is quite 
repeatable. As a result, such temperature cycles cause the shift of hysteresis loops 
correspondingly in the first several load cycles since the transformation stress is also 
dependent on the wire temperature.  

2.4. Temperature Effect 

Zhu (2007) tested superelastic Nitinol wires at various temperatures in order to evaluate the 
temperature effect on their mechanical behavior. Figure 7 shows the hysteresis loops of the 
superelastic Nitinol wires at different test temperatures: 24ºC (room temperature), 16ºC, 8ºC 
and 0ºC. The wires were tested under a loading frequency of 1 Hz. Before formal tests, all 
Nitinol wire specimens were trained by 80 cycles of preloading at room temperature. It is 
seen that the hysteresis loop of superelastic Nitinol wires shift downwards with decreasing 
test temperatures. The stresses at 2% strain on both the forward transformation plateau and 
reverse transformation plateau were recorded, denoted as σU and σL respectively, and their 
variation pattern with the change of ambient temperature is shown in Figure 7-(b). A linear 
relationship can be observed between the stress and ambient test temperature. 
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 (a) (b) 

Figure 7. Temperature effect on the hysteresis behavior of superelastic Nitinol wires (Type A): (a) 
stress-strain curves at various ambient temperatures; (b) stress-strain relationship (where σU = stress on 
upper plateau corresponding 2% strain,  σL = stress on lower plateau corresponding 2% strain). 

The transformation stress of superelastic Nitinol alloy is observed to strongly depend on 
ambient temperature. The Nitinol wires tested in this study exhibits the superelastic behavior 
as long as the ambient temperature is above 0ºC. However below 0ºC they would be partially 
or completely martensite and lose their re-centering properties, namely, residual deformation 
would take place after unloading. Therefore, this type of Nitinol wires is not suitable for 
outdoor applications if its superelastic behavior is desired. Other superelastic SMA materials 
such as copper-based alloy (Zhang et al. 2008) are available for use in cold regions. 

3. Constitutive Model for Superelastic SMA 

The implementation of SMA materials and need for design and analysis tool have motivated 
the development of constitutive models that can describe the mechanical behavior of SMAs 
with acceptable accuracy. The mechanical property of SMAs is usually modeled following 
either a phenomenological or a micromechanical approach (Brocca et al. 2002). 
Micromechanics-based constitutive models are much more sophisticated than the 
phenomenological models and usually are computationally demanding. Phenomenological 
models are often ad hoc descriptions aimed at fitting experimental data and are usually quite 
accurate in predicting the uniaxial response of SMAs.  

Research and application of SMAs have generally been focused on one-dimensional case 
in order to obtain maximum recoverable deformation. This section describes several one-
dimensional phenomenological constitutive models for superelastic SMA wires, which are 
relatively simple and suitable for civil engineering applications. Based on the ability to 
capture the loading rate-induced effect, they are generally divided into two categories: rate-
independent models and rate-dependent models. 

4.2 MPa/ºC 

5.2 MPa/ºC 
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3.1. Flag-shaped Model 

The piecewise-linear flag-shaped hysteresis model is perhaps the simplest rate-independent 
constitutive model for superelastic SMA materials.  It has been widely used in the study of 
various self-centering systems, such as rocking walls, post-tensioned concrete or steel frames, 
SMA devices, and etc, for the sake of simplicity (e.g. Christopoulos et al 2002; Seo and Sause 
2005; Mao and Li 2005; Andrawes and DesRoches 2005). A typical flag-shaped hysteresis 
model for describing the stress-strain relationship of superelastic Nitinol wires can be fully 
defined with five parameters: elastic modulus of austenite Ea, elastic modulus of martensite 
Em, ‘yield’ stress σy, post-‘yield’ stiffness coefficient α and energy dissipation coefficient β 
(as shown in Figure 8). Figure 9-(a) shows the stress-strain curves of superelastic Nitinol 
wires obtained from a simulation of the flag-shaped model and test data under a loading 
frequency of 2 Hz. Although the flag-shaped model can predict reasonably well the key 
features of superelastic Nitinol wires such as initial stiffness, post-‘yield’ stiffness, forward 
and reverse transformation stress, apparent discrepancy can be observed between the test data 
and prediction from the flag-shaped model along the unloading path, which may lead to the 
overestimation of dissipated energy. As a rate-independent constitutive model, the flag-
shaped model is unable to capture the hysteresis behavior under varying loading rates. 
 

 

Strain 

Stress 
σy 

Ea 

α·Ea β·σy 

Em 

 

Figure 8. Typical flag-shaped hysteresis loop for superelastic Nitinol wires. 

(a) Flag-shaped model (b) Modified Wilde model 

Figure 9. Stress-strain curve simulated by the flag-shaped model and modified Wilde model. 
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3.2. Modified Wilde Model 

This is a modified version of the constitutive model for SMA initially developed by Graesser 
and Cozzarelli (1991). The Graesser-Cozzarelli model for SMA is an extension of a rate-
independent model for hysteresis proposed by Ozdemir (1976). The Graesser-Cozzarelli 
model was extended by Wilde et al. (2000) to include the hardening behavior of SMA 
material after the transition from austenite to martensite is completed. The Wilde model for 
SMA is furthermore modified by Zhang and Zhu (2007) to enhance the stability of numerical 
simulation and speed up the computation time. The modified Wilde model which simulates 
the one-dimensional stress-strain relationship of superelastic SMA wires is expressed as 
follows: 
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where σ and ε are the one-dimensional stress and strain, respectively; β is the one-
dimensional backstress; E is the initial modulus of elasticity of SMA; Y is the upper (loading) 
plateau stress (i.e., the ‘yielding’-like plateau in the loading stage); α = Ey/(E-Ey) is a constant 
that controls the slope of the stress-stain curve, where Ey is the slope after yielding; fT, a and b 
are material constants controlling the recovery of the inelastic strain upon unloading; n is a 
constant controlling the sharpness of transition between different phases; dot implies ordinary 
time derivative; Em is the elastic modulus of martensite; strain εm defines the point where the 
transition of SMA from austenite to martensite is completed.  

sgn(⋅) and H(⋅) is the Signum function and unit step function (i.e., Heaviside function); εin 
is the inelastic strain, which is expressed as follows, 
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and the functions uI(ε), uII(ε) and uIII(ε) are expressed respectively as, 
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If we assume that SMA wires can only undertake tension force, i.e., σ = 0 if ε < 0. 

Equation (1) can be rewritten as follows when ε > 0, 
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if different stiffness or sharpness of transition are demanded for the loading and unloading 
stages, α, E and n can take different values during the loading and unloading stages.  

Figure 9-(b) shows the stress-strain curves of superelastic Nitinol wires obtained from a 
simulation of the modified Wilde model and test data under a loading frequency of 2 Hz. It is 
seen that the modified Wilde model agrees well with the experimentally measured hysteresis 
loops. However, it is also noted that the modified Wilde model does not account for the 
loading rate and temperature effect, and thus it is unable to capture hysteresis behavior under 
varying loading rates. 

3.3. Thermomechanical Model 

In order to accurately capture the loading rate-induced thermo-mechanical effect of SMAs, a 
number of rate-dependent thermomechanical models for SMAs have been proposed by 
researchers (e.g. Brocca et al. 2002; Auricchio et al. 1999, 2006; Prahlad and Chopra 2003; 
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Sadjadpour and Bhattacharya 2006; Zhu and Zhang 2007b). These uniaxial thermo-
mechanical models usually make use of measurable quantities as parameters.  

The typical frequency range of interest to seismic application is from 0.1 Hz to 5 Hz. Zhu 
and Zhang (2007b) proposed a thermo-mechanical constitutive model which can fairly 
accurately predict the strain-rate dependent behavior of superelastic SMA wires in this 
frequency range. This rate-dependent constitutive model for superelastic SMA was derived 
within a thermo-mechanical framework from Helmholtz free energy. It comprises three key 
components – a mechanical law, an energy balance equation and a transformation kinetics 
rule. 

Following Tanaka (1986), it is assumed that the thermo-mechanical process of SMAs can 
be fully described by a set of state variables ),,( ξε T , where ε  is the Green strain, T is the 
temperature of SMA specimens, and ξ  is an internal variable which is often defined as the 
fraction of martensite. Then the mathematical expression of this thermo-mechanical model is 
described as follows. Interested readers are referred to the article by Zhu and Zhang (2007b) 
for details. 

3.3.1. Mechanical Law 
 

The mechanical law which governs the stress-strain relationship of SMAs can be expressed as 
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where σ is the second Piola-Kirchhoff stress which is energy conjugate to the Green strain; 
E(ξ) is the Young’s modulus of SMAs which is experimentally found to be strongly 
dependent on the martensite fraction, ξ. Following Liang (1990), its expression is as Equation 
(9b). Constants Ea and Em are Young’s modulus for austenite and martensite respectively. In 
the case of small deformation the strain of SMA material can be decomposed into two parts: 

elε , the thermo-elastic strain, and inε , the inelastic strain due to phase transformation. The 

expression of inelastic strain is ξεε lin = , where εl is the maximum residual strain which is 
generally considered as a time-independent material constant of SMAs. Thus the elastic strain 

elε  can be expressed as Equation (9c). 
The rate form of mechanical law is obtained by differentiating the two sides of Equation 

(9a) simultaneously, 
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where material property function Ω(ε, ξ) is defined by 
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3.3.2. Energy Balance Equation 
 

The energy balance equation describes the rate-dependent thermal effect, and its rate form is 
as follows 
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where ρ0, L and Cp represent material density, latent heat of phase transformation and specific 
heat of the material respectively, which are all assumed to be equal for both the austenite and 
the martensite here; T0 is the ambient temperature; V is the volume of the SMA specimen; k is 
the heat transfer coefficient which should include not only the effect of heat convection but 
also the heat contact conduction between the SMA specimen and the gripping fixtures at the 
end of wire specimen. 

The terms on the left-hand side of the Equation (12) represent the mechanical energy 
dissipation due to the phase transformation. The term  ξρ L0  represents the rate of latent heat 
and the negative sign means the austenite to martensite transformation is exothermic, while 
the martensite to austenite transformation is endothermic. Such energy dissipation and latent 
heat usually contributes to the temperature variation of SMA wire specimens during loading 
procedure, and thus affects the material behaviors of SMA. Thus Equation (12) means at any 
instant the heat generation due to the mechanical dissipation and latent heat is equal to the 
specific heat absorbed by the specimen plus the heat loss to the environment. 

3.3.3. Transformation Kinetics 
 

Transformation kinetics of SMAs describes the evolution rule of martensite fraction ξ for 
both the transformation from austenite to martensite and the reverse transformation from 
martensite to austenite. To achieve a smooth transition at critical stress, Zhu and Zhang 
(2007b) proposed a new form of transformation kinetics, whose rate form is defined by 
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where the function g(.) is defined as 
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The critical temperatures TM and TA are defined as 
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where transformation temperatures Ms, Mf, As and Af are referred to the martensite start 
temperature, martensite finish temperature, austenite start temperature and austenite finish 
temperature, respectively; ξ0 is the initial martensite fraction at the beginning of the current 
transformation; the material constants cA and cM are the slopes of the critical stress-
temperature curve; the material constants aM and aA are defined here as 
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This results in a starting point and finishing point of transformation that corresponds to 

the martensite fraction of 0.01 and 0.99 respectively.  

3.3.4. Numerical Example 
 

Figure 5 shows the simulation results using the thermo-mechanical model in comparison with the 
test data of superelastic Nitinol wires under a variety of loading frequencies. It is seen that this 
thermo-mechanical constitutive model can predict the superelastic behavior of Nitinol wires quite 
well for a variety of loading rates. It is capable of capturing two major thermo-mechanical 
behaviors of superelastic Nitinol wires under varying loading rates – reduction of hysteresis area 
and thus energy dissipation capacity as well as increased slope of transformation plateau with 
increasing loading rates. It can also replicate the phenomenon of change in hysteresis loops with 
increasing number of load cycles, which is due to the temperature change in superelastic Nitinol 
wires. Notable discrepancy between the experimental results and simulation results can be 
observed in the hysteresis shape at large strains (>5%). This is due to the difference between the 
evolution of martensite fraction in the experiment data and that described by Equation (13) at large 
strains. Improved transformation kinetics equations (often with increased sophistication) would 
have to be used to minimize the discrepancy. 

Figure 6 presents the experimental and simulation results of temperature oscillation in 
superelastic Nitinol wire specimens. It is seen that the proposed constitutive model can 
properly predict the trend of temperature change in superelastic Nitinol wires: negligible 
temperature fluctuation under quasi-static loading (0.001 Hz); slight cooling down at medium 
loading frequency (0.01 Hz, 0.1 Hz) in terms of zero-strain temperature and slight heating up 
at further increased loading frequency (5 Hz). This cooling or heating trend caused the 
hysteresis loops to shift downwards or upwards with increasing number of load cycles until 
the temperature cycles are stabilized (as shown in Figure 5). Although the simulated 
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temperature agrees fairly well with the test results for the loading frequencies of 0.001 Hz and 
0.01 Hz, the simulation seems to over-predict the temperature variation at the loading 
frequency of 0.1 Hz. Such a discrepancy may arise from either inaccuracy of the identified 
model parameters or error in temperature measurement.  

3.4. Comparative Study of Constitutive Models 

Although the rate-dependent thermo-mechanical constitutive model described earlier can fairly 
well reproduce the hysteresis behavior of superelastic SMA materials under various loading rates, 
it is derived in a thermo-dynamics framework and the associated complexity often deters the use 
of this kind of model by engineers for seismic application. Furthermore, the rate-dependent 
constitutive models for SMA cannot be directly used in nonlinear static analysis procedures such 
as push-over analyses, even if these models can yield accurate and reliable results in nonlinear 
dynamic analyses. On the other hand, rate-independent phenomenological models for SMA 
cannot explicitly consider the temperature and loading rate effects, but they are very appealing to 
seismic applications because of their simpler mathematical expression and computationally less 
demanding than thermo-mechanical constitutive models. 

In order to investigate a feasibility of using rate-independent constitutive models for 
superelastic SMA in seismic response analyses of structures, Zhu (2007) conducted a 
comparative study of three nonlinear constitutive models described previously in this section: 
(i) the rate-dependent thermo-mechanical model (TM model); (ii) the modified Wilde model 
(MW model); (iii) a piecewise linear flag-shaped model (FS model). For the rate-independent 
constitutive models (i.e. MW model and FS model), the parameters of the models are tuned 
with the dynamic test results at a loading frequency of 2 Hz (as shown in Figure 9).  

Parametric study of single-degree-of-freedom (SDOF) systems was carried out with 
varying initial elastic periods and strength reduction factors. The restoring force of the SDOF 
system is assumed to be solely from a superelastic Nitinol element. Two key parameters—the 
initial elastic period T0 and strength reduction factor R were considered in the parametric 
study. The range of T0 considered is 0.2 sec ≤ T0 ≤ 2.5 sec. The values of R considered are 2, 
4 and 6 respectively. The nonlinear time history analyses employed the suite of ground 
motions developed by Somerville et al. (1997). This earthquake suite contains 20 records, 
corresponding to design basis earthquakes (DBE) at downtown, Los Angeles.  

Three response indices of SDOF system were evaluated in the comparative study: peak 
displacement ductility μ, peak acceleration amax and normalized dissipated energy edis. Figure 
10 shows the statistical results (including mean, mean ± standard deviation) of three response 
indices for SDOF system with three constitutive models respectively. Here the ensemble 
average and standard deviation are calculated based on the system response under the twenty 
earthquake ground motions. The maximum difference between the ensemble average curves 
of the peak displacement ductility and peak acceleration corresponding to the three 
constitutive models is observed to be less than 8%. Similarly, only very little difference is 
observed in the curves corresponding to a standard deviation away from the ensemble average 
curve. In terms of energy dissipation, however, notable difference exists between the response 
index curves corresponding to the three constitutive models, especially for the case of R = 6. 

The simulations predicted by the TM model indicate that no significant shift of the 
hysteresis loops would occur during earthquakes. This is because the shift of the hysteresis 
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loops or the change in zero-strain temperature is a gradual progress, and larger amplitude 
vibration always leads to larger temperature variation including change of zero-strain 
temperature; however, structural response of larger amplitude under strong earthquakes 
usually lasts for a very limited time period which is insufficient to induce the considerable 
change of zero-strain temperature as well as shift of hysteresis loops.  

 

Figure 10. Statistical results of the response indices for SDOF system with different models. 

R = 2   R = 4          R = 6 
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In summary, replacing rate-dependent constitutive model with rate-independent models 
such as the MW model or FS model appears to be acceptable for seismic analyses of 
structures with SMA-based energy dissipation element. However, the use of more 
sophisticated thermo-mechanical constitutive models for SMA is still required in certain 
situations such as where significant change in environmental temperature is expected. 

4. Seismic Performance and Design of SFDB Frame 

Zhu and Zhang (2008) proposed a special type of bracing element termed self-centering 
friction damping brace (SFDB). The SFDB, with its core component made of superelastic 
Nitinol wires, exhibits a flag-shaped hysteresis loop, and thus it has a potential to establish a 
new type of CBF systems with self-centering behavior. The superior properties of superelastic 
Nitinol wires, such as inherent self-centering capability, high ductility and corrosion 
resistance, and very long fatigue life, form the physical basis on which properly designed 
SFDB can re-center itself and withstand several design basis earthquakes without 
performance deterioration. The reusability of SFDB for several frequent and design level 
earthquakes is very appealing in the sense that it can enhance the robustness of structural 
system performance during strong aftershocks following a significant earthquake event, thus 
leading to minimized service interruption after strong earthquakes. Additionally, self-
centering behavior is able to reduce (or even eliminate) residual structural deformation which 
is emphasized as a fundamental complementary parameter in the evaluation of structural (and 
non-structural) damage in the performance-based seismic design and assessment approach. 

4.1. Mechanics of SFDB 

The mechanical configuration of SFDB is schematically illustrated in Figure 11. The SFDB 
comprises three major steel parts, designated as block “A”, block “B” and block “C” 
respectively. The slot on the block “B” enables these three parts to slide past each other at the 
contact surface. Stranded superelastic Nitinol wires are attached to block “A” and “B” using 
anchoring fixtures. In order to enhance its energy dissipation capacity, a pre-determined 
amount of normal force is applied at the sliding surface 1 by tightening the bolts (as shown in 
Figure 11) and thus produces a specified level of friction force at the sliding surface 1 of the 
SFDB. Such a specified level of friction force is generally less than the ‘yield’ force of 
Nitinol wire strands in order to maintain the nearly self-centering effect of the brace. 
Meanwhile, much larger friction coefficient and normal force is applied at the sliding surface 
2 to result in a friction force level that is much larger than the ‘yield’ force of Nitinol wire 
strand by a pre-specified amount. Under low external force two parts—blocks “B” and “C”—
will move as one piece. Therefore without sliding of surface 2, the hysteresis behavior of the 
SFDB is the superposition of the superelastic behavior of Nitinol wire strands and the friction 
effect at sliding surface 1, as illustrated in Figure 12. By properly adjusting the ratio between 
the ‘yield’ strength of Nitinol wire strands and the friction forces, the final combined 
hysteresis loop exhibits a nearly self-centering behavior with enhanced energy dissipation, as 
illustrated in Figure 12-(c). 
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Figure 11. Schematic of the mechanical configuration of SFDB. 
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Figure 12. Illustration of the self-centering mechanism of SFDB. 

Figure 13 shows the experimental validation of scaled SFDB specimens which was 
cyclically tested using a servo-controlled MTS test machine. Figure 13-(a), (b) and (c) show 
the measured hysteresis loops of the SFDB specimens with different levels of friction force. 
The friction force was measured with the same loading protocol after removing the Nitinol 
wires. Figure 13-(d), (e) and (f) show the hysteresis of friction forces corresponding to Figure 
13-(a), (b) and (c) respectively. The friction force in Figure 13-(a) and (d) is negligible and 
this SFDB specimen has very limited energy dissipation capacity. With increasing level of 
friction force, the SFDB specimens exhibit a hysteresis loop with enhanced energy dissipation 
capacity, as shown in Figure 13-(b) and (c).  
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Figure 13. Test results of SFDB specimens. 

It is observed that the load-displacement behaviors of both the friction force and the 
SFDB device were quite repeatable during the cyclic loading. No obvious residual strain and 
strength degradation in Nitinol wires were observed after 50-cycle training. As shown in 
Figure 13-(a), (b) and (c), the behavior of SFDB is almost symmetrical under tension and 
compression, which is another advantage of SFDB derived from its unique mechanical 
configuration in contrast to directly using SMA bars as bracing members in a CBF structure. 
The unique configuration of SFDB enables the direct transfer of applied load to the Nitinol 
wire strands in tension. Although SMA bars can undertake both tension and compression 
forces, a significant difference in the behavior of SMA bars under compression and tension 
stresses has been observed by Cardone et al. (1999), which may cause problems in beam 
design due to the unbalanced forces in chevron-braced configurations of framed structures. 

4.2. Displacement-based Design Procedure for SFDB Frame 

Engineering structures with SMA-based damping devices usually show quite different 
seismic behavior compared with conventional structural systems. In order to implement these 
SMA-based devices in a real structural system, it is necessary to formulate some specific 
design guideline and procedures. In this regard, Zhu (2007) developed a displacement-based 
design (DBD) procedure for SFDB frame buildings. The DBD approach is based on the use 
of inelastic design spectra. The inter-story drift ratios and brace ductility demands are selected 
as the performance objective in this DBD approach. The flow chart of the DBD approach is 
shown in Figure 14. The details of this DBD procedure for SFDB frame is given as follows: 
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Define MDOF Structure: n, mi, hi

Set Target Performance Level under DBE

Ductility Level of SFDB, μ, and Max Story Drift Ratio, θd

SFDB Wire Length Design Displacement, Δi

Equivalent SDOF System, Δe, me, he

Determine Stiffness & Strength of SDOF System

Distribute Base Shear
Determine SFDB X-section Area

Design Beams, Columns, Details of CBF

Check Performance Level under MCE, FE
through pushover, dynamic analysis

Satisfactory ?

Final Design

Yes

No

 

Figure 14. Flow chart for the displacement-based design procedure. 

STEP 1: Design Data 
 
The design parameters of the SFDB frame building under consideration such as the total 

number of stories n, number of braced bays, seismic mass at each floor level (i.e., mi), story 
height (i.e., hi), need to be specified first. Consequently, a planar MDOF model can be 
defined for the SFDB frame, as illustrated in Figure 15-(b). The design response spectrum 
should be determined based on the site conditions using the seismic hazard maps (NEHRP 
2003).  
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Figure 15. Schematic diagram of displacement-based seismic design procedure. 

STEP 2: Set Target Performance Level 
 

The target performance indices include the design ductility demand of SFDB (i.e., μ) and 
design maximum inter-story drift ratio (i.e., θd) under the design basis earthquake (DBE). In 
order to minimize the residual deformation and provide a safety margin, the maximum brace 
ductility of SFDB has to be limited within a certain range. Since the maximum inter-story 
drift ratio offers an important measure of both the structural and non-structural damage, the 
limiting values for these two performance indices should be selected to meet the desired 
performance level. Once the design inter-story drift is determined, the displacement profile of 
the multistory frame structure needs to be approximately estimated. A linear displacement 
profile is usually assumed for low-rise buildings; however, a nonlinear displacement profile 
suitable to CBFs should be assumed in the design of medium-rise or high-rise SFDB frames.  

Given the design displacement profile and the ductility of SFDB, the length of SMA 
wires in SFDB can be determined by: 
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where εy is the ‘yield’ strain (i.e., transformation stress) of SMA wires and α is the angle 
formed by the brace and beams of the braced frame (see Figure 15-(a)). 

 
STEP 3: Transform to Equivalent SDOF System 
 

Assuming the seismic response of the frame building is dominated by the fundamental 
mode, the effective displacement and mass of the equivalent SDOF system is given by 

 
 ∑∑ ΔΔ=Δ )()( 2

iiiie mm  (10) 

 eiie mm ΔΔ= ∑ )(  (11) 

 
STEP 4: Calculate Design Base Shear 
 

Nonlinear response spectra of SDOF system with flag-shaped hysteresis (representing 
SFDBs’ self-centering hysteresis behavior) need to be calculated for specified value of the 
ductility level μ (as shown in Figure 16). The derivation and regression functions of 
equivalent SDOF system can be found in Zhu (2007) in more details. With the target 
displacement Δe, the required initial period Ti and the corresponding acceleration Sa are to be 
determined from the nonlinear response spectrum (as illustrated in Figure 16). Here Sa = 
Sde/Rμ is the acceleration corresponding to the ‘yield’ strength of the equivalent SDOF 
system. The design base shear of the equivalent SDOF system is given as, 

 
 aeb SmV =  (12) 

 

Figure 16. Nonlinear response spectrum for SDOF system. 
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STEP 5: Design Strength of SFDB 
 

The base shear calculated in the last step can be distributed over the braced frame height 
in proportion to the seismic mass and displacement profile in accordance with the following 
relationship, 
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Such a force distribution is based on the fundamental mode shape and does not account 

for the contribution of higher modes. In the design of SFDB frame, it is assumed that all 
design story shear is to be resisted by the concentric braces – SFDBs. Thus the required 
‘yield’ strength of the SFDB, and the cross sectional area of SMA wires in the SFDB can be 
determined based on the nominal ‘yield’ stress of SMA wires. 

 
STEP 6: Design for Other Members in SFDB frame 
 

Since the SFDBs are the primary lateral load resisting and energy dissipating elements of 
the braced frame building, bracing connections and adjoining beams and columns shall be 
designed to resist the maximum possible brace strength instead of yield forces of SFDBs. 

  
STEP 7: Check Performance Level under MCE and FE 
 

The seismic performance levels of the SFDB frame under maximum considered 
earthquakes (MCE) and frequent earthquakes (FE) need to be checked through inelastic 
analysis procedures such as pushover analysis or nonlinear time-history analysis. If the 
performance levels under the MCE and FE are not acceptable, the revision of brace strength, 
i.e., the cross-sectional area of the SMA wires in SFDBs, would have to be made in order to 
achieve satisfactory performance levels under the MCE and FE. Accordingly, the design of 
adjoining members and bracing connections also need to be modified. 

4.3. Design Examples 

A 3-story and a 6-story office building were designed using the above DBD procedure (Zhu 
2007). These two steel braced frame buildings are designed for a location in downtown Los 
Angeles with site class D (firm soil). The nonlinear static analyses (i.e., pushover analyses) 
and nonlinear time history analyses of these two design examples were carried out to evaluate 
the effectiveness of the proposed design procedure. In both analyses, the modified Wilde 
model was used to describe the stress-strain relationship of superelastic Nitinol wires in 
SFDB.  
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4.3.1. Pushover Analyses 
 

Nonlinear pushover analyses of the prototype buildings with SFDBs were conducted to 
evaluate the lateral load response and failure mechanisms of the SFDB frames. Figure 17 
shows the pushover curves (base shear versus roof drift ratio) for one of the prototype 
buildings—3-story SFDB frame. Various characteristic points such as the slip at friction 
surface of SFDB, ‘yielding’ of SFDBs, yielding at beams and columns, are indicated in 
Figure 17. 

Figure 17. Pushover analyses of the 3-story SFDB frames. 

Initial stiffness change in the SFDB frame can be observed from its pushover curve due 
to the slip of friction surface 1 in SFDBs at very small roof displacement. The SFDB frame 
yield at relatively small roof drift ratios (about 0.25%). The ‘yield’-like plateau of SFDB 
frames is caused by the solid phase transformation in superelastic SMA wires instead of 
plastic deformation. Before the occurrence of plastic deformation in beams and columns, 
there is essentially no damage in the SFDB frame. Therefore the SFDB frame has the 
potential to achieve a damage-free structural system for FE and DBE earthquakes, which 
would lead to considerably reduced repair cost and service interruption after design-level 
earthquakes, particularly in earthquake-prone regions. 

The slip of friction surface 2 in SFDBs occurs at a roof drift ratio around 2%. The strain 
hardening and plastic deformation associated with the superelastic Nitinol wire at large strain 
would cause certain undesirable effects in the SFDB frame if the sliding surface 2 is not 
activated at this point, e.g., the potential overloading to brace connections and adjacent 
members. Below this roof drift ratio value, the SFDBs in the frames do not have appreciable 
residual deformation after earthquakes and thus need not be repaired. However, above this 
roof drift ratio value the SFDBs lose their self-centering capacity and residual deformation 
will occur. The corresponding pushover curves with unloading path (in dashed line) are also 
shown in Figure 17, and apparent residual roof drift ratio after unloading can be observed. 

Design based shear 

Yielding of braces 

Slip of friction 
surface 1 

Yielding of beams 
or columns 

Slip of friction 
surface 2 
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4.3.2. Nonlinear Time History Analyses 
 

The time history analyses employ the suites of earthquake ground motions developed 
previously for use in the SAC project on steel moment-resisting frames. Two earthquake 
suites corresponding to downtown Los Angeles, California, were selected in this study and 
they are designated as LA01 - LA20 (for DBE), and LA21 – LA40 (for MCE), respectively 
(Somerville et al. 1997).  

Figure 18 shows the maximum story drift ratios and residual story drift ratios for 3-story 
and 6-story SFDB frames subjected to the DBE suite of earthquake ground motions. Only the 
maximum value in three stories of the SFDB frame is presented. For the DBE suite, the mean 
value of the maximum inter-story drift ratios is 1.25% and 1.45% for the 3-story and 6-story 
frames respectively. The residual story drifts are almost negligible under around 17 ground 
motions for both frames. This significant reduction of residual drifts in the SFDB frame 
manifests the benefit of SFDB which is derived from its self-centering capability. In this 
study the slip of friction surface 1 in SFDB correspond to a transient inter-story drift ratio 
value of 2% for the prototype building structures. For 16 ground motions in the DBE suite, 
the peak story drift ratios of both SFDB frame are less than 2.0% and the SFDBs need not be 
repaired. Therefore the reusability of SFDB is validated in a statistical sense.  

 

 

Figure 18. Maximum and residual drift ratios of SFDB frames under DBE earthquakes. 
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Figure 19 and Figure 20 show the smooth-median response (Seo 2005) of the 3- and 6-story 
buildings respectively under the DBE earthquake suite. It can be seen that the SFDB frame 
buildings designed using the proposed DBD approach can achieve the target displacement 
pattern specified in the design procedure. In terms of the peak inter-story drift ratios and 
ductility levels of the SFDB braces, the 3-story frame buildings can meet the design target 
performance reasonably well. For the 6-story buildings, the proposed DBD method tends to 
underestimate the peak inter-story drift ratios and brace ductility demands for both the SFDB 
and SFDB-NF frames. Here SFDB-NF denotes the SFDB device with zero friction level at 
friction surface 1 (Zhu 2007). This discrepancy can be attributed to the exclusion of 
concentration of story drift due to inelastic behavior and higher mode contribution in this 
simplified design method. These effects have a larger impact on the maximum inter-story drift 
ratios than the displacement profile. In general, their effects increase with the displacement 
ductility ratio and the number of stories. Therefore special caution should be exercised when 
designing medium-rise SFDB frame buildings using the proposed DBD approach. 

 

 

Figure 19. Smooth-median response of 3-story frames under DBE earthquakes. 

 

Figure 20. Smooth-median response of 6-story frames under DBE earthquakes. 
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Figure 21. Smooth-median response of 3-story building under MCE earthquakes. 

 

Figure 22. Smooth-median response of 6-story building under MCE earthquakes. 

Figure 21 and Figure 22 show the statistical results of the nonlinear seismic response of 
3-story and 6-story SFDB frames under the MCE suite. Figure 21-(a) and (b) show the 
distribution of the smooth-median of the peak displacements and residual story drift ratios 
along the height of the 3-story SFDB frame building. The smooth median was calculated 
based on the twenty earthquake ground motions in the corresponding earthquake suite. 
Although the SFDB frames have minimal residual inter-story drift ratios under the FE and 
DBE suites, the peak roof drift ratio exceeds 2% and the friction surface 2 is activated during 
MCE earthquakes. Consequently residual inter-story drift ratios can be observed in all three 
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stories after the MCE earthquakes. Similar observation can also be made to the results of 6-
story SFDB frame (as shown in Figure 22). 

The results of the nonlinear time history analysis also show that the SFDB frame can 
achieve a seismic response level comparable to that of the buckling restrained braced frame 
while having significantly reduced residual drifts. The SFDB has a potential to establish a 
new type of self-centering CBF systems with higher seismic performance. 

5. Conclusion 

The concept of self-centering seismic resisting system has recently attracted growing interest. 
A flag-shaped hysteresis loop is typical of such self-centering structural systems. Special 
metals like shape memory alloys (SMA) also exhibit flag-shaped stress-strain curve. This 
paper presents the seismic analysis and design of steel concentrically braced frame (CBF) 
buildings with a special SMA based damping device termed self-centering friction damping 
brace (SFDB). SFDB has its core re-centering component made of stranded superelastic SMA 
wires. SFDB would be typically installed as part of the bracing system to resist seismic-
induced lateral load. Through proper design, flag-shaped hysteresis loops exhibiting nearly 
self-centering behavior can be obtained for SFDB.  

It is found in this study that the temperature variation in superelastic Nitinol wires under 
dynamic tests affects to some extent the hysteresis behaviors at different loading frequencies. 
The thermo-mechanical constitutive model concerned shows a good agreement with 
experimental stress-strain relationship of superelastic SMA wires at a variety of specified 
loading rates. The loading rate-induced thermo-mechanical effect, such as the temperature 
variation, the reduction in hysteresis area, rise of the transformation plateau and the increased 
slope of the loading transformation plateau with increasing loading rates can be predicted 
reasonably well by this thermo-mechanical constitutive model. The modified Wilde model is 
capable of simulating the experimental hysteresis behavior of superelastic SMA wires at a 
specified loading rate through data fitting. This study also shows that using rate-independent 
constitutive models for superelastic SMA wires for seismic response analyses of structures 
gives fairly accurate results. Considering the mathematical complexity for numerical 
implementation, intensive computational demand and infeasibility for nonlinear dynamic 
analyses associated with the rate-dependent constitutive models, the rate-independent 
constitutive models (e.g., the modified Wilde model) for superelastic SMA materials are very 
appealing to structural engineers for seismic simulation study of SMA-based energy 
dissipation devices.  

The proposed displacement-based design procedure involves the proportioning of SFDB 
frame based on the target performance level specified for design basis earthquakes, such as 
target building inter-story drift ratio and target ductility level of SFDBs. The results of 
nonlinear pushover and dynamic analyses of a 3-story and 6-story CBF building validate the 
effectiveness of the proposed design method. However, the current simplified design 
approach only considers the participation of the fundamental mode and assumes a constant 
displacement profile for the entire earthquake duration, and thus it tends to give 
underestimated values for the maximum story drift ratios and brace ductility demands for 
medium-rise braced frame buildings. The time history analyses involve two suites of 
earthquake ground motions each containing 20 earthquake records which represent the design 
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basis and maximum considered earthquakes in Los Angeles, California respectively. The 
results of the nonlinear time history analysis show that SFDB frames have minimal residual 
story drifts while still capable of achieving a seismic response control level comparable to 
that of conventional CBF frames in terms of peak story drifts. The pushover analysis results 
disclose the nonlinear lateral load response behavior and failure mechanism of the SFDB 
frame. Characteristic performance points of the SFDB frame such as slip at friction surfaces, 
‘yielding’ of braces, yielding at beams and columns, are indicated in the pushover curve. In 
summary, the SFDB frames, if properly designed, have minimal residual drifts under frequent 
and design basis earthquakes, and SFDBs are able to withstand several design level 
earthquakes without the need for repair or replacement.  

Reference 

Aiken, I. D., Nims, D. K., & Kelly, J. M. (1992) Comparative study of four passive energy 
dissipation systems. Bulletin of the New Zealand National Society for Earthquake 
Engineering, 25(3), 175-192. 

Aiken, I. D., Nims, D. K., Whittaker A.S., & Kelly, J. M. (1993) Testing of passive energy 
dissipation systems. Earthquake Spectra., 9(3), 335-370. 

Andrawes, B., & DesRoches, R. (2005) Unseating prevention for multiple frame bridges 
using superelastic devices. Smart Mater. Struct., 14, S60-S67. 

Auricchio, F., & Sacco, E. (1999) Modelling of the rate-dependent superelastic behavior of 
Shape-Memory Alloys. ECCM ’99, European Conference on Computational Machanics, 
August 31-September 3, Munchen, Germany. 

Auricchio, F., Fugazza, D., & DesRoches, R. (2006) Numerical and experimental evaluation 
of the damping properties of shape-memory alloys. Journal of Engineering Materials and 
Technology, 128, 312-319. 

Brinson, L. C., & Huang, M. S. (1996) Simplifications and comparisons of shape memory 
alloy constitutive models. J. Intell. Mater. Syst. Struct., 7(1), 108-114. 

Brocca, M., Brinson, L. C., & Bazant, Z. P. (2002) Three-dimensional constitutive model for 
shape memory alloys based on microplane model. Journal of the Mechanics and Physics 
of Solids, 50, 1051-1077. 

Cardone, D., Coelho, E., Dolce, M., & Ponzo, F. (2004) Experimental behaviour of RC 
frames retrofitted with dissipating and re-centring braces. Journal of Earthquake 
Engineering, 8(3), 361–396. 

Castellano, M. G., Indirli, M., & Martelli, A. (2001) Progress of application, research and 
development and design guideline for shape memory alloy devices for cultural heritage 
structures in Italy. Proc. SPIE 4330, 250-261. 

Cheok, G. S., Stone, W. C., & Kunnath, S. K. (1998) Seismic response of precast concrete 
frames with hybrid connections. ACI Structural Journal, 95(5), 527-539.  

Christopoulos, C., Filiatrault, A., & Folz, B. (2002a) Seismic response of self-centering 
hysteretic SDOF systems. Earthquake Engineering and Structural Dynamics, 31, 1131–
1150. 

Christopoulos, C., Filiatrault, A., Folz, B., & Uang, C. M. (2002b) Post-Tensioned Energy 
Dissipating Connections for Moment-Resisting Steel Frames. ASCE Journal of Structural 
Engineering, 128(9), 1111-1120. 



Yunfeng Zhang and Songye Zhu 252 

Clark, P. W., Aiken, I. D., Kelly, J. M., Higashimo, M., & Krumme, R. C. (1995) 
Experimental and analytical studies of shape memory alloy dampers for structural 
control. Proc., the 1995 Conference on Smart Structures and Materials, SPIE, 2445, 
241-251.  

Clark, P. W., Aiken, I. D., Kasai, K., Ko, E., & Kimura, I. (1999) Design procedures for 
buildings incorporating hysteretic damping devices. Proc., the 69th SEAOC Annual 
Convention, Sacramento, CA. 

DesRoches, R., McCormick, J., & Delemont, M. (2004) Cyclic properties of superelastic 
shape memory alloy wires and bars. ASCE Journal of Structural Engineering, 130(1), 
38-46. 

DesRoches, R., & Delemont, M. (2002) Seismic retrofit of simply supported bridges using 
shape memory alloys. Eng. Struct., 24, 325-332. 

Dolce, M., Cardone, D., & Marnetto, R. (2000) Implementation and testing of passive control 
devices based on shape memory alloys. Earthquake Engrg. Struct. Dyn,, 29(7), 945-968. 

Dolce, M., Cardone, D., Ponzo, F. C., & Valente, C. (2005) Shaking table tests on reinforced 
concrete frames without and with passive control systems. Earthquake Engineering and 
Structural Dynamics, 34(14), 1687-1717. 

Fahnestock, L. A., Sause, R., & Ricles, J. M. (2003) Analytical and Experimental Studies on 
Buckling Restrained Braced Composite Frames. Proceedings, International Workshop on 
Steel and Concrete Composite Construction, Taipei, Taiwan, October 8-9, 2003. 

FEMA (2003) NEHRP recommended provisions for seismic regulations for new buildings 
and other structures. FEMA-450, Federal Emergency Management Agency, Washington 
D.C. 

Funakubo, H. (1987) Shape memory alloys. Gordon and Breach Science Publishers. New 
York, NY. 

Garlock, M. M., Ricles, J. M., & Sause, R. (2005) Experimental Studies of Full-Scale Post-
tensioned Steel Connections. J. Struct. Engrg., 131(3), 438-448.  

Graesser, E. J., & Cozzarelli, F.A. (1991) Shape-memory alloys as new materials for aseismic 
isolation. ASCE J. Eng. Mech., 117(11), 2590-2608. 

Higashino, M., Aizawa, S., Clark, P. W., Whittaker, A. S., Aiken, I. D., & Kelly, J. M. (1996) 
Experimental and analytical studies of structural control system using shape memory 
alloy. Proc. 2nd International Workshop on Structural Control, Hong Kong, December, 
221-232. 

Indirli, M., Castellano, M. G., Clemente, P., & Martelli, A. (2001) Application of shape 
memory alloy devices: the rehabilitation of the S. Giorgio church bell-tower. Proc. SPIE 
4330, 262-272. 

Kiggins, S., & Uang, C. M. (2004) Reducing residual drifts in BRBF systems. Proc., 73rd 
SEAOC Annual Convention, Sacramento, CA. 481-492. 

Krumme, R., Hayes, J., & Sweeney, S. (1995) Structural damping with shape-memory alloys: 
one class of devices. Proc. SPIE 2445, 225-240 

Kurama, Y., Sause, R., Pessiki, S., & Lu, L. W. (1999) Lateral load behavior and seismic 
design of unbonded post-tensioned precast concrete walls. ACI Structural Journal, 96(4), 
622–632. 

Lee, W. K., & Billington, S. L. (2006) Performance-based assessment of a self-centering 
bridge pier system for seismic regions. Proc. 8NCEE, San Francisco, CA, April 18-21, 
2006. 



Seismic Resistant Braced Frame Structures… 253

Liang, C. (1990) The constitutive modeling of shape memory alloys. Ph.D. thesis, Virginia 
Tech. 

Mao, C., & Li, H. (2005) SMA-based smart damper/displacement transducer. Smart 
Structures and Materials 2005: Sensors and Smart structures Technologies for Civil, 
Mechanical and Aerospace Systems, Proc. of SPIE Vol. 5765, Bellingham, WA. pp: 
442-452 

McCormick, J., DesRoches, R., Fugazza, D., & Auricchio, F. (2006) Seismic vibration 
control using superelastic shape memory alloys. ASME J. Engineering Materials and 
Technology, 128, 294-301.  

Miyazaki, S. (1990) Thermal and stress cycling effects and fatigue properties of Ni-Ti alloys, 
engineering aspects of shape memory alloys. T. W. Duerig, K. N. Melton, D. Stockel, & 
C. M. Wayman, eds., Butterworth-Heinemann, London, 394-413. 

Ocel, J., DesRoches, R., Leon, R. T., Hess, W. G., Krumme, R., Hayes, J. R., &Sweeney, S. 
(2004) Steel beam-column connections using shape memory alloys. ASCE J. Struct. Eng., 
130, 732-740  

Ozdemir, H. (1976) Nonlinear transient dynamic analysis of yielding structures. PhD Thesis, 
University of California, Berkeley, CA. 

Pampanin S., Christopoulos, C., & Priestley, M. J. N. (2003) Performance-based seismic 
response of frame structures including residual deformations. Part II: multi-degree of 
freedom systems. Journal of Earthquake Engineering, 7(1), 119-147. 

Prahlad, H., & Chopra, I. (2003) Development of a strain-rate dependent model for uniaxial 
loading of SMA wires. J. Intell. Mater. Syst. Struct., 14, 429-442. 

Reina, P., & Normile, D. (1997) Fully braced for seismic survival. Engineering News Record, 
July 21, pp. 34-36. 

Restrepo, J. I. (2006) New generation of structural concrete systems for seismic resistance. 
Proc. First European Conference on Earthquake Engineering and Seismology, Geneva, 
Switzerland, 3-8 September 2006. 

Ricles, J. M., Sause, R., Garlock, M. M., & Zhao, C. (2001) Posttensioned seismic-resistant 
connections for steel frames. Journal of Structural Engineering, 127(2), 113-121. 

Sabelli, R., Mahin, S.A., & Chang, C. (2003) Seismic demands on steel-braced buildings with 
buckling-restrained braces. Engineering Structures. 25, 655-666.  

Sadjadpour, A., & Bhattacharya, K. (2006) A micromechanics inspired constitutive model for 
shapememory alloys: the one-dimensional case.  Smart Mat. Struct., 16, S51-S62 

Sakai, J., Jeong, H., & Mahin, S. A. (2006) Reinforced concrete bridge columns that re-center 
following earthquakes. Proc. 8NCEE, San Francisco, CA, April 18-21, 2006. 

Seo, C. Y. (2005) Influence of ground motion characteristics and structural parameters on 
seismic responses of SDOF systems. Ph.D. thesis, Lehigh University, Bethlehem, PA. 

Seo, C. Y., & Sause, R. (2005) Ductility demands on self-centering systems under earthquake 
loading. ACI Structural Journal, 102(2), 275-285 

Sommerville, P., Smith, N., Punyamurthula, S., & Sun, J. (1997) Development of ground 
motion time histories for Phase 2 of the FEAM/SAC steel project. SAC Background 
document SAC/BD-91/04, SAC joint venture, Sacramento, California.  

Stanton, J., Stone, W. C., & Cheok, G. S. (1997) A hybrid reinforced precast frame for 
seismic region. PCI Journal, 42(2), 20-32.  

Tanaka, K. (1986) A thermomechanical sketch of shape memory effect: one-dimensional 
tensile behavior. Res. Mechanica, 18, 251-263. 



Yunfeng Zhang and Songye Zhu 254 

Torra, V., Isalgue, A., Lovey, F. C., & Martorell, F. (2007) Phase metastability in shape 
memory alloys. Dampers in engineering via SMAs. Proc. Estonian Acad. Sci. Phys. 
Math., 56(2), 177–196. 

Uang, C. M., Nakashima, M., & Tsai, K. C. (2004) Research and application of buckling-
restrained braced frames. International Journal of Steel Structures, 4, 301-313. 

Whittaker, A. S., Krumme, R., Sweeney, S. C., & Hayes, J. R. (1995) Structural control of 
building response using shape-memory alloys. Phase 1. USACERL Technical Report 
95/22, Construction Engineer Research Laboratories, US Army Corps of Engineers, 
Champaign, IL. 

Wilde, K., Gardoni, P., & Fujino, Y. (2000) Base isolation system with shape memory alloy 
device for elevated highway bridges. Eng. Struct., 22(3), 222-229. 

Witting, P. R., & Cozzarelli, F. A. (1992) Shape memory structural dampers: material 
properties, design and seismic testing. NCEER Report No. 92/13, State University of 
New York, Buffalo, USA. 

Zhang, Y., & Zhu, S. (2007) A shape memory alloy-based reusable hysteretic damper for 
seismic hazard mitigation. Smart Mater. Struct., 16, 1603-1613. 

Zhang, Y., Camilleri, J. A., & Zhu, S. (2008) Mechanical properties of superelastic Cu-Al-Be 
wires at cold temperatures for seismic protection of bridges. Smart Materials and 
Structures, 17, 025008. 

Zhu, S.  (2007) Seismic behavior of framed structural systems with self-centering friction 
damping braces. Ph.D. thesis, Lehigh University, Bethlehem, PA 

Zhu, S., & Zhang, Y. (2007a) Seismic behavior of self-centering braced frame buildings with 
reusable hysteretic damping brace. Earthquake Engineering and Structural Dynamics, 
36, 1329-1346 

Zhu, S., & Zhang, Y. (2007b) A thermomechanical constitutive model for superelastic SMA 
wire with strain-rate dependency. Smart Materials and Structures, 16, 1696- 1707 

Zhu, S., & Zhang, Y. (2008) Seismic analysis of concentrically braced frame system with 
self-centering friction damping braces. ASCE Journal of Structural Engineering, 134(1), 
121-131 

 
 



In: Earthquake Engineering: New Research
Editors: T. Miura and Y. Ikeda, pp. 255-294

ISBN 978-1-60456-736-6
c© 2008 Nova Science Publishers, Inc.

Chapter 8

APPLICATION OF NUMERICAL TOOLS FOR THE

M ODELLING OF GRANULAR SOIL BEHAVIOUR

UNDER EARTHQUAKES : T HE STATE -OF-THE -ART
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Abstract

Granular soils suffer changes in their mechanical properties when they are sub-
jected to seismic loadings. There are two extreme situations related to the soil satu-
ration conditions, i.e. dry and saturated soil, for which densification and liquefaction
phenomena, respectively, may happen. Densification is due to the solid skeleton re-
arrangement as the shaking goes on, which produces a reduction of the initial soil
volume to occur and, typically, the soil stiffness to increase. Conversely, liquefac-
tion may be found in saturated sandy soils not enough drained or totally undrained;
the same trend of the solid particles to rearrange during vibrations causes the accu-
mulation of excess pore water pressure to develop, and consequently, a reduction of
both initial effective stress and soil stiffness, until the soil does not behave like a solid
any more but like a fluid. Both phenomena may result in important negative effects
on natural and man made geo-structures (like dams, road and railway embankments
or foundations). Therefore, numerical codes capable to model them may constitute
useful tools for diminishing possible casualties and excessive material resources to be
spent at seismic sites. Constitutive laws for soils specifically developed for dynamic
loadings are needed for accurately reproduce the physics of these processes. In this
chapter, several examples of densification and liquefaction cases in the history are pro-
vided, after which a state-of-the-art on the most important and used constitutive laws,
coupled formulations, and examples of applications are given.

1. Introduction

It is well known that dry sands subjected to dynamic loadings tend to suffer the rearrange-
ment of its solid skeleton, acquiring denser configurations than at the beginning of the
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solicitation, but also suffering high volumetric strains and soil surface settlements which
maycause the failure of foundations, structures and geo-structures. An increase of the sand
relative density due to the decreasing trend of the void ratio, produce the soil bearing ca-
pacity to increase at the end of the shaking. This phenomenon is known as “densification”
or dynamic compaction.

On the other hand, the process of liquefaction occurs in saturated and not enough
drained sand, and can be summarized as follows: when it is subjected to vibrations, tends
to suffer densification, and therefore, the void ratio diminishes and the volume occupied by
the fluid phase decreases. If drainage is not enough, an increase of the pore fluid pressure
takes place, which produces the solid skeleton stresses to decrease (effective stress) as well
as the soil stiffness; finally, when the effective stress totally disappear, it can be said that
liquefaction has occurred.

This chapter shows several field evidences of densification and liquefaction. The ex-
perimental research of these phenomena is summarized next, as well as the most important
and used constitutive models. Biot’s equations and their main formulations are explained,
highlighting their main advantages and countermeasures. Finally, several examples of com-
putations of densification and liquefaction are given.

2. Dry Sandy Soils: Densification

2.1. Field Evidences of Dry Soil Settlements after Earthquakes

There are a lot of field evidences of huge strains suffered by dry sandy soil layers after
earthquakes. These strains may produce the infrastructures to collapse, as well as settle-
ments of crest concrete and earthfill dams, and differential vertical movements of building
foundations to occur. After San Fernando earthquake, in 1971, settlements of the range
of 10 to 15 centimeters were observed in a dry 12 meters deep sandy layer, whereas in
Skopje earthquake (1963), most of the observed structural damages were suffered on those
founded over dry sandy layers (46; 53). Table 1 (53) summarizes some field data reported
after several earthquakes, also providing the magnitude of the corresponding earthquake
and the maximum recorded acceleration.

Roads and highways are exceptional witnesses in what strains suffered during an earth-
quake concerns, because comparing their geometry before and after the event is very easy.
An example of the failure of a highway, taken place during the San Fernando earthquake,

Table 1. Recorded settlements on dry sandy layers after several earthquakes (53)

Earthquake Tokachioki Tokachioki Niigata Niigata Miyagiken Oki
Year 1968 1968 1964 1964 1968

Magnitude 7.9 7.9 7.5 7.5 7.4
Site Hachinohe Hachinohe Niigata Niigata Arahama

Max. acc. (g) 0.20 0.23 0.16 0.18 0.20
Thickness (m) 5 2 9 9 9
Settlement (m) 0.40-0.50 0.01-0.02 0.20 0.00 0.20
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Figure 1. Settlement in a highway after the San Fernando earthquake, in 1971. (Cour-
tesy of the National Information Service for Earthquake Engineering, EERC, University of
California, Berkeley).

in 1971, is shown in Fig.1.
In Fig.2, a similar circumstance in a road after the Niigata earthquake, in 2004, is given.

In this case it is very easy to calculate the final settlement, by comparing the final road
surface elevation and the culvert.

2.2. Experimental Research

During the last 60’s and first 70’s, the densification begun to be deeply analysed by means
of a huge number of field and laboratory tests. These researches aimed to point out the
dependence of this phenomenon on the factors it is controlled by.

One of the first experimental investigations was performed by Viering (55), who tried
to identify the cohesionless soil behaviour when subjected to high and medium frequencies
of loading (10-80 Hz). To achieved that, this researcher took several field measurements
at several distances from a source of vibration. Following this path, several soil stiffness
parameters, based on the main soil resonant frequency, were determined. Correlations be-
tween relative density and settlements were also obtained, as well as the soil behaviour due
to vibrations. As a main conclusion of this research, it was obtained that a minimum relative
density of 0.7 is desirable, not only for reducing the settlements, but also for improving the
soil bearing capacity.

Ko and Scott (29) carried out cyclic hydrostatic compression tests on cubic sand sam-
ples. They demonstrated that, during the first cycles, a small non recoverable volumetric
strain takes place, after what it performs non linearly, but elastically. Thus, this investiga-
tion points out that cycles of hydrostatic loading do not have too much influence on the final
volumetric strain of the sand.

One of the first researchers who carried out laboratory tests on sand under shear stresses
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Figure 2. Settlement of a road surface after the Niigata 2004 earthquake (Courtesy ofJames
Arendt, Japan).

was Drnevich (20). This author investigated the sand behaviour by means of resonant col-
umn tests, using high cyclic strain amplitudes. The conclusion was that the sand displays
elastic behaviour for very small shear strains (of about 0.0001 for the analysed materials).
For higher shear strains, plastic volumentric strain (densification) appears.

Soon after, Greenfield and Misaszek (25) developed a study on Ottawa sand with four
different grading curves, in order to identify the relationship between grading and sand per-
formance under vibrations. Thus, several sandy, dry samples were subjected to fifty cycles
of harmonic, horizontal loadings with different frequencies ranging from 10 to 50 Hz. As
the main results of this analysis, it was concluded that: 1) different gradings produce dif-
ferent densification values to appear; 2) for a constant amplitude of applied shear strain,
there is a resonant frequency (of about 30 Hz for the analysed sand) for which densifica-
tion reaches a maximum value; and 3) if the critical acceleration for the obtained resonant
frequency with constant amplitude tests remains constant, the final value of densification
seams to be independent of the frequency of loading.

During the next four years, several analysis on dry sand densification were made, all of
them by means of cyclic shear strain apparatus. These researches gave some light on the
basis of this phenomena and the factors which mainly control it. The fist investigation of
this type was done by Anderson (2), who carried out a set of tests on dune sand, applying
cyclic shear strain amplitudes ranging from 0.01 and 0.07, and frequencies of loading from
3 to 7 Hz. Silver and Seed (51) and Seed and Silver (46) tested dry Crystal Silica N20
sand, applying until 300 cycles to samples with different initial relative density, shear strain
amplitudes and vertical stresses (Fig.3 and 4). The main conclusion was that densification
is mainly related to the initial relative density, shear strain and number of cycles, and they
found almost no influence of the vertical stress on the final amount of densification. In both
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Figs.3 and 4, left graph displays the results of tests without vertical loading, while the right
one shows the results with a16.76 kPa vertical loading.

Following this path, Youd (60) studied dry and saturated, totally drained Ottawa sand.
This researcher also used cyclic shear strain tests, but in this case, applying until 15000 cy-
cles, and a higher range of cyclic shear strain amplitudes (between 0.001 and 0.09). Again,
some of the derived conclusions were the same: he found a strong dependence of the den-



260 S. López-Querol

0.41

1 10 10 10 10 10
2 3 4 5 6

Number of cycles

In
it
ia

l 
v
o

id
 r

a
ti
o

0.10 < γ < 0.13%0.18 < γ < 0.26%

0.90 < γ < 1.10%

2.29 < γ < 2.23%

8.21 < γ < 8.45%

Vertical stress: 48 kPa

0.55

0.53

0.51

0.49

0.47

0.45

0.43

Figure 5. Densification of Ottawa sand sujected to cyclic shear strain tests (after (60))

sificationon the amplitude of shear strains, as well as the number of applied cycles (Fig.5).
However, this researcher also found a negligible dependence of the final result on dry sand
and the frequency of loading, for frequencies ranging from0.2 to 2.0 Hz (Fig.6).

Pykeet al. (43) used a shaking table to investigate the densification of dry Monterrey N.
0 sand. These authors analysed cylindrical samples vertically overloaded by a steel plate.
The conducted tests were performed under stress controlled conditions, and the obtained
shear strains at the end of the tests were not reported. The influence of multidirectional
loading (two horizontal and one vertical components) was intended to be found with these
tests. They concluded that the densification obtained by the two horizontal components of
loading, applied together, is equivalent to the addition of the results obtained after separately
subjecting the sample to both components. Therefore, densification can be decoupled into
the horizontal components of loading (Fig.7a). In addition, a vertical dynamic acceleration
applied together with a horizontal acceleration, can produce increments of around 50% in
the final amount of densification (Fig.7b).

Joining all the described experimental results together, it is possible to identify the key
factors controlling this phenomenon, in order to develop an accurate constitutive law. The
next summary was firstly presented by Youd (60) and completed by Cuéllar (18), and it
is the beginning of a rational approach to the problem of the numerical modelling of the
densification:

1. Dynamic volumetric strains applied to a sample do not produce a significant densifi-
cation to occur.

2. Dynamic shear strains applied to a sample are one of the most important factors
controlling densification. All the conducted experimental researches in the literature
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have correlated the amplitude of dynamic shear strains (in cyclic shear strain tests,
resonant column and drained dynamic triaxial test) and the densification. The bigger
the amplitude of dynamic shear strain, the bigger the densification.

3. The initial relative density of a sample is other of the main factors. The bigger the
initial relative density, the smaller the densification.

4. The confining stress does not seam to be a key factor, attending to most of the exper-
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imental research given in the literature.

5. Attending to the experimental results presented by Youd (60), the frequency of load-
ing does not have a significant influence on the final amount of densification. It is
worth to point out, however, that this author presented results for low values of fre-
quency (until 2 Hz). Greenfield and Misiaszek (25) found and important influence
of the frequency for higher values (until 80 Hz). On the other hand, these authors
showed that the peak acceleration is more relevant than the frequency of loading,
and, for a given acceleration, keeping constant the frequency, the densification does
not almost suffer changes of consideration (Fig.8).

6. The number of cycles has been identified by all the authors as one of the key factors
controlling densification.

2.3. Constitutive Models

The first constitutive laws developed for specifically modelling the sandy soil densification
were semi-empirical approaches. These models were derived on the base of the above
mentioned experimental researches, and by the same authors.

Seed and Silver (46) proposed a method based on extrapolating the cyclic shear strain
tests results to the sandy soil layers. In order to achieve that, it is necessary to depart
from the densification for certain values of initial relative density, amplitude of shear strain
and number of cycles. After that, a sandy soil layer is vertically divided into several parts
(the more divided, the more accurate the method); equivalent shear strain and number of
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cycles must be estimated in each one of these parts, and the corresponding experimental
densification is then associated to each sub-layer. The total layer settlement is then obtained
by adding all the settlements of the sub-layers (Fig.9).

Youd (60) proposes a very similar approach, applying it to the analysis of a sandy
layer compaction by static and dynamic loadings, as well as vibrations produced by the
Niigata (1964) earthquake. In all the cases, volumetric strains at several layer elevations
are computed by correlating field and experimental results, and again, the total settlement
is computed by adding all the sub-layer results.

Other authors presented purely empirical and quasi-empirical models, correlating shear
strains and densification. Martinet al. (33) also took into account the strain history suffered
by the soil layer. Finn and Byrne (22) used a “equivalent elastic method”, by means of
which the increment of densification was estimated using the Martinet al. (33) formula.

Tokimatsu and Seed (53) developed a simplified method, based on SPT data. Again, a
layer is subdivided into several parts, and shear strain due to an earthquake is estimated in
each one of them, by means of the elastic shear modulus and the peak acceleration. Pradel
(41) made several analytical adjustments to Tokimatsu and Seed’s method, simplifying the
computation process.

All of the above mentioned models are very difficulty applicable in a numerical model
using the general dynamic equations, because of the high number of tables and graphics
with empirical data involved. Trying to shorten this disadvantage, rational numerical mod-
els were developed.

One of the first rational densification numerical model was presented by Cuéllar (18).
This author approaches the problem from the endochronic theory framework. This for-
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mulation in based on two endochronic functions, namely: rearrangement function,ξ, and
densificationfunction,ζ. Both values are incrementally determined in time, and are positive
and monotonically increasing:

dξ = |dγ| (1)

dζ =
n

4
· |100 · γ|n−1 · |dγ| (2)

In the above equations,γ stands for current shear strain, andn is one of the densification
law parameters. The densification,εv, is incrementally computed as follows:

dεv = −
n

4
·
|100 · γ|n−1

1 + α · ζ
· |dγ| (3)

whereα is the second law parameter. Bothn andα parameters were considered by Cuéllar
to be constant for each sand, and dependent on its initial relative density. However, this
author only analysed data for a few number of cycles. It has been recently demonstrated
that, for quartzitic sands, these parameters are not independent of the number of cycles of
loading, and also, this law can be generalized, yielding only one single parameter which
needs to be calibrated for each type of sand (8). Thus,n andα can be expressed as follows:

n = A · ln(N) +B (4)

α = C ·N−D (5)

where:

A =
1

2

(

e2
max

− e2
min

1 + emax −Dr0 · (emax − emin)

)

(6)

D =
1

2

(

e2
max

− e2
min

)

(7)

B = D + 1 (8)

C is a parameter lineally dependent on the initial relative density,Dr0:

C = −C0 + 50 ·Dr0 (9)

In the above equations,N is denotes the current equivalent number of cycles, which
must be determined every time step,Dr0 is the initial relative density, andC0 is the only
type of sand dependent densification law parameter.

Working along this path, Zienkiewiczet al. (62) proposed a very similar densification
model, but in this case, dependent on three parameters instead of two. These authors also
implemented their model in a coupled numerical code in order to compute liquefaction
problems.

It is self evident that, solving a densification model together with the general dynamic
equations represents a very non linear problem, which requires advanced numerical tools,
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and only in very few cases an analytical solution exists. Przewlocki and Knabe (42) pro-
posed an analytical solution, departing from the peak acceleration at the rigid base of the
layer and the number of equivalent cycles. This analytical solution needs very strong math-
ematical simplifications, and therefore, the solution is very far from being trustable.

Finally, Vincenset al. (56) proposed a model based on obtained the first vibration mode
and the maximum amplitude of the soil answer, as well as the equivalent number of cycles.
The main contribution of this method is that it also consideres the second mode of vibration
in addition to the first one.

2.4. Example of Computation

The soil layer sketched in Figs.9 and 10 has been analysed by several of the above men-
tioned authors. It consists of a 15 meters deep layer of Crystal Silica N20 sand, with
Dr0 = 45%. This layer rests over rigid rock, which is horizontally subjected to the San Fer-
nando earthquake (1971). Figure 10 also shows the 1-D finite element configuration used
by Blázquez and Ĺopez-Querol method (8). The applied horizontal accelerogram, recorded
at the Castaic Station (N69W component) during this earthquake, is given in Fig.11. All
the authors obtained similar values of final settlement at the layer surface, which are also in
good agreement with field observations. These computed values are given in Table 2.
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Figure 11. Accelerogram recorded on roch at the Castaic Station in the San Fernando
earthquake (1971). Horizontal N69W component.

Table 2. Computed settlements in the San Fernando earthquake (1971) by several
authors.

Authors Computed settlement (cm)
Seed and Silver (46) 6.8

Tokimatsu and Seed (53) 8.6
Vincenset al. (56) 6.9

Blázquez and Ĺopez-Querol(8) 8.0

3. Saturate Sandy Soils: Liquefaction

3.1. FieldEvidences of Liquefaction during Earthquakes

When liquefaction takes place in sandy soil, there exists a rearrangement in its solid skele-
ton, and as a result, the modification of its initial internal structure. Sometimes, sand boils
at a sandy soil layer surface which suffer liquefaction can be observed after an earthquake.
They are the most trustable field evidence that this phenomenon has taken place. The Pale-
osismology allows us to identify and date these typical geological structures, and then it is
possible to know if a soil has undergone liquefaction of not, and when it approximately took
place. An example of the application of these techniques are the fossil sand boils found in
Santa Cruz de Tenerife (Spain), which seam to be 10000 years old (24).

Earthquakes are as old as the Earth. Unfortunately, graphical evidences are not that
antique. The first documents related to liquefaction phenomenon which we can find are
drawings depicting sand boils after earthquakes, sometimes forming little lakes. Figure 12
is an example, corresponding to Calabria earthquake, in 1783. Figure 13 shows sand boils
appeared after Corinto earthquake, in 1861.

The first pictures on liquefaction which can be found in the literature are dated on the
end of the XIX century. Figures 14 and 15 respectively show field evidences found after
Assam (1987) and San Francisco (1906) earthquakes.
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Figure 12. Drawing of a little lake appeared after the Calabria earthquake (1783). Authors:
PompeoSchiantarelli and Ignazio Stile. (Courtesy of the National Information Service for
Earthquake Engineering, EERC, University of California, Berkeley).

One of the most famous case of liquefaction occurred during Niigata earthquake, in
1964. Figure 16 represents the most typical and known case of liquefaction related to
building and foundations. This picture shows structurally undamaged buildings which have
tilted and floated within their liquified sandy base. Figure 17 also shows sand boils appeared
after the same earthquake.

In addition to sand boils and buildings floating, another field evidence of liquefaction
are the lateral spreading, with longitudinal fissures appearing at the soil surface. Figure 18



268 S. López-Querol

Figure 13. Drawing of sand boils after the Corintio earthquake (1861). (Courtesy ofthe
National Information Service for Earthquake Engineering, EERC, University of California,
Berkeley).

Figure 14. Sand boil after the Assam earthquake (1897). (Courtesy of theNational Infor-
mation Service for Earthquake Engineering, EERC, University of California, Berkeley).
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Figure 15. Sand boil after the San Francisco earthquake (1906). (Courtesy ofthe National
Information Service for Earthquake Engineering, EERC, University of California, Berke-
ley).

Figure 16. Liquefaction at buildings foundation, Niigata earthquake (1964). (Courtesyof
the National Information Service for Earthquake Engineering, EERC, University of Cali-
fornia, Berkeley).
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Figure 17. Sand boils due to liquefaction, after the Niigata earthquake (1964). (Courtesy
of the National Information Service for Earthquake Engineering, EERC, University of Cal-
ifornia, Berkeley).

shows an example of this kind of phenomenon, in Caracas earthquake (1967).
Another one of the most famous cases of liquefaction was the failure of the upstream

sand fill of the Lower San Fernando dam (Los Angeles area), which happened several min-
utes after San Fernando earthquake in 1971. It was an around 50 meters height, heteroge-
neous earth fill dam. Around 8000 people who lived downstream were evacuated during
the next days after the earthquake, because the reservoir was almost full of water, and the
collapse of the whole dam seamed to be very likely to occur. However, the dam finally did
not fail, and was successfully repaired. This case study has been deeply analysed by a lot of
researches, because the characteristics of the soil, the geometries before and after the fail-
ure, and an approximate acceleration record are available (47; 48; 49; 15; 63; 16; 26; 28; 9).
Figure 19 shows a picture of the dam after the earthquake.

Although the Lower Sand Fernando dam is the most famous case of liquefaction in earth
dams, it is not the only one (35; 36). Another possible failure of dams due to liquefaction
happened at the Niteko Complex (Japan), during the Kobe earthquake, in 1995. Although
there was not any evidence of liquefaction within the dams, there appeared sand boils in the
proximities, showing liquefaction in the surrounding soils. A picture of these dams after
their failure is provided in Fig. 20.
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Figure 18. Lateral spreading in a sandy layer after the Caracas earthquake(1967). (Cour-
tesy of the National Information Service for Earthquake Engineering, EERC, University of
California, Berkeley).

Figure 19. Lower San Fernando dam after the San Fernando earthquake(1971). (Cour-
tesy of the National Information Service for Earthquake Engineering, EERC, University of
California, Berkeley).
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Figure 20. Niteko earth dams complex, after the Kobe earthquake (1995). (Courtesy ofthe
National Information Service for Earthquake Engineering, EERC, University of California,
Berkeley).

Roads are geo-structures very sensitive to earthquakes. In gradings of the granular
layers it is unusual to find a high fine content. It means that, if these layers are dry, they
are likely to densify, and if they are saturated and not enough drained, to liquefy. It the
road pavement is an asphaltic or concrete layer, the smallest deformability of the pavement
may cause its failure when the lower layers undergo high volumetric strains. Then, roads
usually suffer a very characteristic type of failure, which consists of longitudinal fissures
not exactly located at the road axis, but a bite displaced (31). Figure 21 shows a detail of a
road pavement failure due to the liquefaction of the granular layer.

3.2. Experimental Research: Historical Review

The first researcher who reported liquefaction in soils was Terzaghi (52), who introduced
the “meta-stability” concept to justify the instability of submerged slopes. According to this
author, meta-stable soil structure takes place during the sedimentacion of fine, cohesionless
sand over high void ratio preexisting soil. If a small grain slowly falls and finds a first point
of contact, the reactions at the support may be enough for preventing the grain to roll or
slide, and therefore, to find a more stable location (Fig.22). High void ratio, small grain
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Figure 21. Detail of a failed road due to liquefaction after the Loma Prieta earthquake
(1989);Moss Landing State Beach. (Photo: Dan Orange; Courtesy of Justin Revenaugh,
Earth Sciences, University of California).

size and very collapsible behaviour are the main features of this kind of soils. Excess pore
fluid pressure suddenly increases after collapse, causing liquefaction to occur. This theory
explains the so called “static” liquefaction, but does not give answers to the causes of the
liquefaction due to vibrations, which may take place in soils stable under static loadings.

Casagrande pointed out that, on one hand, shear stresses more likely cause liquefaction
to occur than compression stresses, and, on the other, fine sands liquefy more frequently
than coarse sands. This researcher was the first one on developing the concept of “critical
state”: loose sands, when sheared, tend to acquire a denser configuration, while dense sands
tend to dilate. For a given sand, there is a void ratio, confining stress dependent, for which
neither contraction nor dilation takes place under shear loadings. This void ratio is known
as critical state. Following this line of though, if a sand initially displays a void ratio higher
than the critical state, may suffer liquefaction under monotonic shear stress. This theory is
not capable to explain liquefaction due to cycles of loading, since a dense sand subjected
to enough number of cycles, may liquefy if the amplitude of loading is strong enough, as it
was demonstrated by Seed and Lee (45) amongst others.

Of relevant importance was the research developed by Ishiharaet al. (27). These au-
thors conducted undrained monotonic and cyclic triaxial tests on several samples of sand
under the same initial conditions of density and stress. Figure 23 summarizes this investi-
gation; it provides the results of three tests, in terms of stress paths:p′ (effective confining
stress) againstq (deviatoric stress). The initial state of isotropic stress is common in all the
samples, and it is depicted with point 1 in the figure. For the sample sketched with triangles,
compression was applied until reaching point 2, after what unloading took place. From 1
to 2, p′ diminishes, and therefore, the pore fluid pressure increases. Another sample (this
one sketched with solid circles) was tested under exactly the same isotropic stress initial
conditions, but in this case the amplitude of cyclic loading was higher. Thus, after reaching
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Figure 22. Sketch of the metastable structure origine.

point 2,instead of unloading, loading went on. In point 3, the stress path suffers an elbow:
the effective mean principal stress,p′, begins to increase at this point (pore fluid pressure
begins to decrease). This change of behaviour was defined by Ishiharaet al. as “phase
transformation”. In this second sample, unloading takes place at point 4. It is noticeable
how, for these two samples, which have exactly the same initial conditions, the slope of the
stress path in unloading is quite different: after suffering phase transformation, a sample is
weaker, and the slope 2-3’ is steeper than 4-6; it means that liquefaction takes place faster
after than before reaching phase transformation. It is also worth to point out that the third
sample (sketched with empty circles), which is loading in extension instead of compression,
reaches point 6 in the first cycle of loading, which means that it is weaker than the samples
firstly loaded in compression.

During the 1980s, a lot of experimental research was conducted, looking for the
relationship between monotonic and cyclic sand behaviour, a problem unsolved since
Casagrande’s times. In this sense, it is remarkable the investigation conducted by Cas-
tro (12; 13; 14), followed by Alarcon-Guzmanet al. (1). These authors tried to investigate
the liquefaction from the critical state framework (called by them “steady state” and critical
void ratio). These researchers used the state diagramp′ − e (mean effective stress against
void ratio). Depending on the initial state of a given sample of sand, and its relative loca-
tion respect steady-state line (determined by monotonic undrained triaxial tests) and critical
void ratio line (by monotonic drained triaxial tests), the sample initially tends to contract or
dilate when subjected to cyclic shear stress. In addition, they pointed out that, for two ini-
tially identical samples, one of them subjected to monotonic loading, and the other, to cyclic
loading, both under undrained conditions, if the stress path of the second one touches the
stress path of the first one, the cyclic loading path follows the monotonic one until failure,
which may be interpreted as a “collapse”. This circumstance is depicted in Fig.24, where
both pore fluid pressure evolution and monotonic and cyclic stress paths are sketched.

Joining the researches of Ishiharaet al. (27) and Alarcon-Guzmanet al. (1), the types
of failure of saturated sand under cyclic loading can be summarized as follows:
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• Continuous lossof effective stress, cycle by cycle, until the stress path crosses the
phase transformation line. Depending on the nearness of this line to the failure line,
liquefaction after very few more cycles (loose sand; Fig.25) or cyclic mobility (dense
sand); Fig.26), will occur. It is worth to point out that the different between liquefac-
tion and cyclic mobility is that, in the former one, shear strains tends to infinity when
failure takes place, while in cyclic mobility they are limited.

• Loss of effective stress, cycle by cycle, until the stress path crosses the monotonic
line. In this case, the sand collapses and no more cycles of loading are necessary for
reaching the failure due to liquefaction (Fig.27).

Nowadays some attempts have been made trying to establish a critical state framework
for the undrained cyclic sand behaviour. In this sense, it is remarkable the research per-
formed by Qadimi and Coop (44) on Dogs Bay Sand (a carbonate sand), which has been
deeply analysed under monotonic loadings. However, the drained cyclic sand behaviour
relation with the critical state is still far from being clarified.

All the above mentioned experimental research aimed to better understand the saturated
sand behaviour under vibrations, in order to develop accurate constitutive laws which take
into account all possible mechanisms of failure. However, only models subjected to valida-
tion are trustable enough for numerical modelling engineering designs or to prevent posible
liquefaction risks. Unfortunately it is very difficult to validate a liquefaction numerical
model with field measurements, because of the great dimensions of the prototypes, and be-
cause earthquakes are most of the times very unexpected circumstances. On the other hand,
soil behaviour is very stress dependent, and therefore scaled models lack of accuracy and
are only able to qualitatively reproduce the investigated phenomenon. Thus, apparatus like
the shaking table have been very employed in earthquake research, but more successfully
from the structural than geotechnical point of view. In order to overcome this countermea-
sure, the centrifuge equipment was developed to create scale models in which its initial
stress state is reproduced by scaling the gravity acceleration (until100g), by rotating at
high velocities. Thus, since the 1990s until nowadays, this apparatus is of generalized use
in soil dynamics (64). The following centrifuge projects are of special importance in what
verification of numerical models concerns:

• VELACS (VErification ofLiquefactionAnalysis byCentrifugeStudies): Nevada sand
samples with different initial relative densities were tested under undrained mono-
tonic and cyclic shear stress and triaxial tests (3). First, investigation teams from all
over the world developed numerical modelling, after what the experimental research
on centrifuge was carry out, and compared to the numerical results. After the end of
this project, a lot of verifications of numerical codes using these experimental data
have been made (37; 38; 58; 59; 21; 11).

• Earthquake Induced Damage Mitigation from Soil Liquefaction (10). The analysed
material in this case was Fraser River sand. It is remarkable the high number of
conducted cyclic shear stress tests with different initial relative density and confining
stress conditions for constitutive model calibration purposes. Again, the conducted
centrifuge tests have been used for verification (39; 32).



Application of Numerical Tools for the Modelling of Granular Soil Behaviour... 277

 

0

0.2

0.4

0.6

0.8

1

0 10 20 30 40

No. of Cycles, N 

∆
 p

w
/ σ

 V0
'

b)

 

-100

-80

-60

-40

-20

0

20

40

60

80

100

0 25 50 75 100 125 150 175 200 225

σ v'   (KPa)

τ  
 (

K
P

a
)

failure line

monotonic line

steady-state 

condition

phase transformation line

a)

Figure 25. Undrained cyclic shear stress test for Fraser River Sand (after (57))Dr0 = 0.44;
σ′

v0 = 200kPa; CSR = 0.08 a) Stress path. Failure, monotonic and phase transformation
lines sketched. b) Excess pore water pressure

On the other hand, there is another research line in the identification of the soil per-
formance against liquefaction by means of numerical models based on field data. This
investigation is based in the non-alteration of the material at its field location, trying to de-
cease the degree of uncertainties due to the laboratory tests and sample reconstitution. The
most used field test is the SPT, which can establish correlations with soil bearing capacity
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Figure 26. Undrained cyclic shear stress test for Fraser River Sand (after (57))Dr0 = 0.81;
σ′

v0 = 200kPa; CSR = 0.25 a) Stress path. Failure and phase transformation lines
sketched. b) Excess pore water pressure

and mechanical features (61).

3.3. Constitutive Laws

It is well established that sand behaviour undergoes plastic strains even for very small load-
ings. Thus, a plastic numerical model is always needed for modelling purposes.

Models based on classic plasticity theories, which are of general use in static or mono-
tonic problems, are unable to reproduce sand performance under dynamic loadings, since
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Figure 27. Undrained cyclic shear stress test for Fraser River Sand (after (57))Dr0 = 0.44;
σ′

v0 = 200kPa; CSR = 0.1 a) Stress path. Failure, monotonic and phase transformation
lines sketched. b) Excess pore water pressure

in unloading, for example, these models give no plastic strains which occur in reality. Ad-
vanced models specifically developed for dynamic loading are required. The most relevant
ones are enumerated next.

3.3.1. Bounding Surface Models

Bounding surface models are of very generalized use. They need the analytical definition
of yield and potential surfaces, but allow plastic deformations inside the potential surface.
They usually include hardening and softening rules (19). However, these laws usually lack
of efficiency in the time required for numerical computations.
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3.3.2. Generalized Plasticity Based Models

Generalized plasticitybased models have been successfully developed for dynamic prob-
lems of soils. These laws do not need to analytically define yield and potential surfaces,
and just require to establish their normal vectors. This circumstance usually makes these
laws very efficient from the computational point of view. They may also include hardening
and softening rules, which complete all the possible patterns of soil behaviour, including
contraction and dilation performances. Pastor-Zienkiewicz model for sands (PZ) is a very
good example of this type of model, and it has been very used and validated, reason why it
is of generalized use. This constitutive law is explained in detail in (40).

3.3.3. Densification Based Models

The fist constitutive laws for liquefaction were based on theories specifically developed for
representing the plastic behaviour of metals (54). These laws were later extended to sands
by means of the endochronic theory (4; 5; 62; 7). A correlation between densification and
evolution of excess pore fluid pressure is made with these models by means of the con-
strained modulus of drained sand, in unloading, obtained with oedometer test devices. This
kind of models try to reproduce the physical process of the liquefaction and/or cyclic mo-
bility (33; 50). Usually they correctly represent the contractive sand behaviour (loose sand),
but lack of accuracy when mainly dilative sands are to be modelled. Some attempts have
been recently made trying to overcome this countermeasure. An example is the law devel-
oped by Ĺopez-Querol and Blázquez (30), which is summarized next. This model is based
on the densification model developed by Cuéllar (18), and generalized to quarzitic sands
by Blázquez and Ĺopez-Querol (8), which has been previously explained in this chapter.
Equations 1-2 and 4-9 are applicable. In addition, the relationship between the increment
of excess pore pressure,pw, and the densification,εv, is given by:

dpw = −Md · dǫv (10)

Md =
Kd · σ

′0.5
v

σ′m
∗

v0

(11)

whereMd is theconstrained modulus or the drained sand in unloading, andKd andm∗ are
constitutive model parameters. The plastic shear strains,γp, are obtained as:

dγp = dτ/H (12)

whereτ is the current shear stress, andH is the plastic modulus, defined as:

H = G ·

(

1 −Kq

Kq

)

(13)

Kq =
τ · sign(dγ)

G · τD
(

1 + α′

β
· ξ
)

β
(14)

In the above equations,τD, α′ andβ are constants, andG denotes the tangent shear
elastic module variation law:

G =
Gmax

T
(15)
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Gmax =
Bg · pa

0.3 + 0.7 · e2
·

(

p′

pa

)2

(16)

Bg is anothermodel parameter,e is the current void ratio, andpa is the atmospheric
pressure, expressed in the same units thanp′. T is given by:

• First loading:

T = 1 + 2 · Ct · |η − η0| (17)

• Unloading and reloading:

T = 1 + Ct · |η − ηsr| (18)

whereCt is a model parameter, andη, η0 andηsr denote, respectively, the current, initial
and at last reversal values ofτ/σ′

v
. For modelling the contractive sand behaviour, a slight

modification of eq.3 is required:

dεv = −Is ·
dζ

1 + α · ζ
· |dγ| = −Is ·

n

4
·
|100 · γ|(n−1)

1 + α · ζ
· |dγ| (19)

where Is another model parameter, which needs calibration after phase transformation
and/or collapse, and:

• before phase transformation and/or collapse:Is = 1

• after phase transformation and/or collapse:Is > 1

To represent dilation and/or collapse, the next equations of application:

ψ =
G0

G0 −G
(20)

φ =

∣

∣

∣

∣

dτ

dp′

∣

∣

∣

∣

(21)

φ = ψ ·Mp (22)

d = (1 + αp) · ψ (23)

d =

∣

∣

∣

∣

∣

dǫv
dγp

∣

∣

∣

∣

∣

(24)

G0 is the initial tangent shear elastic modulus;Mp is the slope of the failure line in the
stress plane;d is the soil dilation; andαp is the last model parameter.
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3.4. Coupled Numerical Models. Different Formulations of Biot’sEquations

For taking into consideration the interaction between fluid and solid phases when a saturated
sand is subjected to dynamic loading, the different constitutive law must implemented in a
coupled code, based on Biot’s equations for saturated soils (6). The governing equations
are summarized below, formulated according to (64; 30). In a two-dimensional approach,
under the assumption of plane strain, the unknowns areu (vector of absolute displacements
of solid phase, inx andy components),w (vector of displacements of fluid phase relative
to the solid phase, also inx andy) andpw (excess pore water pressure).

The following equation stands for the equilibrium of the solid+fluid mixture, neglecting
convective terms, and expressed incrementally:

STdσ − ρdü− ρfdẅ + ρdb = {0} (25)

On the other hand, the equilibrium of the fluid phase is expressed as:

−∇dpw − k−1dẇ − ρfdü−
ρf

n
dẅ + ρfdb = {0} (26)

Finally, the continuity equation is:

∇Tdẇ +mTdε̇+
dṗw

Q
= 0 (27)

In the above equations,ρ andρf denote mixture and fluid phase densities, respectively,
b is the vector of external accelerations,S is the matrix operator of stress equilibrium within
an infinitesimal volume of soil,k is the permeability matrix (the components of which are
expressed in[length]3[time]/[mass] units),Q is the compressibility of the mixture, and
m is a vector which, in two-dimensional plane strain conditions, is given by:

mT = (1, 1, 0) (28)

In the above approach, extension is considered positive for both stresses,σ, and strains,
ε, and conversely excess pore water pressure is taken positive in compression. Thus, apply-
ing the effective stress concept given by Terzaghi, for saturated soils:

σ = σ′0 − pw (29)

(whereσ′0 denotes the initial effective stress), relating increments of effective stresses and
strains by means of the constitutive law (given by tensorDep)

dσ′ = Depdε (30)

and expressing strains as a function of the solid phase displacements

dε = Sdu (31)

eq. 25 is finally arranged as follows:

STDepSdu−∇Tdpw − ρdü− ρfdẅ + ρdb = {0} (32)
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The set of eqs. 32, 26 and 27 is calledu − w − pw or completeformulation. It can
also be expressed in terms of the absolute displacement of the fluid phase, usually denoted
asU . The number of degrees of freedom, in a 2-D case, is five:ux, uy, wx, wy andpw.
In a 3-D model, it is seven (three components in each vector). It is possible to rearrange
these equations in order to reduce this number. The most extended approach is theu− pw

formulation, which consist of rearranging eqs. 32, 26 and 27 after neglecting the increment
of flow acceleration,dẅ. Following this path, the number of degrees of freedom becomes
three in 2-D, and four in 3-D. The new set of equations is:

STDepSdu−∇Tdpw − ρdü+ ρdb = {0} (33)

∇T [k · (−∇dpw − ρfdü+ ρfdb)] +mTSdu̇+
dṗw

Q
= 0 (34)

Anotherpossible approach is theu−w formulation: integrating in time eq.27, from an
initial zero value of the excess pore water pressure, and substitutingdpw into eqs.32 and
26, the problem is expressed as au− w formulation according to the following equations:

(STDepS) · du+Q · ∇(∇Tdu) +Q · ∇(∇Tdw) − ρ · dü− ρf · dẅ + ρ · db = 0 (35)

Q · ∇(∇Tdu) +Q · ∇(∇Tdw) − k−1 · dẇ − ρf · dü−
ρf

n
· dẅ + ρf · db = 0 (36)

After solving these equations at every time step,dpw can be computed by using eq.(27)
integrated in time, and the effective water pore pressure is then updated.

It is worth pointing out that in theu − w formulation it is not necessary to assume
negligible relative acceleration of the fluid, which represents a more accurate approach
compared tou− pw formulation for high permeability values or high external acceleration
imposed to the mixture. In addition, it does not require stabilization algorithms (34) when
soil permeability is too low and/or the fluid is almost incompressible if the same order of
approximation is to be considered in the whole unknowns field (30). This formulation has
been demonstrated to provide almost identical results than the complete one when both pore
fluid and solid grains are not incompressible, for a wide range of soil permeabilities (23).
However, one of the main weaknesses ofu − w formulation is that it involves a higher
number of degrees of freedom thanu− pw, (four in 2-D and six in 3-D), making the model
numerically less efficient.

In order to solve these sets of equations in time domain, usually Newmark’s integration
schemes are implemented. It can be formulated according (64). To solve the equations in
space domain, finite element methods are the most employed tools.

3.5. Numerical Examples

3.5.1. Verification of a Numerical Model Using Centrifuge Tests Data

The set of centrifuge tests conducted at the University of British Columbia (10) have been
used to validate the numerical model developed by López-Querol and Blázquez (30), im-
plemented in a coupled code formulated in terms ofu− w. The geometry of the modelled
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Figure 28. Geometry of the analysed centrifuge tests (dimensions in meters), boundary
conditions andlocations of the transducers (after (17))

prototype, the involved materials, the location of the transducers (P: pressure; A: accelera-
tion; L: displacement) and the boundary conditions of the numerical model, are sketched in
Fig.28. Two types of soil are involved in the models: Fraser River sand, and a drainage ma-
terial. The set of parameters for modelling purposes, after calibrating the model by means
of standard identification and constant volume cyclic shear stress tests, are given in Table 3.
Three sets of tests were performed, changing the material of the central dyke: loose sand,
dense sand and drainage material. The accelerogram, used for both physical and numerical
models, is given in Fig.29.

Table 3. Soil model parameters of the soils involved in the centrifuge tests (30)

Parameter Fraser River sand Drainage material
C∗ 20 20
Kd 12000 12000
m∗ 0.372 0.372
αp -0.95 -0.95
Is 2 2
Bg 220 220
Ct 1.6 1.6
emin 0.68 0.62
emax 1.00 0.81

Dr (in per one) various 0.60
Mp 0.65 0.65
Mtf Mp/(13.75 · (Dr − 0.40)) 0.17

k′(m/s) 4.3 · 10−4 4.0 · 10−2

γs(kN/m
3) 26.56 26.17



Application of Numerical Tools for the Modelling of Granular Soil Behaviour... 285

-0.20

-0.15

-0.10

-0.05

0.00

0.05

0.10

0.15

0.20

0 5 10 15
t (s)

H
o
ri
z
o
n
ta

l 
a
c
c
e
le

ra
ti
o
n
 (

g
)

Figure 29. Input accelerogram in the analysed tests (after (17))

In all cases, the model gave fairly good results for the evolution of the pore water pres-
sure inside the geometry, in both stages of generation and dissipation (consolidation). The
computations in terms of accelerations fitted a bit worse to the experimental results, in part
due to the high dependence of the response on the used time integration scheme and its
parameters. In terms of displacements, the numerical model qualitatively determines the
shape of the deformed geometry, but in this case the computations are not very accurate.

Figure 30 gives, as an example, the comparison of physical and numerical model results
of pore water pressure evolution, and acceleration spectra for the case in which the dyke
was made of dense Fraser River sand, at several locations of the geometry, as depicted in
Fig.28. The detailed comparison can be checked in (32).

3.5.2. Optimal Design of Road Embankments at Seismic Sites

Numerical tools like the ones described above may help to engineers on designing geostruc-
tures, aiming to avoid as much as possible their breakage due liquefaction. An example is
the design of road embankments at seismic sites. These geostructures very usually undergo
a failure consisting of the pavement breakage due to liquefaction of the granular layer be-
neath (Fig.21). Longitudinal fissures, parallel to the road axis, but not in the centre of the
road, appear often.

The numerical model validated above, formulated in terms ofu−w, has been applied to
a standard road embankment cross section (Fig.31), trying to numerically identify this typ-
ical failure, and to provide a design criteria to overcome this phenomenon at seismic sites.
The accelerogram given in Fig.29 was applied as horizontal input motion at the numerical
model. The involved soils were characterized by the model parameters given in Table 3.

In terms of excess pore water pressure, the numerical model gives the results which are
summarized in Fig.32. After 10 seconds of earthquake, the maximum degree of liquefac-
tion (ru = ∆pw/σ

′

v0) occurs just beneath the road pavement, at two points symmetrically
located and displaced from the road axis, which fits to field evidences of these failures
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Figure 30. Experimental centrifuge (10) test data vs. numerical results at thedyke zone
of: a) normalized pore water pressures (ru = ∆pw/σ

′

v0) at generation stage, b) excess pore
water pressures at generation and dissipation stages, and c) horizontal acceleration spectra
at the transducers located inside the dyke.
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0

0

Figure 31. Cross section of the analysed road embankment (dimensions in meters), materi-
als,and boundary conditions.

(ru = 1 means liquefaction, since∆pw equalsσ′
v0, and thenσ′ = σ′

v0 − ∆pw = 0). If the
pavement does not resist this pressure of water beneath and breaks, a slope slide may occur
following the surfaces sketched at the cross section in Fig.32.

Several corrected geometries, including dense sand and / or drainage material at several
embankment locations, were studied. Between all the analysed cases, the optimal was
the one consisting of locating a drainage material layer just below the pavement (Fig.33).
Figure 34 gives the results of the numerical model in terms of degree of liquefaction,ru,
of this corrective measure at 10 seconds of the same seismic loading. It is worth to point
out that the maximum values ofru are smaller in this case and less concentrated, and they
do not occur just below the pavement. Drainage improves a lot in the whole geometry,
avoiding the embankment failure due to liquefaction. Other corrective measures and the
results given by the numerical model can be checked in (31).

3.5.3. Numerical Modelling of the Lower San Fernando Dam Failure

In spite of the high number of analyses made after the failure of the Lower San Fernando
dam in 1971, the mechanisms of the upstream sand fill slide are not completely clear nowa-
days. Since the inspection of the seismographs recorded at the dam, it seams to be clear
that the failure took place not during the earthquake, but several minutes later.

The above described numerical model (30), formulated in terms ofu − w, has been
applied to a simplified cross section of the dam, sketched in Fig.35, where the saturation
line and the materials forming the dam are also depicted. Above the saturation line, the
materials are considered completely dry, where the material suffers densification without
development of excess pore water pressure. Since the accelerographs located at the dam
were damaged during the earthquake, the real accelerogram is not available. For simula-
tion purposes, the free-field horizontal accelerogram recorded at the neighbor Pacoima dam
(254, CDMG Station 279), scaled to 0.6g, has been adopted as input motion of the model
(Fig.36). The purpose of this study was to qualitatively clarify the failure of the dam. An
exhaustive calibration of the numerical model was not carried out; instead, typical parame-
ters for each material were used. The values for the sandy soil correspond to Fraser River
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Figure 32. Degree of liquefaction,ru = ∆pw/σ
′

v0, of the road embankment at t=10 sec-
onds.
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Figure 33. Geometry, materials and boundary conditions of the optimal corrective measure.

sand, with the parametersαp taken as−0.99 in order to stabilize the solution in time, and
then, to obtain the upper boundary solution (the maximum values of the excess pore water
pressure). The used parameters are given in Table 4.

The results of the computation, in terms of degree of liquefaction,ru, are given in
Fig.37. These results show that, at the end of the earthquake, there is a point at the slope
surface with a degree higher than1 (liquefied), and most of the upstream sand fill had
liquefied (ru > 0.9, almost1). However, the numerical computation yields that the residual
strength of the soils was enough for preventing the breakage at this moment. Two minutes
after the end of the earthquake, to critical points, with negative values ofru, appeared.
These negative values can be interpreted in theu−w coupled formulation as preferred pore
water dissipation points. The exit of pore water under pressure could have triggered the
slope slide several minutes after the end of the earthquake. A complete analysis of this case
study, and its comparison to the field observations and other authors’ calculations are given
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Figure 34. Degree of liquefaction,ru, in the corrective measure of road embankment after
10 seconds of earthquake loading.

: saturation line

Figure 35. Geometrical model of the Lower San Fernando dam. Dimensions (in meters),
materialsand boundary conditions.

in detail in (9).

Conclusion

This chapter presents field observations of densification and liquefaction cases, after what
a summary of advances constitutive laws, formulations of Biot’s equations and several ex-
amples of computation of both phenomena are provided. The main conclusions can be
summarized as follows:

• From the analysis of field evidences it is worth noting that both densification and
liquefaction may lead high strains and surface settlements, which may produce failure
of foundations and slope slides to occur, and therefore, a risk for human lives and
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Figure 36. Horizontal accelerogram at the Pacoima dam (254, CDMG Station 279),San
Fernando earthquake (February 9, 1971), scaled to|amax| = 0.6g. (Courtesy of the Na-
tional Information Service for Earthquake Engineering, EERC, University of California,
Berkeley).

Table 4. Soil model parameters of the soils involved in the model of the Lower San
Fernando dam (30)

Parameter Sand Impervious soil Rolled fill
C∗ 20 0 0
Kd 12000 1 12000
m∗ 0.372 0.372 0.372
αp -0.99 -0.99 -0.99
Is 2 2 2
Bg 220 170 220
Ct 1.6 1.0 1.6
emin 0.68 0.50 0.62
emax 1.00 1.00 0.81

Dr (in per one) 0.60 0.64 0.40
Mp 0.65 1.20 0.65
Mtf 0.17 0.28 0.65

k′(m/s) 4.3 · 10−4 0.5 · 10−8 4.0 · 10−2

γs(kN/m
3) 26.56 26.17 26.17

material resources to be spent in repairing infrastructures at seismic sites.

• Constitutive models capable to represent the soil behaviour under static or monotonic
loadings, usually lack of accuracy when dynamic sand behaviour is to be modelled.
Advanced models, including hardening and softening, non associative flow rules, and
fatigue considerations, are required for representing this kind of phenomena.

• Biot’s equations formulated in terms of displacements of both solid and fluid phases
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Figure 37. Numerical modelling of the Lower San Fernando dam during the San Fernando
earthquake (1971). Degree of liquefaction,ru, at the end of the earthquake and two minutes
later.

are less efficient from the time of computation point of view (specially in 3-D mod-
els), but are more accurate when the permeability is high and/or the input loading
acceleration is also high.

• For the case of densification, models based on the endochronic theory successfully
represent the sand behaviour. This laws can be implemented in finite element based
codes.

• For the case of liquefaction, again endochronic models, which represent the physical
process of this phenomenon, are a very useful tool for modelling purposes. These
laws, implemented in coupled codes formulated inu − w, can help to geotechnical
engineers on designing geostructures resistant to liquefaction, and avoid risk related
to this process.
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[8] Bl ázquez, R; Ĺopez-Querol, S.Soil Dyn. Earthq. Engrg. 2006, 26, 888-898.
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Chapter 9

THE USE OF DISSIPATED ENERGY AT MODELING OF
CYCLIC LOADED SATURATED SOILS

S. Lenart*
Slovenian National Building and Civil Engineering Institute (ZAG), Slovenia

Abstract

The energy concept for the analysis of densification and liquefaction of cohesionless soils
was first introduced by Nemat-Nasser and Shokooh (1979). It is based on the idea that during
deformation of these soils under dynamic loads, part of the energy is dissipated into the soil.
This dissipated energy per unit volume is represented by the area of the hysteric strain-stress
loop and could be determined experimentally. It considers both the amplitude of shear strain
and the number of cycles, combining both the effects of stress and strain. Using the Palmgren-
Miner cumulative damage hypothesis, the effect of random motions of an earthquake or other
random dynamic load can be taken into account by dissipated energy use.

The main advantage of using the dissipated energy was found in the case of saturated
soils. The relation between dissipated energy and the residual excess pore water pressure
generated in saturated soils during dynamic loading is already well known. Recent studies
have shown that similar relations exist also in the case of temporary excess pore pressures.

Besides relations between dissipated energy and pore pressure changes in saturated cyclic
loaded soils, the paper highlights also the relation between dissipated energy and softening of
soil during cyclic loading. Softening of soil during cyclic loading, so-called short-term flow,
makes a perceivable impact on strain progression. After a few cycles of loading, soil starts to
exhibit very low stiffness at the beginning of a load cycle and it strengthens later. It is obvious
that strain developed during this short-term flow presents the main share of a total strain
developed during cyclic loading, and it leads therefore to the deformation behavior of a soil.
The duration of this phenomenon and stiffness of soil during this phase is in question.

It has been found that the duration of the softening phase, as well as shear modulus of soil
during this phase are both related to residual pore pressure ratio. A simple constitutive model,
especially suitable for a cyclic mobility modeling, was developed based on an energy
approach. Its main part presents a new pore pressure generation model and findings related to
short-term flow and dissipated energy.

                                                       
* E-mail address: stanislav.lenart@zag.si
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Introduction

Mechanical behavior of cyclically loaded soils can be quite complex. Geotechnical engineers
are challenged by the need to characterize the most important aspects of cyclic loaded soil
behavior as accurate as possible and in the same time to do it in the most simple way as
possible. The problem even accelerates in the case when cyclic loaded soil loses its strength
and dramatic deformations occur. The case is mostly observed when saturated loose
cohesionless soils are involved.

Large deformation, even flow failure and excess pore pressures are hallmarks for
liquefaction related phenomena. The term “liquefaction” is used to describe a number of
different, though related phenomena. When saturated cohesionless soils are subjected to rapid
loading, e.g. earthquake loading or other kinds of cyclic/dynamic loading, conditions might
be understood as an undrained loading condition due to the inability of pore water to drain in
a very short time period. A cohesionless soil subjected to cyclic loading has a tendency to
densify. As pores between soil grains are filled with water, which can not drain sufficiently,
the generation of excess pore pressure occurs. Kramer (1996) reports about two main groups
of liquefaction phenomena that results from this process: flow liquefaction and cyclic
mobility.

Flow liquefaction occurs when the shear strength of a soil in its liquefied state is smaller
than the static shear stress required for equilibrium of a soil mass. Liquefied stress state in
that case is presented by initial effective confining pressure decreased for an excess pore
pressure. The effective stress conditions leading to flow liquefaction occurrence can be
described most easily in stress path space. The response of five saturated cohesionless

Figure 1. Initial conditions susceptible to either flow liquefaction or cyclic mobility (adapted from
Kramer, 1996).
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specimens isotropically consolidated to the same void ratio and different effective confining
pressures, in undrained stress-controlled triaxial compression is shown in Figure 1 (adapted
from Kramer, 1996). Regarding the initial states of specimens according to the steady state
line, specimens 1 and 2 exhibit dilative behavior upon shearing starts, while specimens 3, 4
and 5 exhibit contractive behavior, which is necessary for flow liquefaction. The flow
liquefaction is initiated at the peak of stress path in the case of the latter three specimens. The
locus of points describing the effective stress conditions at the initiation of flow liquefaction,
is a straight line (Kramer, 1996; Vaid and Chern, 1983) called flow liquefaction surface
(FLS). All the specimens reach the same steady state point as they have the same void ratio.
The FLS is truncated at the level of steady state point as flow liquefaction cannot occur if
stresses are below this point. The FLS marks therefore the boundary between soil states at
which either flow liquefaction or cyclic mobility can occur.

Cyclic Mobility

While flow liquefaction produces large deformations actually driven by static shear stresses,
deformations due to the cyclic mobility are developed incrementally during cyclic loading.
Normally cyclic mobility deformations are not the flowing type and thus damages might be
smaller, but still severe.

Deformations produced by cyclic mobility are driven by cyclic and static shear stresses.
Cyclic mobility can occur during cyclic loading of saturated soil when the static shear stress
is smaller than the steady-state shear strength. Initial states susceptible to cyclic mobility are
shown in Figure 1. Depending on the range of static and cyclic shear stresses, in comparison
with steady-state shear strength, different combinations of initial and cyclic loading condition
can produce cyclic mobility (Kramer, 1996). In all cases, sufficient excess pore pressure has
to be generated to move the stress path from its initial position in direction to failure envelope
(Figure 2).

Generation of excess pore pressure is generally caused by cyclic loading. If cyclic stress
is large enough, steady-state strength might be exceeded during cyclic loading. If this happens
near the FLS, effective stress path can touch the FLS. Momentary instability can occur
therefore, leading to significant strain development. If static shear stress is smaller than the
steady-state strength, strain generally ceases when shear stress returns to the values below the
steady-state strength.

If steady-state strength is not exceeded during cyclic loading, effective stress path
approaches the so-called phase transformation surface (Ishihara, 1985). Phase transformation
surface (PTS) presents a kind of boundary between dilative and contractive behavior of soil.
Above the PTS a dilative tendency increases effective confinement (and consequently the
shear strength), while below PTS soil exhibits a contractive behavior and thus tendency to
generate excess pore pressure. Youd (1977) described clearly the rearrangements of soil
grains happening in cyclic loaded soil when stress path approaches and crosses the PTS from
one or the other side. Significant shear strain may develop without appreciable shear stress in
moment of crossing the PTS (Figure 3). This, almost flowing behavior of soil when stress
path meets the PTS causes serious problems in numerical modeling of cyclic mobility
phenomena (Elgamal et al, 2003). Possible approach to define this highly yielded segment of
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stress-strain response of soil as a finite phase by the use of dissipated energy is shown later in
this paper.

When cyclic stresses are bigger than static shear stresses, stress reversal occurs. Thus
each load cycle includes compressional and extensional loading. An excess pore pressure
generated during cyclic loading causes movement of stress path in direction to zero effective
stress (origin of q-p graph). This state is called initial liquefaction (Seed and Lee, 1966).
When stress path reaches it, only further oscillations along the compression and extension
portions of the drained failure surface is possible due to continuation of cyclic or monotonic
loading (Kramer, 1996).

Figure 2. Generation of excess pore pressure due to the cyclic loading cause movement of stress path
from its initial position in direction to failure envelope.

Figure 3. A typical stress path of cyclically loaded soil and shear-strain relationship when it crosses the
phase transformation surface (adapted from Elgamal et al, 2003).



The Use of Dissipated Energy at Modeling of Cyclic Loaded Saturated Soils 299

Cumulative Damage Hypothesis

Figure 2 shows movement of stress path from its initial position due to changes of shear
stresses (caused by cyclic loading) and due to the effective confining pressure decreasing. The
latter happen due to the excess pore pressure generation. An excess pore pressure generation
therefore actually leads the stress path movements and thus soil strength and stiffness
changes. It is therefore of main importance for modeling of cyclic loaded soil to be able to
define the function of pore pressure changes.

Pore water pressure changes in saturated soils are caused by soil structure changes (grain
rearrangements). Pore pressure increases when soil contracts and decreases when it dilates.
Changes from contractive to dilative behavior and opposite happen when stress path crosses
the PTS. Initial effective stress states are generally located in contractive zone in cases of
soils susceptible to liquefaction or cyclic mobility. That means that stress path moves during
cyclic loading from initial point to the right, approaches the failure surface. Cyclic loading
causes irrecoverable contraction of soil skeleton and thus the permanent (in case of undrained
loading conditions) generation of excess pore pressure. It is necessary therefore to estimate
the relationship between input of cyclic loading and irrecoverable deformation that it causes
on one side, and excess pore pressure on the other side.

The problem itself was much interested by several researchers in the 1960s and 1970s in
the evaluation of initiation of liquefaction perspective. Two main approaches: cyclic stress
and cyclic strain approach were developed. They are based on experimental evidence that
densification of dry soil structure and thus generation of excess pore pressure in saturated soil
can be controlled either by cyclic stresses or cyclic strains. The main problem of these two
approaches is irregularity of cyclic load (e.g. earthquakes, traffic loads, wind etc.).
Comparison of a natural induced cyclic/dynamic loading with laboratory resistance requires
conversion of an irregular time history to an equivalent series of uniform stress or uniform
strain cycles. A random cyclic loading needs to be converted to an equivalently damaging
uniform cyclic load.

Similar approach called cumulative damage hypothesis was proposed by Palmgren
(1924) and further developed by Miner (1945) for metal fatigue analyses purpose. Seed and
co-authors (1975) adopted hypothesis, with slight modifications, to compute number of
equivalent cycles for random cyclic loading. The equivalent cycles concept was revised
several times in last decades, while recently a procedure to computing number of equivalent
cycles by equating dissipated energy of random and uniform cyclic loading was proposed
(Green and Terri, 2005).

Energy Approach to Liquefaction Risk Evaluation

There exists a need to convert an irregular cyclic loading to an equivalent damaging quantity,
which would enables to evaluate a stress path movement from its initial position approaching
the phase transformation surface and failure envelope. Process of liquefaction initiation seems
a typical problem where the stress path movement before liquefaction occurrence needs to be
evaluated. Having in mind the cumulative damage hypothesis, the use of energy in evaluation
procedure is quite a logical step.
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The energy released during earthquakes has been quantified for a long time by
seismologists. They have even established simple correlations between released energy and
common seismological parameters like magnitude of an earthquake (Gutenberg and Richter,
1956). To evaluate liquefaction risk by using energy means to find out the energy needed for
the buildup of pore water pressure equal to the confining pressure. Large data sets involving
liquefaction are needed to define properly such relationship. Kuribayashi and Tatsuoka (1975)
presented maximum distance from an actual earthquake to a site at which liquefaction was
observed to have occurred. They proposed the expression

MR ⋅+−= 77.06.3log max , Eq. 1

where Rmax is distance measured in km and M is Richter magnitude. Data for the expression
derived from Japanese earthquakes only. Similar expressions were introduced also for non-
Japanese earthquakes (Youd, 1977). Based on the Gutenberg-Richter energy relation, Davis
and Berrill (1982) proposed an attenuation model that assumes the rate of a magnitude of the
energy decrease with a distance from site to the center of energy release. The model accounts
energy dissipation due to the geometrical spreading and due to material damping. They also
assumed that the increase in pore pressure is a linear function of dissipated energy. Proposed
model has been revised several times (Berrill and Davis, 1985; Law et al, 1990). To avoid
uncertainties regarding the energy attenuation on the way from source to the site, Trifunac
(1995) proposed different expressions to compute the energy, E of the earthquake motions at
the site. One of them (Eq.2) enables to compute energy of the earthquake motions at the site
from the peak ground velocity at the site, vmax the small strain shear modulus, Gmax and the
duration of strong ground motion at the site, t. σ’v0 presents the initial effective vertical stress
at selected depth. Based on the selection of the minimum distances to liquefiable sites and
energy of the earthquake motions estimation, a threshold energy, which initiates the
liquefaction, was suggested recently (Trifunac and Todorovska, 2004).
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Integrating the acceleration time histories (Arias, 1970) Arias intensity was suggested as
a quantitative measure for earthquake shaking intensity at the site. Arias intensity was
explained (Kayen and Mitchell, 1977) as a sum of the two component energy per unit weight
stored in a population of undamped linear oscillators evenly distributed in frequency at the
end of earthquake. Arias intensity is unfortunately inherent dependent on frequency of the
ground motion (Green and Mitchell, 2003), thus its use in liquefaction evaluation process is
limited.

As a stress path movement is leaded by pore pressure changes, it of main importance to
consider Nemat-Nasser and Shokooh (1979) study which shows theoretical relationship
between the dissipated energy in laboratory samples and generated excess pore pressure.
Figueroa et al. (1994) established experimentally relationship between the dissipated energy
density and onset of liquefaction. Several other energy-based liquefaction evaluation
procedures developed from laboratory data were described later. Besides empirical relations
derived from laboratory tests, some researchers (Law et al, 1990; Davis and Berrill, 1998)
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showed also that it is possible to obtain the dissipated energy density for the site data, where
energy was released by an earthquake and dissipated in a soil layer. Dissipated energy density
W is generally expressed in time t as

∫=
t

ijij dtW
00'

1)( εσ
σ

, Eq. 3

where σij and εij denotes stress and incremental strain tensors, respectively, t is a time in
which total dissipated energy is in question.

Mechanism of Dissipated Energy

Based upon the energy approach, Nemat-Nasser and Shokooh (1979) developed a
mathematical model that explains densification of dry cohesionless soil and excess pore
pressure generation of saturated cohesionless soil during cyclic loding. The theory is based on
threefold physical observation (Figueroa et al, 1994). First, a certain amount of dissipated
energy density δW is needed to change the void ratio of drained soil from e to e+δe. Second,
this required amount of energy increases as the void ratio approaches the minimum void ratio
emin. And the third observation is the tendency to increase the pore pressure instead of
decrease of void ratio if soil is saturated and undrained. The increase of pore pressure causes
a decrease of intergranular forces and soil stiffness and thus incremental energy δW decreases
with increasing pore water pressure. The latter finding about relationship between incremental
dissipated energy and stiffness of a soil led to the idea that the dissipated energy required for
pore water pressure changes during cyclic loading is related to dissipated energy per unit
volume calculated from the hysteresis loops. This might be confirmed also by observations of
Martin et al (1975) showing the relation between soil stiffness and pore water pressure
changes. Therefore dissipated energy is defined as the area bounded by hysteresis loops of the
stress-strain curve in case of results from laboratory cyclic loaded tests (Figure 4). Different
expression were defined (Green, 2001) for computing dissipated energy from particular
laboratory test results. In case of cyclic triaxial test the dissipated energy per unit volume of
material ΔW is determined using the trapezoidal rule to integrate Eq.3. A dimensionless
dissipated energy ratio w is obtained when dissipated energy per unit volume of material ΔW
is divided by initial effective confining stress σ’0. Indexes i and n in Eq.4 mean the increment
number and total number of increments, respectively. Other symbols in Eq.4 are explained on
Figure 4.
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Green (2001) proposed two dominant mechanisms of energy dissipation in saturated
cohesionless cyclic loaded soils. First is frictional dissipation mechanism, where energy
dissipates due to frictional sliding at grain to grain contact surfaces. The process happens
even before gross sliding across the entire contact surface occurs, but the induced strain γ has
to exceed the elastic threshold strain γte (Dobry et al, 1982; Vucetic, 1994). So far as the strain
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is less than the volumetric threshold strain γtv, excess pore pressure cannot be generated.
Second type of energy dissipation mechanism called viscous dissipation appears when the
volumetric threshold strain is exceeded. Viscosity presents the force resisting to the relative
movement of a water and soil grains. There are also some other mechanisms of energy
dissipation, such as particle breakage. Theirs contributions are relatively insignificant in
comparison with frictional and viscous mechanism.

Figure 4. The dissipated energy per unit volume for a soil sample in cyclic triaxial loading.

Generally it is very difficult to divide contribution of these two mechanisms. By
comparing the energy dissipated in dry and saturated samples Hall (1962) found out that the
portion of energy dissipated by viscous mechanism increases as the strain amplitude
decreases and the portion of energy dissipated by frictional mechanism increases with strain
amplitude increase. Those findings are especially important because of the observations of
Hardin (1965) showing that the quantity of energy dissipated by the frictional mechanism is
independent of the frequency of loading, while the energy dissipated by viscous mechanism is
proportional to the frequency of loading.

The contribution of viscous mechanism to total amount of dissipated energy is significant
at small strain amplitude, but decreases as the strain amplitude increases. Large strain
amplitudes are of our interest during cyclic mobility occurrence. It was shown that total
dissipated energy at large strain amplitudes can be supposed mostly as a result of frictional
mechanism (Whitman and Dobry, 1993). It is important for the use of dissipated energy in
cyclic mobility modeling that therefore total amount of dissipated energy at large strain
amplitude is relatively independent of frequency.

Existing Energy-Based Pore Pressure Models

When the volumetric threshold strain is exceeded, an excess pore water pressure is generated
in cyclic loaded saturated soil. Thus the effective stresses, which are of crucial importance for
cyclic/dynamic loaded soil performance prediction, changes. One of the earliest approaches to
dynamic effective stress analysis is an effective stress model for liquefaction by Finn et al
(1977). They described the volumetric compaction and related pore water increases with
shear strains depending on the stiffness and damping characteristics of a soil layer.



The Use of Dissipated Energy at Modeling of Cyclic Loaded Saturated Soils 303

Furthermore, a single variable called damage parameter was introduced (Finn and Bhatia,
1981) for representing the pore water pressure generation data from constant stress or
constant strain cyclic loading tests on saturated soils. One of the main advantages of the use
of damage parameter is an existence of only one curve to describe all the test data at one
relative density for the range of cyclic stresses or strains of interests. Data from constant
stress or constant strain cyclic loading tests can be used directly to predict an excess pore
water pressure generated by the irregular stress or strain histories. An evaluation of damage
parameter is rather difficult job, including some not easy to understand variable
transformations. But it shows the same principal idea as the dissipated energy approach.

Large range deformations occurring during cyclic loading of saturated soil are what we
are concerned about when we try to capture the cyclic mobility or liquefaction into modeling
procedure. As already explained, dissipated energy seems a proper modeling parameter, as it
is not sensitive to loading rate or frequency. Besides that it considers both the amplitude of
shear strain and the number of load cycles, combining the effect of stress and strain.

Green (2001) reviewed development of energy-based excess pore water pressure
generation models. Nemat-Nasser and Shokooh (1979) established governing differential
equations relating energy dissipation to the densification of dry samples and to the generation
of excess pore water pressure Δu in saturated samples. A typical relation (Eq.5) was assumed
by Mostaghel and Habibaghi (1979).

0e
wru = Eq. 5

ru denotes pore water pressure ratio (=Δu/σ’0) and e0 initial void ratio of soil.
Complementing the theoretical framework several researchers presented different

numerical relations (Davis and Berrill, 1982; Simcock et al, 1983; Yamazaki et al, 1985; Law
et al, 1990; Hsu, 1995; Liang, 1995; Figueroa et al, 1997; Green et al, 2000; Davis and
Berrill, 2001). Presented expressions relate dissipated energy per unit volume of soil to the
residual excess pore pressure, which is defined as the pore pressure in excess of hydrostatic
conditions when the applied cyclic stress is zero. All of the expressions are empirical curve fit
equations based on different laboratory results (mostly cyclic triaxial and hollow cylinder
torsional shear tests) with different numbers of parameters. Most frequently used calibration
parameters included in models are soil density, fabric and stress state. A typical general form
derived from the proposed expressions could be written as

b
u war ⋅= , Eq. 6

where a and b are functions of soil type, relative density of soil, stress conditions, initial soil
state parameters, etc. The pore pressure ratio used in the Eq.6 presents the pore pressure
change caused by the rearrangements of soil particles and means the residual pore pressure
change, which remains even when the load disappears. It is common to all of the proposed
expressions that only residual pore pressure changes are taken into account. This is
understandable as all of them were developed in bases of assessment of seismic induced
liquefaction.
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Figure 5. Acceleration Records of the August 17, 1999 00:02 7.4 Earthquake, Kocaeli, Turkey
(TKYHP, 1999).

The Effect of Pore Pressure Oscillations

It has been generally assumed for a long time that under seismic loading only cyclic shear
stresses are imposed on the soil element (Das, 1992). Actually horizontal loadings acting on
the soil element during seismic ground motions are usually a little bit more stressed on, but
vertical loading can not be completely neglected. A fault movements cause three orthogonal
components of translation motion that are commonly measured (Kramer, 1996). The ratio
between horizontal and vertical component depends upon the type of a fault movement as
well of some other local site conditions. Figure 5 shows acceleration records taken at Göynük
(Bolu) location during 7.4 M earthquake Gölcük-Kocaeli 1999 in Turkey (TKYHP, 1999). It
can be seen from presented records that vertical component might even exceeds horizontal
component sometimes.

Purely one dimensional stress conditions are very rare in reality. Besides shear stresses,
normally normal stresses appear, too. There is no doubt about compression component in case
of vertically cyclic loaded soil, which may derive from foundation vibrations, traffic load etc.
This kind of cyclic loading can also causes large range deformations occurrence.

When saturated soil is subjected to such a cyclic loading acting in horizontal and vertical
direction, pore water pressures changes are not only of residual type.

The existing energy-based pore pressure models described above relates the dissipated
energy and permanent pore water pressure changes which happen due to the soil particles
rearrangements. Under simultaneous cyclic loading in normal and shear strain modes the
temporary pore water pressure changes occur besides residual one. The existing energy-based
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pore pressure models for cyclic loaded saturated soils neglect the temporary pore water
pressure changes. Temporary pore water pressure changes are caused by transmission of
compressive stresses onto the pore water. As the compressive stress oscillates during the
usual cyclic loading, the temporary pore water pressure oscillates noticeable during cyclic
loading as well.

While pore water has no shear stiffness and can not be affected by the shear stresses, the
situation in case of normal stresses is completely different. Normal stresses transmit from soil
skeleton onto the pore water (Figure 6). Changes of normal stresses from compression to
extension and back are observed as oscillations of pore water pressure.

Figure 6. The transmission of compressive stresses onto the pore water.
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Figure 7. Strain development during a cyclic loading with pore pressure oscillation effect taken into
account and without it.

A simple pore pressure model can be incorporated into nonlinear cyclic model (Finn et al,
1977; Osinov, 2003). Such models usually concern the soil deformed in one mode only. For
example, simple shear mode is quite commonly used to describe deformation mode of soil
deposits under seismic load. Their use is much less complicated than a use of tensorial
models. A simple nonlinear cyclic model was used (Lenart, 2007) for a typical strain
progression calculation in soil element. A record of real pore pressure changes in cyclic
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loaded soil and the same record with pore water pressure oscillations subtracted from the
original one were used as an input for calculations. The effect of pore water pressure
oscillations upon the strain progression during the vertical cyclic loading of a saturated soil is
demonstrated on Figure 7. The use of pore pressure models with and without the oscillation
effect taken into account were compared in numerical modeling. As it can be understand from
description of the nature of temporary pore pressure changes occurrence in saturated soil
cyclic loaded in compression, the extreme pore pressure values occur at the same time as the
extreme load does. This means that the material stiffness is the lowest at the moment of the
greatest load. The pore pressure oscillations effect was found therefore to be large.

New Proposed Pore Pressure Model

The basic idea of the new proposed pore pressure model is in dividing of an excess pore water
pressure generated during cyclic loading into two parts: the temporary pore pressure change
and the residual pore pressure change. The model proposes that the pore pressure ratio, ru (Eq.
7) consist of its residual ru,r and temporary ru,t part. Both two parts are defined by equations
(Eq. 8) and (Eq. 9).

turuu rrr ,, += Eq. 7

0
, 'σ

ur ru
Δ

= Eq. 8

( )
0

, 'σ
utFr tu

ΔΔ
⋅= Eq. 9

Δu means an excess pore water pressure generated in the mean point of hysteresis loop at
conditions when the applied cyclic stress is zero. Actually it is the residual pore water
pressure, which we talked about above. ΔΔu is an extreme pore pressure change in a loading
cycle. F(t) is a time function of compressive stresses acting upon the soil element.

Figure 8. The total pore pressure ratio consist of the residual and temporary part.
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The energy-based pore pressure models review shows that the modeling of residual pore
water pressure change is based upon the relation to dissipated energy. Eq. 6 presents a typical
general form for this kind of relation used by most of researchers. It was proposed that the
temporary pore pressure changes due to the loading and unloading are function of dissipated
energy as well. The difference between their maximum values during one loading cycle of
uniform cyclic loading was neglected. The contribution of residual and temporary part of pore
pressure ratio to the total pore pressure change is shown on Figure 8.

It was decided to relate both two parts of pore pressure ratio to a dissipated energy ratio.
Author tried to find out linear relation between the proper function of dissipated energy ratio
G(w) and residual and temporary part of pore pressure ratio respectively. Using the least
square method, the best agreement between proposed relationship (Eq. 6) and empirical
results was found if a dissipated energy ratio was raised to a power of one tenth of a
mathematical constant e (base of the natural logarithm, e=2.71828 …). Using a power
function G(w) like presented in Eq. 10, relations between function of dissipated energy ratio
and two kinds of pore pressure ratios was transformed into a linear one. Their slopes give
parameters kr and kt, where r and t means residual and temporary changes, respectively.
Typical results are shown on Figure 9.
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Figure 9. After transformation of dissipated energy ratio by function G(w) residual kr (a) and temporary
kt (b) pore pressure parameters are evaluated (Lacustrine carbonate silt; Lenart, 2006a).
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Knowing the time function F(t) of a normal component of dynamic loading to which soil
is subjected, one can write the equation for evaluating the pore pressure ratio, ru (Eq. 11). As
it is based on dissipated energy per unit volume, it is independent of loading frequency or rate
impacts in case of strain range typical for cyclic mobility or liquefaction.

( ) ( )[ ]tFkkwr tr
e

u +⋅= 10 Eq. 11

Proposed pore pressure model differs from all other known energy-based pore pressure
models mostly due to its temporary pore pressure component. When the subjects of modeling
are mostly pore pressure changes, caused by shear mode loadings, the existing models do well
theirs job. The main difference occurs when dynamic load acting in normal direction is
present. Figure 10 presents results of an experiment compared to modeling of an excess pore
water pressure generation. Saturated soil sample tested in cyclic triaxial apparatus was
dynamic loaded by irregular seismic load recorded during Petrovac earthquake in Montenegro
1979 (Bubnov, 1980). Generated pore water pressure was measured during an experiment.
Results were compared to the results of two different energy-based pore pressure models.
First one is the new proposed pore pressure model with residual and temporary component.
The other is recently presented energy-based pore pressure model (Green et al. 2000)
covering only residual part of generated excess pore water pressure. The impact of temporary
pore water pressure change upon the whole pore water pressure change happened during
dynamic loading of saturated soil can be easily seen from the results below.
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Figure 10. Measured and calculated pore pressure ratio.

Dissipated Energy as a Modeling Parameter

Modeling of cyclic loaded saturated soils can be done in general by two types of models: true
tensorial models and nonlinear cyclic models, if the empirical relations and diverse
observational methods are excluded. Models from the first group establish a tensorial strain-
stress relationship and are in principle applicable to arbitrary strain or loading path. They are
necessary for two- and three- dimensional boundary value problems (Zienkiewicz et al,
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1999). The main disadvantage of true tensorial models are theirs complexity and the way of
calibration. Instead of their complexity, the parameters needed in those models are usually
calibrated only against one-dimensional load mode. Nonlinear cyclic models incorporate less
parameters than tensorial models. Their calibration is based upon the same type of
deformation as in the problem to be solved (Osinov, 2003; Liyanapathirana and Poulos,
2002).

A pore pressure model presented above is supposed to be used in the second group of
models for nonlinear effective stress analysis (Finn et al, 1977). It is an applicable tool to
evaluate an exact position of saturated soil stress path during cyclic loading. It enables to take
into account the progressive degradation of stiffness and strength of the soil in effective stress
analysis for the dynamic response of saturated soils.

Irrespective of the approach to analysis, deficiency of all type of models appears when
dealing with phases of sudden soil softening and significant regain in soil stiffness during
cyclic loading at large deformations shown on Figure 11. Phenomenon of cyclic mobility is
described at the beginning of this paper. Large deformations limited somehow with soil
hardening occur when stress path is crossing the PTS. Several computational models have
been developed for simulation of cyclic loaded saturated soil, specially the dilatancy effects
following the flowing phase during the cyclic mobility. The flow and hardening rules
presented by Elgamal et al (2003), based on the original framework of Prevost (1985) in
which a multi-surface approach is adopted for cyclic hysteretic response, seems most
promising at the moment. The contractive, perfectly plastic, and dilative phases (Figure 3) are
incorporated by newly developed flow and hardening rules. The flow phase is directly
controlled by the strain accumulation.

Recent study (Lenart, 2006a) shows that the highly yielded segment, when the stress path
of cyclic loaded soil is crossing PTS, is limited by the amount of dissipated energy. The
finding is explained more in details in continued paragraph. It has been used in simple 1D
nonlinear cyclic model also presented below.
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Figure 11. Typical hysteretic loop of the soil under cyclic loading (a) and marked short-term flow phase
(b) (Lenart, 2008).

Energy Dissipated during Flow Phase

Numerical versatility is one of the main challenges in the process of cyclic mobility
modeling. Highly yielded segment develops when stress path crosses the PTS. The short-term
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flow that occur during softening phase in cyclic loaded soils, causes uncertainties about
deformation behavior of cyclic loaded saturated cohesionless soil. Two main questions arise
when stress path meets the PTS – what is a remaining stiffness of the soil in softening phase
and how large deformation can soil undertake before transformation from contractive to
dilative phase (from softening to hardening)? As said, strain accumulation criteria might be
used (Elgamal et al., 2003, Yang et al., 2003) to answer those questions when using general
plasticity models.

Figure 12. Evaluation of energy dissipated during short-term flow.

Figure 13. Typical impact of loading direction upon the dissipated energy and soil stiffness during
short-term flow.

Trying to avoid complex equations describing plastic flow, dissipated energy was used as
a parameter for soil behavior at short-term flow during cyclic mobility. A dissipated energy
approach seems good solution due to the strain and stress combination. During soil particles
movements, which lead to the soil skeleton contraction, a part of an energy, which is
introduced to the soil through cyclic loading, is dissipated by the viscous and frictional
mechanism. At large strain range, which is also the case of a short-term flow during cyclic
mobility process, the frictional mechanism is expected to dominate. Thus the total amount of
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dissipated energy can be approximated by the energy dissipated through the frictional
mechanism. In spite of different evaluation of energy dissipated during short-tem flow, it can
be adopt that it is independent of frequency and loading rate. Figure 12 presents how to
evaluate the energy, which dissipates during short-term flow in one loading cycle (Lenart,
2008). In each loading cycle a softening phase in compression and tension is defined. Short-
term flow of each softening phase in stress-strain cycle is approximated by a single line. The
area below this line presents dissipated energy. It is calculated as

)(
)(,2)(,1

)( 2 ct
ctct

ctW ε
σσ

Δ⋅
+

= , Eq. 12

where indexes t and c mean tension and compression respectively. σ and ε are stress and
strain as marked on Figure 12. Separate energy dissipation for tension and for compression
can be evaluated.

It is obvious that the energy dissipated during short-term flow increases with the number
of load cycles. Similar the stiffness of material during softening phase decreases as the
number of cycles increases. Author (Lenart, 2008) studied both two phenomena and found
out that data of dissipated energy during short-term flow in one single load cycle is related
linearly to the number of load cycles for a separate direction of loading. It has been found out
that a short-term flow within one single load cycle is not identical when compression and
when tension load is applied. Different amount of energy is dissipated in each case (Figure
13a) probably due to the cyclic test type, while loading direction does not affects the stiffness
of soil during short-term flow (Figure 13b).
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Figure 14. Typical relation between residual pore pressure ratio and energy dissipated during short-term
flow phase (a) and shear modulus of soil during short-term flow phase (b).

For practical purpose, energy dissipated during compression can be added up to the
energy dissipated during extension. Instead to the number of load cycles, which is not useful
for irregular loadings, a sum is compared to the residual pore water pressure ratio ru,r (Figure
14a). Residual pore water pressure is an exceeded pore pressure, which remains in soil even
when the applied cyclic stress is zero. Similar, also the soil stiffness is compared to the same
quantity (Figure 14b). Equations (Eq.13) and (Eq.14) are used to describe the relations.
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crnW ruf −⋅= , Eq. 13

b
ruf raG −⋅= , Eq. 14

a, b, c and n presents experimentally defined parameters. While others parameters are out of
our interests at this place, ratio between parameters n and c is important for cyclic mobility
modeling. It presents the residual pore pressure ratio at which soil softening due to cyclic
mobility effects starts. It has been found out that ratio n/c is affected only by cyclic stress
ratio CSR. Residual pore pressure ratio, at the “flow start” point, increases as CSR decreases
(Figure 15). An impact of void ratio and initial confining pressure is not clear.

r u,r  = -3,0895CSR  + 0,9263
R2 = 0,5783
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Figure 15. The impact of CSR upon the residual pore pressure ratio ru,r when stress path meets the PTS
for the first time.

Experimental Program

Basic research laboratory test program was performed with a view to study the residual and
temporary pore pressure parameters as well as energy dissipation during short-term flow
phase within cyclic mobility occurrence. Cyclic triaxial system at the Laboratory of soil
mechanics, University of Maribor, was used. Reconstituted samples of lacustrine carbonate
silt from Stože landslide (Lenart, 2006b) and of silty sand from Sava valley in Boštanj (Vilhar
and Lenart, 2007) were used in the experimental part of the study. Both two types of material
originate from Slovenia and were involved in larger geotechnical projects with dynamic
loaded soils (earthquake, railway load). Samples were prepared by means of wet tamping at
specific moisture content and densities similar to those occurring naturally. Some physical
properties of tested material are shown in Table 1. Their grain size distribution curves are
presented in Figure 16. The tested specimens were solid cylinders, 7.0 cm in diameter and
14.0 cm in height.

Experimental work consisted of 65 cyclic triaxial tests performed on material from Stože
landslide and 18 cyclic triaxial tests performed on material from Boštanj. All specimens were
isotropically consolidated to effective confining pressure ranged from 50 to 200 kPa and
cyclic loaded in undrained conditions afterwards. Uniform sine waves with frequency of 1 or
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2 Hz separately and irregular time history adopted from Petrovac earthquake 1979 (Bubnov,
1980) were used for loading in axial direction.

Table 1. Basic physical properties of tested materials

Lacustrine carbonate silt
from Stože landslide

Silty sand from Sava
valley in Boštanj

Dry unit weight γd (kN/m3) 18.0 – 20.0 15.7 – 16.5
Water content w (%) 7.0 – 13.0 17.8 – 23.8

Particle specific gravity γs (-) 2.83 2.69 – 2.75
Void ratio e (-) 0.33 – 0.49 0.63 – 0.72

Angle of internal friction ϕ(o) 33.7 30 – 35

Cohesion c (kPa) 0 0 - 10
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Figure 16. Gradation curves of tested materials.

Pore Pressure Parameters

The impact of void ratio e, and cyclic stress ratio CSR upon the residual kr and temporary kt

pore pressure parameters were empirically studied by the experimental program defined
above. Data points were fitted together using the least-squares regression method. Following
relationships were determined respectively:

o for lacustrine carbonate silt from Stože landslide
87.087.928.5 +⋅−⋅= CSRekr , Eq. 15
36.213.661.4 −⋅+⋅= CSRekt Eq. 16

o for silty sand from Boštanj
67.9007.095.16 −⋅−⋅= CSRekr , Eq. 17

71.841.777.11 −⋅+⋅= CSRekt . Eq. 18
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The impact ratios of single parameters in Eq. 15-18 differ and they depend upon the soil
being tested. Anyway, some common characteristics can be realized:

− Pore pressure parameters kr and kt increase as a void ratio of soil is
increasing.

− Residual pore pressure parameter kr decreases with an increasing cyclic
stress ratio CSR.

− Temporary pore pressure parameter kt increases with an increasing cyclic
stress ratio CSR.

With other words, an excess pore pressure generation is stronger when cyclic loaded
saturated soil is looser. Similarly, pore pressure oscillates stronger in loose soil as
compressive stresses are easier transmitted to water in pores. On the other hand an increase of
loading, e.i. an increase of cyclic stress ratio, causes a decrease of an excess pore pressure
generation and an increase of pore pressure oscillation.

Energy Dissipated during Short-Term Flow

During triaxial cyclic testings void ratio e, initial effective stress σ’0 and cyclic stress ratio
CSR were changed to find out theirs impact upon the amount of dissipated energy and soil
stiffness during short-term flow (Lenart, 2008). Figure 17 to Figure 19 show the results. It can
be seen from Figure 17 that the void ratio does not effects dissipated energy noticeable, while
stiffness of soil during flowing phase surprisingly increases if the void ratio increases. The
amount of dissipated energy increases if cyclic stress ratio increases (Figure 18a) or if initial
effective stress increases (Figure 19a). On the other hand, when CSR (Figure 18b) or σ’0

(Figure 19b) increases, stiffness of soil during short-term flow decreases.

(a) (b)

Figure 17. The effect of void ratio upon the dissipated energy (a) and soil stiffness (b) during short-term
flow (Lenart, 2008).



The Use of Dissipated Energy at Modeling of Cyclic Loaded Saturated Soils 315

(a) (b)

Figure 18. The effect of cyclic stress ratio upon the dissipated energy (a) and soil stiffness (b) during
short-term flow (Lenart, 2008).

(a)  (b)

Figure 19. The effect of initial effective stress upon the dissipated energy (a) and soil stiffness (b)
during short-term flow (Lenart, 2008).

Only 19 different tests were analyzed so far with a purpose to define impacts described in
this paragraph. Some more results should be included to obtain more reliable conclusions.

Modeling of Cyclic Triaxial Tests

Based on the presented pore pressure model and findings concerned with short-term flow
during cyclic mobility, a simple 1D model for saturated soils, cyclic loaded in normal mode
was established (Lenart, 2007). Its main goal is to find out the efficiency of dissipated energy
use in modeling process. Some fundamental observations from experimental work were used.

After completion of a short-term flow phase, which occurs when stress path is crossing
the PTS, soil starts to strengthen again. The shear modulus increases again up to the value
from before of the flowing phase. The relation between dissipated energy and soil stiffness
has been defined for a case of tested soil. The shape of a curve obtained in this way (Figure
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20) is very similar to the well known shape of the relation between strain and stiffness. The
advantage of the energy-stiffness curve is that it is less sensitive to the strain changes and it
includes both stress and strain histories of a material relating them to the stiffness properties.
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Figure 20. Typical shear modulus degradation curve when dissipated energy is used.

A simple numerical model of a vertically cyclically loaded soil body was used to model a
series of cyclic triaxial tests (Lenart and Logar, 2006). The dynamic response of a soil sample
loaded vertically by cyclic load was proposed to be one-dimensional. A concentrated mass
connected by a nonlinear spring and a viscous damper to a base was vertically loaded by a
known loading function of time, F(t). The differential equation of motion is well known
differential equation (Eq.19), where m means the mass of the oscillated body, k is the stiffness
of a spring and c presents the damping of a viscous damper.

)(tFkyycym =++ Eq. 19

The soil stiffness defined by dissipated energy (Figure 20) was used in the model for a
loading history before short-term flow appearance. During the short-term flow phase the
stiffness of a soil was defined by relation defined in Eq.14. Soil starts to strengthen when
short-term flow is finished. It has been assumed in the model that the stiffness of soil during
strengthening and unloading is equal to the average stiffness from the last loading cycle. The
soil stiffness during the cyclic loading defined above reflects hysteretic behavior of soil. The
viscous damping of a system used in numerical model was calculated as 25% of critical
damping Ccrit (Eq.20; Liyanapathirana and Poulos, 2002). G0 means initial shear modulus of
soil and ρ is a density of soil. Viscous damping was used only during the unloading phase,
while viscous damping during loading was neglected. The whole process during cyclic
loading, soil transformation from normal state into the flowing phase and back, is governed
by the pore pressure changes, specially the residual pore pressure changes, as defined in the
first part of this paper.

ρ⋅= 02 GCcrit Eq. 20
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Model was verified on results obtained by cyclic triaxial tests. Above defined pore
pressure model and relations obtained by studying of a short-term flow during cyclic mobility
were used in it. Their contributions seem the most important to the obtained results.
Comparison of calculated and measured values of pore pressure, stress states, displacements,
strains and stresses are shown for one typical test (Figure 21).

Figure 21. Typical simulation of a pore pressure (a), stress states (b), displacements (c) and stress-strain
relation (d) for cyclic triaxial test of a reconstituted sample of lacustrine carbonate silt (Lenart, 2007).

Conclusion

The loss of strength or stiffness of ground due to the generation of excess pore water pressure
is one of the main characteristics of cyclic loaded saturated soil behavior. When the static
shear stress is smaller than the steady-state shear strength, cyclic mobility occurs in such
saturated soil during cyclic loading. The deformation behavior of two kinds of soil from
Slovenia: lacustrine carbonate silt from Stože landslide and silty sand from Sava valley in
Boštanj, has been studied in this work.

The results of cyclic triaxial tests were used to define the model describing pore pressure
changes in cyclic loaded cohesionless saturated soils. The pore pressure change was divided



S. Lenart318

into two parts: the temporary pore pressure change and the residual pore pressure change.
Temporary changes in pore pressure are due to the transmission of compressive stresses onto
the pore water, whereas residual pore pressure changes are caused by volumetric changes and
the rearrangement of soil particles due to these changes. Both parts (temporary and residual)
of the pore pressure changes were evaluated with respect to the energy dissipated during the
cyclic loading of the soil. Such an approach is independent of the rate and frequency of the
loading in the large strain range, which is characteristic for cyclic mobility phenomena, too. It
is therefore possible to describe pore pressure changes as a function of the dissipated energy
for any kind of loading.

A new energy-based pore pressure model is presented which includes both parts of the
pore pressure changes. It is possible to determine fairly exactly the pore pressure changes
during cyclic loading using the concept of dissipated energy based on only two parameters
and a known function of the loading. The effect of the void ratio and the cyclic stress ratio
upon the two model parameters has been studied in more detail. The advantages of the
proposed pore pressure model have been observed mainly in the case of soils which are
cyclically loaded in compression, where the pore pressure oscillates noticeably during the
loading. The effect of pore pressure oscillations upon strain progression during the vertical
cyclic loading of a saturated soil has been demonstrated. It was found to be large, because
extreme pore pressure values occur at the same time as the extreme load. This means that the
material stiffness is the lowest at the moment when the load is the greatest. This is not taken
into account in other existing pore pressure models.

A complete stress-strain relation for cyclically loaded saturated soils, based on the
proposed pore pressure model is also presented. Special attention was focussed on short-term
flow during cyclic mobility. The flowing phase occurs when stress path is crossing the PTS
and is limited with soil hardening at the end of the phase. It has been found out that the
limited amount of energy is dissipated during short-term flow, before hardening occurs. The
fact that this kind of dissipated energy is also related to the residual pore pressure was used in
modelling of cyclic loaded saturated soils. Some experimental cases were numerically
analyzed. Good agreement was obtained between the results of the numerical analysis and the
results of the laboratory tests measurements.
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Abstract

The modal equation of motion is the foundation of structural dynamics, which plays a
key role in earthquake engineering computations. Each modal equation of motion has a
corresponding single-degree-of-freedom (SDOF) modal system. Thus, the modal equation of
motion and the corresponding SDOF modal system are regarded as the most basic elements
synthesizing the motion of the original multiple-degree-of-freedom (MDOF) structure. Modal
response history analyses are widely used in structural dynamic analyses due to the efficiency
in calculation and the clarity in conception. Although the vibration modes are only meaningful
for elastic structures, the inelastic SDOF modal systems have also been developed based on
the pushover curve representing the relationship of roof translation versus base shear for the
original MDOF structure. The stated inelastic SDOF modal systems are widely applied to
earthquake engineering. One of such applications is using inelastic response spectra to
estimate the seismic demands of original MDOF structures. In recent years, the modal
response history analyses considering the effects of higher vibration modes were proposed to
approximately estimate the seismic responses of inelastic MDOF structures. However, there
are three relationships of two roof translations versus two base shears and one roof rotation
versus one base torque simultaneously available for two-way asymmetric-plan buildings
subjected to seismic loads. Moreover, the pushover curves representing the stated three
relationships in acceleration-displacement response spectra (ADRS) format are bifurcated
after the original MDOF structure becomes inelastic. Thus, it is unable to use the conventional
SDOF modal system to simultaneously simulate the stated three force-deformation
relationships for inelastic asymmetric-plan structures. This research decomposed the SDOF
modal equation of motion into a set of three coupled equations of motion for two-way
asymmetric-plan structures. The mentioned set of three coupled equations of motion is called

                                                       
* E-mail address: jllin@ncree.org.tw, kctsai@ncree.org.tw. (Corresponding author)
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as three-degree-of-freedom (3DOF) modal equation of motion. The 3DOF modal system
corresponding to each 3DOF modal equation of motion was constructed. The elastic
properties of the 3DOF modal system are exactly obtained from the corresponding 3DOF
modal equation of motion. The inelastic properties of the 3DOF modal system are determined
from the properties of the mentioned three pushover curves of the original MDOF structure. It
is verified that the modal response history analyses by using the proposed 3DOF modal
systems for two-way asymmetric-plan inelastic building systems are more satisfactory than
those by using conventional SDOF modal systems. It is also validated that the proposed 3DOF
modal equations of motion are advantageous to the modal response history analyses for non-
proportionally damped two-way asymmetric-plan elastic building systems.

Introduction

Under the earthquake loads, asymmetric-plan buildings with irregular distributions of mass or
stiffness are likely to undergo torsional responses coupled with the translational vibrations.
This type of structures is likely to suffer more severe displacement demands at the corner
elements under earthquake ground motions. It has been found that this is one of the key
factors that have caused many buildings to collapse in recent earthquakes around the world.
The seismic analysis of one-way asymmetric buildings has been studied by many researchers
[Myslimaj and Tso 2002; Chopra and Goel 2004; Lin and Tsai 2007a]. However, the most
general case for asymmetric-plan buildings under horizontal earthquake loads is the two-way
asymmetric-plan type under bi-directional seismic ground motions. Due to the complicated
coupling effects between one rotational and two translational inelastic vibrations, it is difficult
to analyze the seismic behaviors of such buildings by using simple approaches. Not only the
translational time histories at center of mass, but also the rotational time history is required to
compute the corner responses. Hence, except the time-consuming nonlinear response time
history analysis, there seems to be very few simplified methods, which can effectively obtain
the approximate response time histories of the noted buildings. Chopra and Goel (2004) have
indicated that simultaneous action of two horizontal components of ground motion and
structural plans unsymmetric about both axes remained unsolved and required further
investigations.

The inelastic response of one-storey system with one axis of asymmetry subjected to bi-
directional base motion was studied by Riddell and Santa-Maria (1999). The authors
concluded that the effect of the bi-directional ground motion for the ratio of peak
deformations under bi-directional and uni-directional excitation is significant for the flexible-
side element of buildings with short period of vibration. Hernandez and Lopez (2000) pointed
out that the simultaneous action of two horizontal seismic components should be considered
in the analysis of one-way and two-way asymmetric plans in order to avoid incursions in the
inelastic range. Cruz and Cominetti (2000) investigated the validity of the design practice
based on a uni-directional seismic analysis. These researchers all concluded that if the
purpose of the analysis is to know the level of damage to which the columns of a structure are
exposed, or the elastic or inelastic torsional behavior of building excited by seismic ground
movements, the evaluation should be carried out considering the bi-directional earthquake. In
order to develop the simplified methodology for the assessment of asymmetric-plan buildings
under bi-axial excitation, an extensive parametric study has been performed on one-storey
[Peruš and Fajfar 2005] and multi-storey [Marušić and Fajfar 2005] prototype buildings. All
of the noted research has provided great contributions to advance the understanding and
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methodologies in dealing with the analysis of two-way asymmetric-plan buildings under bi-
directional seismic ground motions.

In order to reduce the excessive deformations on the edge of asymmetric-plan buildings,
adding fluid viscous dampers (FVD) to asymmetric-plan building systems has been verified
to be one of the effective approaches [Goel 1998; Goel 2000; Lin and Chopra 2001].
Although the research on the dynamic responses of non-proportionally damped symmetric-
plan structures was conducted at a much earlier time [Moh et al. 1965; Itoh 1973; Roesset et
al. 1973], the study of non-proportionally damped asymmetric-plan structures was performed
much later [Goel 1998; Goel 2000; Lin and Chopra 2001; Lin and Tsai 2007b]. According to
the literature review [Goel 2001], the analysis methods of non-proportionally damped systems
were grouped into four categories and the corresponding shortcomings are briefly stated as
follows. The first approach is to directly integrate the equation of motion of the original
MDOF structure. The stated approach is numerically inefficient for structural systems with a
lot of degrees of freedom. Clough and Mojtahedi (1976) proposed to directly integrate the
truncated set of the coupled modal equations of motion, which is more efficient than dealing
with the whole set of equation of motion of the original structural system. The second
approach is the mode superposition method using complex mode shapes [Igusa et al. 1984;
Veletsos and Ventura 1986; Goel 2000] which results in doubling the size of the eigenvalue
problems and difficulties associated with the use of complex numbers in the dynamic
response analysis. The third approach is the hybrid time-domain procedure [Ibrahimbegovic
and Wilson 1989; Ibrahimbegovic et al. 1990; Claret and Venancio-Filho 1991], which
iteratively solves the coupled modal equations of motion in time domain. However, this
method cannot be implemented on most commercially available structural analysis programs.
Spectral method for random vibration analysis of the non-proportionally damped structures
has also been developed [Jangid and Datta 1993]. The last approach, also the most common
and simplest approach, is to simply neglect the off-diagonal elements of the transformed
damping matrix which is appealing to the engineering practice because it enables the use of
the traditional modal analysis methods. Warburton and Soni (1977) studied the accuracy of
the last approach. They proposed a condition involving the natural frequencies and the
elements of the transformed damping matrix. If the noted condition is fulfilled, the response
calculation errors would be limited to a specific range.

 Goel (2001) investigated the effects of neglecting the off-diagonal terms of the
transformed damping matrix on the seismic responses of non-proportionally damped one-way
asymmetric systems. The specific aim of that study was to identify the range of system
parameters for which this simplification can be used without introducing significant errors in
the seismic responses of the asymmetric-plan systems. Goel (2001) concluded that the
aforementioned approximation method is suitable for use over a wide range of parameters.
The error parameter, defined by Warburton and Soni (1977), becomes excessive when the
value of the normalized supplemental damping eccentricity sde is close to -0.5. This
conclusion indicates that the stated approximation method should not be used for asymmetric-
plan systems with a large normalized supplemental damping eccentricity.

It was noted that the modal coordinates derived from two roof translations and roof
rotation for inelastic two-way asymmetric-plan buildings are not equal to each other (Lin and
Tsai 2008a). Lin and Tsai (2008a) further pointed out that the three pushover curves
representing the relationships of two roof translations versus base shears and roof rotation
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versus base torque in ADRS format are bifurcated when the original building becomes
inelastic. Thus, the 3DOF modal system corresponding to the 3DOF modal equation of
motion was derived to simultaneously simulate the stated three pushover curves (Lin and Tsai
2008a). The 3DOF modal system was also mathematically proofed to be identical to the
conventional SDOF modal system for elastic two-way asymmetric-plan systems. It was found
that the damping matrix of the 3DOF modal equation of motion keeps the properties of the
damping for the original MDOF system (Lin and Tsai 2008b). Thus, the 3DOF modal
equations of motion were advantageous to the modal response history analysis for
asymmetric-plan systems with supplemental damping (Lin and Tsai 2008b).

Three-Degree-of-Freedom Modal System

Extension of UMRHA Procedure to Buildings under Bi-directional Ground
Motions

The uncoupled modal response history analysis (UMRHA) for uni-axial asymmetric-plan
structures [Chopra and Goel 2004] was briefly summarized by Lin and Tsai (2007a). The
UMRHA procedure for two-way asymmetric buildings under bi-directional seismic ground
motions are extended as follows:

The equation of motion for a typical two-way asymmetric-plan N-storey building under
bi-directional seismic ground motions with each floor simulated as a rigid diaphragm is
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The displacement vector u, mode shape φn, mass matrix M, damping matrix C and
stiffness matrix K are
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The influence vector ιx and ιz are equal to [1T 0 T 0 T]T and [0 T 1 T 0 T]T, respectively,
where 1 and 0 are N×1 column vectors with all elements equal to one and zero, respectively.
The mx, mz and I0 are the N×N X-directional mass matrix, Z-directional mass matrix and the
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mass moment of inertia matrix, respectively. The vector sxn and szn are the n-th modal inertia
force distribution in X- and Z-direction, respectively, equal to

nznznnxnxn MφsMφs Γ=Γ= , (3)

The Γxn and Γzn are the n-th modal participating factor in X- and Z-direction, respectively,
equal to
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In an elastic state, the displacement vector, u, can be assembled by the modal coordinate, Dn,
as follows:
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where un is the n-th modal displacement response equal to φnDn. Since Γxn and Γzn are usually
unequal to each other, they can not be eliminated on both sides of Equation (1) by using
accustomed definition, un=φnYn=φnΓnDn. Therefore, the modal participating factors are
included into Dn as shown in Equation (5). Equation (1) can be decomposed into 3N
equations, each equation representing a SDOF modal equation of motion, as follows:

NntutuDDD gzzngxxnnnnnnn 3~1),()(2 2 =Γ−Γ−=++ ωωξ (6)

Comparing Equation (6) with Equation (1), the n-th modal inertia force distribution, sn, is
redefined as:

nn Mφs =  (7)

With the definition of un shown in Equation (5), Equation (6) shows that the n-th vibration
mode is excited by the synthetic ground motion (SGM), Γxnügx(t)+Γznügz(t). Thus, the bi-
directional ground accelerations can be simultaneously incorporated into the SGM for the
modal response history analysis. Chopra and Goel (2004) assumed that only the n-th modal
displacement response un of inelastic MDOF structures is excited under the exertion of the n-
th modal inertia force distribution sn. Hence,
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This approximation is reasonable only because the excitation is the n-th mode
contribution to the total excitation peff(t). It would not be valid for an excitation with lateral
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force distribution different from sn. In other words, it expects that the n-th vibration mode
shall be dominant even for inelastic systems. Therefore, even for structures deformed into an
inelastic state, Equation (1) can still be decomposed into modal equations of motion:

NntutuFDD gzzngxxnnnnnn 3~1),()(2 =Γ−Γ−=++ ωξ  (9)

where Fn is the n-th modal restoring force. The pushover analysis using the n-th modal inertia
force distribution sn applied to the original MDOF building is carried out. By converting the
relationship of roof translation and base shear into acceleration-displacement response spectra
(ADRS) format, the relationship of force Fn and deformation Dn is determined. The modal
response history Dn(t) is obtained by using step-by-step integration of Equation (9). The total
displacement history u(t) are obtained by using Equation (5), which is exactly accurate only
for linearly elastic systems.

There are very few simplified methods for the seismic analysis of two-way asymmetric-
plan buildings under simultaneous action of two horizontal components of ground motion.
The bi-directional seismic ground motion considered in this study is more realistic than the
single direction excitations. In order to simultaneously consider the two components of the
ground motion, the SGM, Γxnügx(t)+Γznügz(t), for the n-th vibration mode is developed. Thus,
the UMRHA method has been successfully extended to the two-way asymmetric-plan
buildings subjected to two horizontal components of ground motion.

 It is obvious that if a modal system acquires more rational modal force-deformation
relationships, it would improve the accuracy of the analytical results obtained by using
UMRHA. For two-way asymmetric buildings, each pushover analysis with the n-th modal
inertia force distribution results in three pushover curves corresponding to the two lateral
directions, X and Z, and one rotational direction, Y. It would be natural to use one of the
translational, X (or Z), pushover curves to represent the SDOF modal system in which the X
(or Z) component of displacements is dominant [Chopra and Goel 2004]. However, the
dominant component of motion may be changed when the building system becomes inelastic.
In addition, if the dominant motion of the vibration mode is rotation, then considering lateral
motion, either X or Z, seems to be not reasonable. In order to solve the stated issue, the 3DOF
modal system simultaneously simulating the stated three pushover curves is developed in the
following sections of this study.

Bifurcating Characteristics of Pushover Curves for Asymmetric-Plan
Structures

In this study, the asymmetric-plan building systems asymmetric about both plan axes and
subjected to bi-directional seismic ground motions are considered. The direction of gravity is
opposite to the direction of the Y-axis. When the asymmetric-plan building system is pushed
by the n-th modal inertial force distribution, sn, there are three pushover curves available. The
three pushover curves represent the relationships of two base shears versus two roof
translations at center of mass (CM) and base torque versus roof rotation. Let
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where subscript r stands for the roof component of displacement vector or mode shape in a
specific direction (x, z or θ) and subscript n stands for the n-th vibration mode. With Equation
(10), the n-th modal displacement response can be defined as follows:
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where Dxn, Dzn and Dθn are called the n-th modal translations and modal rotation, respectively.
Due to Dxn=Dzn=Dθn=Dn for proportionally-damped elastic systems, Equation (11) is equal to
un(t)=ϕnDn(t), which is shown in Equation (5). The typical relationship of Dxn, Dzn and Dθn for
an asymmetric-plan building pushed by using the n-th modal inertia force distribution is
depicted in Figure 1(a). The thick line shown in Figure 1(a) represents the real relationship of
Dxn, Dzn and Dθn, which deviates from the thin line representing Dxn=Dzn=Dθn. Because the
translational and rotational deformations are not proportional in an inelastic state, Dxn, Dzn and
Dθn are no longer equal to each other when the n-th “vibration mode” of the original building
system becomes inelastic. This clearly suggests that the conventional SDOF modal systems
are not able to simultaneously represent the three inelastic modal responses, Dxn, Dzn and Dθn,
of asymmetric-plan structures. It can be further inferred that the seismic demands of
asymmetric-plan buildings estimated by using the conventional SDOF modal systems lack the
consideration of translation-rotation interaction. Thus, it is necessary to develop a new type of
modal systems whose force-deformation relationships are able to simultaneously represent the
stated three modal behaviors of the original asymmetric-plan system. The base torque, Tbn,
induced by the modal inertia force distribution sn applied to the original building structure is
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where Tin is the i-th storey torque. Similarly, the two base shears, Vbxn and Vbzn, induced by the
n-th modal inertia force distribution sn applied to the original building structure are
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On the other hand, in the pushover procedure wherein the inertia force distribution is
gradually increased to λsn, λ being a scaling factor, until the target displacement at a specified
degree of freedom is reached. Hence, the base shears and base torque of the original MDOF
building subjected to force λsn are
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Substituting Equations (16) to (18) into Equation (14), it can be found that Axn=Azn=Aθn=λ.
Let Axn=Azn=Aθn=An. Consequently, the relationships of two base shears versus roof
translations and base torque versus roof rotation for asymmetric-plan buildings subjected to
the n-th modal inertia force distribution shall be represented by three curves. By using
Equations (10) and (14), the stated three curves in ADRS format are An versus Dxn, An versus
Dzn and An versus Dθn.

Elastic Properties of 3DOF Modal Systems

A simple 3DOF structure with an eccentrically located lumped mass is depicted in Figure
1(b). The force-deformation relationships of this simple 3DOF structure are expected to
represent those of the n-th vibration mode of a two-way asymmetric-plan MDOF building
system. Thus, this simple 3DOF structure is called as the n-th 3DOF modal system in this
study. The beam of the 3DOF modal system is rigid, the length projected on X-Y plane and
Z-Y plane are equal to ex and ez, respectively. The beam is connected to the column by a Y-
directional rotational spring whose stiffness is equal to kθ. The column of the 3DOF modal



Simplified Modal Response History Analysis for Asymmetric-Plan Structures 331

system is rigid, the length equal to one and connected with the ground by two rotational
springs. The stiffness of these two rotational springs at the column base are kx and kz. The
rotational spring with stiffness kz is in alignment with the X-axis. There is an angle β between
the Z-axis and the other rotational spring with stiffness kx. Since the stiffness sub-matrices kxz

and kzx shown in Equation (2) are not necessarily equal to 0, the purpose of the stated angle β
is to correlate the X- and Z-translational displacements with the Z- and X-axial shear forces,
respectively. It is shown in the following derivation that the angle β would be equal to zero,
i.e. the direction of the rotational spring with stiffness kx would be in alignment with the Z-
axis, if kxz and kzx are equal to 0. The masses, mx, mz, and mass moment of inertia, I, are
concentrated at the end of the beam as shown in Figure 1(b). The degrees of freedom of the
3DOF modal system defined at the lumped mass are the X- and Z-translation and Y-rotation,

denoted as xD~ , zD~ and θD~ , respectively. The displacement vector, mass matrix and stiffness
matrix of the 3DOF modal system are
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where C=cosβ and S=sinβ. If β is approximate to zero, i.e. the rotational spring with stiffness
equal to kx almost aligns the Z-axis, the stiffness matrix of the 3DOF modal system is
simplified as
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The tilt symbols above characters represent the physical quantities belonged to the 3DOF
modal system. With Equations (1), (5) and (8), the equation of motion for the original MDOF
system subjected to the n-th modal inertia force distribution sn multiplied by the SGM,

gzzngxxn uu Γ+Γ , is

( ) ( ) ngzzngxxnngzzngxxnnnn uuuu MφsKuuCuM Γ+Γ−=Γ+Γ−=++ (22)
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(a) (b)

Figure 1. (a) Typical Dxn, Dzn vs. Dθn curve; and (b) the n-th 3DOF modal system.

Substitute Equation (11) into Equation (22) and pre-multiply both sides of Equation (22)
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Equation (23) is a set of three coupled equations of motion denoted as the 3DOF modal
equation of motion. Comparing Equations (19) and (20) with Equation (24) correspondingly,
let

nnn KKMMDD === ~,~,~
(25)
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Thus, the elastic properties of the n-th 3DOF modal system can be completely determined as
follows:
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Equation (26) shows that the angle β is resulted from the stiffness sub-matrix kzx. In
general, when the principal axes of all columns are arranged in alignment with the global
axes, the elements of sub-matrix kzx will be small compared with other elements of the
stiffness matrix K. Hence, it shows that the value of angle β will be small in most cases. If β
is approximate to zero, the stiffness of rotational springs and eccentricities shown in Equation
(26) could be further simplified as
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It should be noted that the influence vector shown in Equation (24) indicates that the
synthetic ground acceleration is simultaneously applied to the three degrees of freedom of the
3DOF modal system. One of the key points for constructing the 3DOF modal system lies in
finding the angle β. The angle β takes the coupling term of the 3×3 modal stiffness matrix,

i.e. znxz
T
xn φkφ , into account. When the stated angle equals to zero degree, it implies that

there is no coupling in the two modal translations.
The equation of motion for the original MDOF building system describes the motion at

the CM on each floor. The translational motion at the CM for an asymmetric-plan building
consists of two parts. One is the translation at the center of rigidity (CR) and the other one is
the rotation of the rigid floor diaphragm. The 3DOF modal system corresponding to the
3DOF modal equation of motion explicitly considers the rotational motion contributing to the
total translations at the lumped mass of the modal system. In the appendix, it proves that one
of the three vibration modes of the 3DOF modal system, denoted as active sub-mode, is
identical to the vibration mode of the SDOF modal system and the other two, denoted as
spurious sub-modes, are trivial, i.e. no contribution to the dynamic response of the elastic
3DOF modal system. Thus, the 3DOF modal system does not violate the fundamental
principle of structural dynamics.
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Inelastic Properties of 3DOF Modal Systems

In an inelastic state, Equation (23) becomes

( )gzzngxxnnnnnnn uu Γ+Γ−=++ 1MRDCDM (28)

where the restoring force, Rn, is a 3×1 column vector. By idealizing the three n-th modal
pushover curves of the original MDOF system as three bi-linear curves, the corresponding
three post-yielding stiffness ratios (αx, αz and αθ) and three yielding forces (Axny, Azny and
Aθny) can be obtained. The six unknown inelastic parameters of the three bi-linear rotational
springs used in the 3DOF modal system are determined accordingly. These six unknown
parameters include the post-yielding stiffness of the rotational springs, k’

x, k’
z and k’

θ, and the
yielding moments of the rotational springs, Myx and Myz and Myθ.

From the derivation shown in the appendix, the mode shape of the active sub-mode, aφ~ ,
is equal to [1 1 1]T. Thus, the modal inertia force distribution of the active sub-mode, sa, is
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The displacements and forces of the 3DOF modal system subjected to sa presented in
ADRS format are
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where xV~ , zV~ and T~  are the base shears and base torque of the 3DOF modal system

subjected to sa. It should be noted that the base torque T~ is calculated on the projection point
of the lumped mass on the X-Z plane. When all the rotational springs are elastic, the
incremental displacements of the 3DOF modal system subjected to incremental sa are
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When all the rotational springs are deformed into an inelastic state, the incremental
displacements of the 3DOF modal system subjected to incremental sa are
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where
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From Equation (31) and (32), the post-yielding stiffness of the rotational springs, k’
x, k’

z and
k’

θ, can be obtained. For example, when β approximately equal to zero, k’
x, k’

z and k’
θ are

obtained as
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It is found from Equations (35) and (36) that xk ′  and zk ′ are functions of θk ′ . In other
words, the post-yielding stiffness of the three springs are dependent. The yielding moments of
the three rotational springs, Myθ, Myx and Myz, can be determined as follows:
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The six inelastic parameters of the three bi-linear rotational springs used in the 3DOF
modal system are determined by Equations (34) to (37). Up to this point, the 3DOF modal
system has been completely established.
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The concept of “vibration mode” originated from elastic systems is only an
approximation for inelastic systems. This so-called vibration mode of inelastic systems is
time-variant which could change from time to time during the inelastic vibration. The
“modal” response history analysis of inelastic systems is only an approximation approach.
There are three pushover curves simultaneously available for each inelastic “vibration mode”
of an asymmetric-plan building. The bifurcation of each “modal” pushover curves in an
inelastic state is due to the non-proportional deformations of roof translations and roof
rotation. The 3DOF modal system explicitly presenting rotational motion is able to
simultaneously simulate the noted three pushover curves. It is natural and reasonable to have
the 3DOF modal system represent the inelastic “vibration mode” of a two-way asymmetric-
plan building in which three bifurcated pushover curves exist. There would be a dilemma
encountered in choosing only one of the stated three pushover curves to represent the
“vibration mode” of inelastic asymmetric-plan systems, especially when the vibration mode is
rotational dominant or highly coupled in the three directions. The proposed 3DOF modal
system is able to avoid the mentioned dilemma and realistically takes the translation-rotation
interaction into consideration.

Characteristics of the Damping Matrix for 3DOF Modal Systems

The modal damping matrix, Cn, given in Equation (24) is equal to
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If the original MDOF building is a proportionally damped system, i.e.
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the modal damping matrix would be
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Therefore, if the original MDOF building is a non-proportionally damped system, i.e.

KMC βα +≠ (41)
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the modal damping matrix would also be non-proportional, i.e.

nnn KMC βα +≠ (42)

It indicates that a non-proportionally damped two-way asymmetric-plan system will
result in 3N non-proportionally damped 3DOF modal equations of motion, which are able to
take the out-of-phase motions between the modal translations and the modal rotation into
account. Thus, the 3DOF modal equations of motion are more appropriate to be used in the
modal response history analysis of non-proportionally damped asymmetric-plan structures
than the SDOF modal equations of motion. The 3DOF modal equations of motion possess the
non-proportionally damped property at the expense of increasing two DOFs in the modal
coordinate. The proposed 3DOF modal equations of motion still can be easily computed by
commercially available structural analysis programs. On the other hand, the proposed method
keeps the clarity and the simplicity of the modal response history analysis in calculating the
seismic responses of structures.

Numerical Validation

There are three numerical examples to verify the proposed methodology. The first example is
a proportionally damped three-storey asymmetric-plan building becoming inelastic under
seismic excitations. The second and the third examples are a non-proportionally damped one-
storey and three-storey asymmetric-plan building, respectively. These two non-proportionally
damped buildings with fluid viscous dampers remain elastic under small seismic ground
motions.

Example One⎯ Selected Structural System, Ground Motion and Basic
Assumptions

The dimension of the prototype two-way asymmetric three-storey building is 4.5m long, 3m
wide and 3@3m tall. Each floor is simulated as a rigid diaphragm. The property of the
material is A36 steel. The elastic-hardening materials are applied on all members in the
analysis. The member sizes of columns, beams and braces are H200×200×12×12,
H200×150×6×9 and 2L90×90×10, respectively. The CM is intentionally placed with large
eccentricity with respect to the center of floor plane. The mass and mass moment of inertia of
each floor are equal to 9450 kg and 63030 kg-m2, respectively. Proportional damping with the
damping ratios of the first and second vibration modes equal to 2% are used in the analysis.
The building is shown in Figures 2(a) and 2(b). The vibration period and dominant motion for
each vibration mode of this asymmetric-plan building are listed in Table 1. The seismic
ground motion records considered in this verification are the sine wave with period equal to
one second (Figures 2(c) and 2(d)) and the NS and EW components of 1940 El Centro
earthquake (Figures 2(e) and 2(f)). The sine wave with peak ground acceleration (PGA) equal
to 0.8g and 0.5g applied along the X- and Z-axis, respectively. The NS and EW components
of 1940 El Centro earthquake are scaled to PGA equal to 0.8g and 0.49g, respectively, and
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applied along the X- and Z-axis, respectively. The analytical results obtained by using
proposed method, denoted as 3MA, are compared with benchmark solutions obtained by
using nonlinear response history analysis (RHA) of the whole prototype structure. All the
analysis were carried out by using PISA3D computer program [Tsai and Lin 2003] which is
able to input ground acceleration records in translational as well as rotational directions.
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Figure 2. (a) The prototype building; (b) floor plane; (c) sine wave applied in X-direction; (d) sine wave
applied in Z-direction; (e) 1940 El Centro earthquake NS component; and (f) 1940 El Centro
earthquake EW component.
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Table 1. Properties of each vibration mode of prototype building

Mode No. 1 2 3 4 5 6 7 8 9
Period (s) 0.829 0.543 0.246 0.159 0.135 0.127 0.085 0.043 0.027

φx1 0.043 0.030 -0.119 -0.082 -0.139 0.054 -0.088 0.173 0.149
φx2 0.102 0.071 -0.091 -0.058 0.105 0.148 0.082 0.099 -0.171
φx3 0.142 0.100 0.104 0.072 -0.069 0.179 -0.025 -0.132 0.071
φz1 -0.043 0.061 0.116 -0.176 0.125 0.021 -0.200 -0.006 -0.006
φz2 -0.103 0.151 0.091 -0.143 -0.107 -0.018 0.178 -0.001 0.006
φz3 -0.144 0.215 -0.098 0.152 0.041 0.000 -0.068 0.003 -0.002
φθ1 0.019 0.012 -0.052 -0.033 -0.053 -0.028 -0.033 -0.063 -0.054
φθ2 0.044 0.029 -0.040 -0.025 0.058 -0.041 0.029 -0.035 0.062
φθ3 0.061 0.040 0.044 0.026 -0.012 -0.069 -0.014 0.047 -0.025

Dominant Motion R Z R Z X X Z X X
X 25.83 12.79 3.53 1.47 3.34 45.77 0.29 6.25 0.73
Z 26.32 57.51 3.77 8.81 1.06 0.00 2.53 0.01 0.00( )%9

1

2

2

∑
=

Γ

Γ

i
ii

nn

M

M

R 32.33 13.69 4.87 2.31 0.14 39.94 0.67 5.37 0.68

Summary of Analytical Results for Example One

The step-by-step procedures of the proposed method are summarized for the aforementioned
analytical example:

1. Compute the elastic properties of the building, including the vibration periods of
mode, the mode shapes and the modal participation masses. The elastic
properties of the example building are shown in Table 1. It shows that the
accumulation of the modal participation mass up to the 6th vibration mode is
over 90% in all three directions. Therefore, only the 1st to the 6th mode will be
considered in this analytical example.

2. Apply Equation (4), compute the synthetic ground motions, Γxnügx(t)+Γznügz(t),
for each vibration mode.

3. Apply Equation (26), compute the elastic properties for each 3DOF modal
systems. The properties of 3DOF modal systems for the 1st to the 6th vibration
mode are shown in Table 2. The detailed analytical results of the sub-modal
properties for each 3DOF modal system are listed in Table 3. The minor
numerical errors of the values given in Table 3 are resulted from the analytical
round-off error of the rigid column and the rigid beam simulated in the computer
model. It is noted in Table 2 that the values of angle β are small since the
principal axes of columns are parallel to the X-axis and Z-axis. From Table 3, it
is confirmed that the vibration period of the active sub-mode for each 3DOF
modal system is equal to that of the corresponding vibration mode of the original
building. The mode shapes of the active sub-modes are all equal to [1 1 1]T. The

modal participation mass, M~~ 2Γ , of the active and the spurious sub-mode is
equal to one and zero, respectively.



Jui-Liang Lin and Keh-Chyuan Tsai340

Table 2. Properties of modal systems (1)

Mode No. β (rad.) mx mz I kx kz kθ ex ez

1 0.00448 0.306 0.312 0.382 424.9 34.6 47.5 -0.483 0.961
2 -0.00976 0.151 0.687 0.162 209.1 76.1 20.2 0.212 0.892
3 -0.00014 0.314 0.295 0.390 3912.4 386.0 545.3 -0.501 0.948
4 0.00018 0.144 0.704 0.152 1778.8 920.2 213.1 0.202 0.873
5 -0.00117 0.332 0.271 0.397 9337.7 1239.3 1838.4 -0.522 0.922
6 -0.00039 0.538 0.007 0.455 824.0 29.5 337.3 -0.411 -0.596

Table 3. Properties of modal systems (2)

1st sub-mode 2nd sub-mode 3rd sub-mode

T~ (s) 0.830 0.542 0.126

Tφ~ [1.000 1.000 0.998] [-0.698 1.482 -0.657] [-1.336 -0.024 1.091]

M~~ 2Γ 0.997 0 0
Mode 1

Note active spurious spurious

T~ (s) 0.829 0.542 0.126

Tφ~ [-1.426 0.676 -1.531] [0.994 0.999 1.011] [-1.900 0.015 1.678]

M~~ 2Γ 0 1 0
Mode 2

Note spurious active spurious

T~ (s) 0.246 0.159 0.042

Tφ~ [-1.000 -1.000 -1.000] [0.677 -1.544 0.624] [1.312 0.034 -1.083]

M~~ 2Γ 1 0 0
Mode 3

Note active spurious spurious

T~ (s) 0.246 0.159 0.042

Tφ~ [1.477 -0.648 1.602] [-1.001 -1.000 -1.000] [1.941 -0.022 -1.734]

M~~ 2Γ 0 1 0
Mode 4

Note spurious active spurious

T~ (s) 0.135 0.086 0.028

Tφ~ [-1.000 -0.999 -1.001] [0.654 -1.638 0.573] [-1.260 -0.057 1.091]

M~~ 2Γ 1 0 0
Mode 5

Note active spurious spurious

T~ (s) 0.292 0.127 0.096

Tφ~ [0.926 -0.501 -1.086] [1.000 0.961 1.000] [-0.042 11.99 -0.126]

M~~ 2Γ 0 0.999 0
Mode 6

Note spurious active spurious

4. Apply Equations (10) and (14), compute pushover curves by applying the n-th
modal inertia force distribution sn defined in Equation (7) to the original MDOF
building. The components of sn vectors for the first three modes are given in
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Table 4. In order to accurately represent the modal force-deformation
relationships for each modal system, one-cycle push-pull is used instead of the
conventional pushover. The one-cycle push-pull curves for the first three
vibration modes are shown in thin lines in Figure 3. It demonstrates that the three
hysteretic loops of each vibration mode of the original MDOF building are
bifurcated after the vibration mode becomes inelastic.

Table 4. The components of sn vectors for the first three vibration modes

x1 x2 x3 z1 z2 z3 θ1 θ2 θ3
s1 -0.403 -0.960 -1.343 0.402 0.969 1.361 -1.167 -2.780 -3.872
s2 0.287 0.675 0.942 0.581 1.426 2.031 0.758 1.809 2.521
s3 1.128 0.857 -0.982 -1.096 -0.860 0.922 3.264 2.521 -2.755

Figure 3. Force and deformation relationships of prototype building and 3DOF modal systems: (a) 1st
mode; (b) 2nd mode; and (c) 3rd mode.

5. Idealize the pushover curves obtained from step 4 as bilinear curves. Apply
Equations (34) to (37), compute the inelastic properties for each 3DOF modal
system.

6. Apply Equation (30), conduct the one-cycle push-pull analysis by applying sa

defined in Equation (29) to each 3DOF modal system. Verify the consistency of
the one-cycle push-pull curves of the 3DOF modal systems and those of the
original building. The one-cycle push-pull curves for the first three 3DOF modal
systems are shown in thick lines in Figure 3. It shows that the bifurcating
characteristic of each vibration mode can be well simulated by the corresponding
3DOF modal system. Therefore, this confirms that the translation-rotation
interaction can be taken into account by using the 3DOF modal systems in
dynamic modal analyses.

7. Apply Equations (23) and (11), conduct the response history analysis for each
3DOF modal system. In this study, instead of conducting an inelastic response
history analysis immediately, an elastic response history analysis is carried out
first. This is to illustrate the accuracy of the 3MA for the example building
subjected to the low intensity ground accelerations and remained in the elastic
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range. The two sine wave ground accelerations shown in Figures 2(c) and 2(d)
are both scaled down to PGA=0.01g for the elastic response history analysis. The
analytical roof deformations are shown in Figure 4. It confirms that the 3MA is
identical to the conventional elastic modal response history analysis. The time
history analysis of the 3DOF modal systems subjected to the sine waves
(PGA=0.8g and 0.5g) and El Centro earthquakes (PGA=0.8g and 0.49g) are
subsequently carried out (Figure 5). It is evident in Figures 5(a), 5(b), 5(d) and
5(e) that the three curves are no longer identical. It is concluded that the
responses of the 1st and 2nd 3DOF modal systems have become inelastic under
the noted ground motions. Since the 3rd 3DOF modal system is essentially

elastic, the three vibrating components of the modal system, i.e. xD~ , zD~ and

θD~ , are equal to each other as evidenced in Figures 5(c) and 5(f). The rest of the
modal systems, i.e. the fourth to the sixth vibration mode, all remain elastic (not
shown). Therefore, only the force-deformation relationships and responses
histories for the 1st to the 3rd vibration modes of the prototype building and the
corresponding 3DOF modal systems are shown in Figures 3 and 5.

Figure 4. Elastic response histories of prototype building obtained by using 3MA and RHA: (a) roof X-
directional translation; (b) roof Z-directional translation; and (c) roof rotation.
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Figure 5. Response time histories of 3DOF modal system: (a) 1st mode; (b) 2nd mode; (c) 3rd mode
under sine wave; (d) 1st mode; (e) 2nd mode; and (f) 3rd mode under El Centro earthquake.
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Figure 6. Response time histories of prototype building obtained by 3MA and RHA(a) roof X-
directional translation; (b) roof Z-directional translation; (c) roof rotation under sine wave; (d) roof X-
directional translation;(e) roof Z-directional translation;(f) roof rotation under El Centro earthquake.



Simplified Modal Response History Analysis for Asymmetric-Plan Structures 345

8. Apply Equations (5), the response history of the original MDOF building is
obtained using the arithmetic summation of the modal response histories. The
translational and rotational displacements at CM on the roof of the original
building subjected to the sine waves and El Centro earthquakes obtained by
using proposed method compared with benchmark solutions are shown in
Figures 6. From Figures 6(a) to 6(f), it is confirmed that the proposed method
can satisfactorily estimate the peak responses and residual displacements. Except
the response history of Z-directional translation shown in Figure 6(e) is
somewhat offset from the benchmark solutions.

The further analysis (not shown in this study) shows that the error of the maximum
response is increased as the intensity of the input ground motion increased. The further
analysis also shows that the error of the maximum response is increased as the major
component of ground motion applied to the weak direction of the building. However, since
the frequency contents of earthquakes and the corresponding nonlinear characteristics of the
structures (shifting of vibration frequency) could vary from earthquake to earthquake, the
effects of the earthquake intensity on the accuracy of the proposed method should be
investigated based on the statistics for a set of buildings excited by an ensemble of ground
motions. Since uncoupled modal response history analysis appears not limited for the analysis
of buildings with irregular elevation or weak-column strong-beam mechanism, the proposed
method should have no such restriction either.

Examples Two and Three⎯ Selected Structural System, Ground Motion and
Basic Assumptions

The one-storey and the three-storey asymmetric-plan buildings with viscous dampers shown
in Figure 7 are analyzed by three methods including the direct integration of the equation of
motion, simple approximation method and the proposed method. The mentioned simple
approximation method is the SDOF modal response history analysis by neglecting the off-
diagonal elements of the transformed damping matrix. The results obtained by using the
direct integration of the equation of motion are regarded as the benchmark solutions in this
study. All of the beams and columns of the noted prototype buildings are symmetric making
the CR coincident with the geometric center of each floor. The CM is eccentrically located as
shown in Figure 7. The left and the upper sides of CR, shown in Figure 7(c), are denoted as
the stiff sides. The sides opposite to the stiff sides are denoted as flexible sides. It is seen in
this research that the analytical errors resulted from the use of the simple approximation
method are great when the center of supplemental damping (CSD) is on the stiff sides of each
floor. Thus, the viscous dampers are purposely placed on the stiff sides in order to intensify
the demonstration of the accuracy of the analytical results obtained by using the proposed
method. According to the investigation of the errors in responses of the one-storey one-way
asymmetric-plan buildings [Goel 2001], the errors introduced by simple approximation
method are over 20% when the normalized supplemental damping eccentricity, aee sdsd = ,
is equal to -0.5. The values of esd and a represent the distance from CM to CSD and the plane
dimension of the building perpendicular to the seismic ground motion, respectively. The CM
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is eccentrically located making the values of normalized supplemental damping eccentricities
in two horizontal directions both equal to -0.75. Therefore, choosing 75.0−=sde is large
enough to verify the effectiveness of the proposed method. The damping coefficients of
dampers, Cx and Cz, along the X-axis and Z-axis are calculated as:

sdzzzzsdxxxx mCmC ξωξω 2,2 == (43)

where ξsdx and ξsdz are the supplemental damping ratios along the X- and Z-axis, respectively.
ωx and ωz are the circular vibration frequencies of the first X- and Z-translational dominant
vibration modes, respectively. The supplemental damping ratios, ξsdx and ξsdz, used in these
two prototype buildings are both equal to 30%. The properties of these two buildings are
shown in Table 5 to Table 8. The units used in these tables are kN, m and second. That is, the
units of values shown in those tables are: kN×sec2/m for mx and mz; kN×sec2×m for I0;
kN×sec/m for cxx, czz and cxz; kN×sec for cxθ, czθ; kN×sec×m for cθθ; kN/m for kxx, kzz and kxz;
kN for kxθ, kzθ; kN×m for kθθ. The n-th column vector of the matrix Φ shown in Table 6 and
Table 8 is the n-th undamped mode shape, ϕn, of the original MDOF building. The upper,
middle and lower 3×1 sub-column vectors of ϕn are the ϕxn, ϕzn and ϕθn, respectively. For
example, the vectors ϕxn, ϕzn and ϕθn of the first vibration mode of the three-storey building

are equal to

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

0804.0
1819.0
2458.0

,

⎥
⎥
⎥

⎦

⎤

⎢
⎢
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⎣

⎡

−
−
−

0145.0
0351.0
0493.0

and

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

0068.0
0163.0
0227.0

, respectively. The matrices Φ shown in

Table 6 and Table 8 have been normalized which make ΦTMΦ equal to identity matrices. The
n-th diagonal elements of matrices ΦTCΦ and Λ1/2 shown in Table 6 and Table 8 are the
values of 2ωnξn and ωn, respectively. The noted values are used in the n-th SDOF modal
equation of motion shown in Equation (6). The floors are simulated as rigid diaphragms. The
Rayleigh damping is assumed as the inherent damping of the two prototype buildings. The
damping ratios of the first and the third vibration mode of the two prototype buildings are
specified as 2%. The ground acceleration records used in this study are the NS and EW
components of 1940 El Centro earthquake shown in Figures 2(e) and 2(f), respectively. The
noted NS and EW components of ground acceleration records are scaled down and applied
along the Z- and X-axis, respectively. The PGA of NS/EW components are equal to
0.14g/0.086g and 0.1g/0.061g for the one-storey and the three-storey building, respectively.
The two buildings both remain elastic under the excitation of the noted ground motions.

Table 5. The properties of the one-storey building.

CM
C0 Csd

K

9.45 symm. 10.355 symm. 161.48 symm. 8638.4 symm.

0 9.45 -0.002 8.053 0 114.32 -3.226 4599

0 0 23.03 -3.704 2.947 43.688 -363.3 385.84 2119.7 -6501 5171.3 53437
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Table 6. The undamped eigenvectors, Φ, eigenvalues, Λ, and the transformed damping
matrix of the one-storey building.

Φ=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

321

321

321

θθθ φφφ
φφφ
φφφ

zzz

xxx

Λ1/2=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

3

2

1

00
00
00

ω
ω

ω
ΦTCΦ

0.06163 0.30769 -0.08573 20.163 0 0 3.9103 symm.
-0.31137 0.07734 0.05375 0 28.48 0 -5.5397 13.956
0.04562 0.04604 0.19804 0 0 50.035 -9.4736 1.7029 107.21

Table 7. The properties of the three-storey building.

9.45
0 9.45 symm.
0 0 9.45
0 0 0 9.45
0 0 0 0 9.45
0 0 0 0 0 9.45
0 0 0 0 0 0 23.03
0 0 0 0 0 0 0 23.03

M

0 0 0 0 0 0 0 0 23.03
7.000

-6.375 15.264 symm.
1.581 -8.742 17.69
0.002 -0.0024 0.00023 12.524

-0.0026 0.0034 -0.0014 -14.81 34.203
0.00035 -0.0015 0.0028 5.1035 -23.64 43.591

-3.749 4.777 -1.1904 11.821 -16.638 5.753 86.01
4.776 -9.951 6.5615 -16.639 36.23 -26.628 -111.93 246.34

C0

-1.191 6.562 -11.768 5.753 -26.628 46.826 36.694 -174.3 312.28
123.17

-123.17 246.34 symm.
0 -123.17 246.34
0 0 0 159.26
0 0 0 -159.26 318.52
0 0 0 0 -159.26 318.52

-277.13 277.13 0 537.51 -537.51 0 2437.6
277.13 -554.26 277.13 -537.51 1075 -537.51 -2437.6 4875.3

Csd

0 277.13 -554.26 0 -537.51 1075 0 -2437.6 4875.3
3336.3

-4248.1 8843 symm.
1053.6 -5825.5 10460
1.4011 -1.6114 0.1541 7017.1

-1.7432 2.2805 -0.9119 -9869.1 21463
0.2328 -1.0125 1.8681 3400.9 -15753 27720
-2498 3183.1 -793.28 7876.9 -11087 3833.6 54078

3182.9 -6631.3 4372.4 -11088 24143 -17744 -74587 160920

K

-793.58 4372.8 -7842.2 3834 -17745 31203 24452 -116120 204860
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Figure 7. (a) one-storey building (b) three-storey building (c) typical floor plane of the two buildings.

Table 8. The undamped eigenvectors, Φ, eigenvalues, Λ, and the transformed damping
matrix of the three-storey building.

0.246 -0.055 -0.014 0.182 -0.032 -0.087 -0.011 0.015 0.005
0.182 -0.042 -0.020 -0.149 0.024 0.216 0.029 -0.014 -0.013
0.080 -0.019 -0.015 -0.215 0.043 -0.222 -0.032 -0.012 0.014

-0.049 -0.243 0.074 -0.029 -0.170 0.006 -0.078 -0.050 -0.024
-0.035 -0.172 0.050 0.024 0.159 -0.021 0.201 0.043 0.063
-0.015 -0.071 0.020 0.032 0.200 0.030 -0.220 0.068 -0.071
0.023 0.043 0.158 0.008 0.034 -0.006 0.012 -0.111 -0.050
0.016 0.030 0.112 -0.017 -0.028 0.014 -0.036 0.103 0.129
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xx

0.007 0.013 0.047 -0.018 -0.037 -0.014 0.048 0.129 -0.143
7.241 0 0 0 0 0 0 0 0

0 9.3628 0 0 0 0 0 0 0
0 0 19.414 0 0 0 0 0 0
0 0 0 23.556 0 0 0 0 0
0 0 0 0 32.041 0 0 0 0
0 0 0 0 0 40.823 0 0 0
0 0 0 0 0 0 59.463 0 0
0 0 0 0 0 0 0 66.087 0

Λ1/2=

⎥
⎥
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⎢
⎢

⎣
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9

1

00
00
00

ω

ω

0 0 0 0 0 0 0 0 122.09
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Table 8. Continued

1.945
-1.396 1.851 symm.
-2.146 -0.944 26.653
-0.895 0.833 1.934 14.964
-0.625 0.840 -0.536 10.530 11.784
0.615 -0.493 -1.124 1.901 1.973 33.321
0.482 -0.449 -0.364 0.431 1.518 21.311 24.043
0.731 1.168 -15.906 -18.004 4.924 -3.347 5.926 198.47

ΦTCΦ

-0.718 -0.331 9.418 -0.846 2.727 -37.435 8.518 35.461 407.41

Summary of Analytical Results for Examples Two and Three

The analytical results obtained by using direct integration of the equation of motion, the
simple approximation method and the proposed method are denoted as RHA, SMA and 3MA,
respectively, in this paper. RHA stands for response history analysis; SMA stands for modal
response history analysis by using SDOF modal equations of motion; 3MA stands for modal
response history analysis by using 3DOF modal equations of motion. The 3×3 Mn, Cn and Kn

matrices, defined in Equations (23) and (24), of the first three vibration modes for the one-
storey building are shown in Table 9. The sum of the nine elements of matrix Mn is equal to
one. The sum of the nine elements of matrix Cn and Kn are equal to the values of the n-th
diagonal element of the matrix ΦTCΦ and Λ, respectively, shown in Table 6. The modal
translations, Dxn and Dzn, and the modal rotation, Dθn, of the elastic one-storey building
calculated by using 3MA are no longer equal to each other as shown in Figure 8. It is caused
by the non-proportional damping effect. The total responses of this non-proportionally
damped building obtained by using 3MA and SMA compared with those obtained by using
RHA are shown in Figures 9(a) and 9(b), respectively. Figure 9(a) shows that the analytical
results obtained by using 3MA are almost the same as those obtained by using RHA. Figure
9(b) shows that the responses obtained by using SMA are obviously deviated from the
benchmark solutions. The errors of the peak X- and Z- translational and Y-rotational
responses obtained by using SMA are equal to 19.5%, 0.04% and 31.9%, respectively.

Table 9. The modal matrices, Mn, Cn and Kn, of the one-storey building.

nth
mode Mn Cn Kn

0.036 symm. 0.653 symm. 32.806 symm.
0 0.916 0.000 11.864 0.062 445.8701st
0 0 0.048 -1.032 -5.523 4.503 -18.278 -73.462 111.230

0.895 symm. 16.268 symm. 817.820 symm.
0 0.057 0.000 0.732 -0.077 27.5072nd
0 0 0.049 -5.200 1.384 4.586 -92.096 18.414 113.280

0.069 symm. 1.263 symm. 63.490 symm.
0 0.027 0.000 0.354 0.015 13.2873rd
0 0 0.903 6.232 4.139 84.849 110.370 55.048 2095.800
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Figure 8. The (a) 1st (b) 2nd (c) 3rd modal responses of the one-storey building obtained by using
3MA.

The 3×3 Mn, Cn and Kn matrices of the nine vibration modes of the three-storey building
are shown in Table 10. The sum of the nine elements of matrix Mn is equal to one. Again, the
sum of the nine elements of matrix Cn and Kn are equal to the values of the n-th diagonal
element of the matrix ΦTCΦ and Λ, respectively, shown in Table 8. The first three modal
responses of the three-storey building obtained by using 3MA are shown in Figure 10. The
modal translations and modal rotation are not equal to each other. It reflects the non-
proportional damping effect. The total responses of this non-proportionally damped three-
storey building obtained by using 3MA and SMA compared with those obtained by using
RHA, are shown in Figures 11 and 12, respectively. Figure 11 shows that the analytical
results obtained by using 3MA are almost the same as those obtained by RHA. Figure 12
shows that the responses obtained by using SMA are obviously deviated from the benchmark
solutions. The errors of the peak X- and Z-translational and Y-rotational responses on the roof
are 0.6%, 18.2% and 28.9%, respectively. Moreover, the phases of response histories
obtained by using SMA are quite different from those obtained by using RHA. The roof
responses of the three-storey building obtained by using 3MA and SMA are also shown in
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Figure 13, but only consider the first three vibration modes. In this example, three vibration
modes are sufficient to obtain accurate results. Thus, this shows that it is not necessary to
incorporate the entire 3N modes (9 modes in this example) in the proposed method. It appears
that the proposed method has been inherited the advantage of the modal response history
analysis, only the first few modes are required for an earthquake response analysis.
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Figure 9. The total responses of the one-storey building obtained by using (a) 3MA and RHA (b) SMA
and RHA.

Table 10. The modal matrices, Mn, Cn and Kn, of the three-storey building.

Nth
mode Mn Cn Kn

0.944 symm. 2.847 symm. 53.141 symm.
0 0.0366 0.000 0.147 0.000 3.9971st

0 0 0.0190 -0.538 -0.210 0.447 -3.625 -2.078 6.702
0.0492 symm. 0.146 symm. 2.776 symm.

0 0.8845 0.000 3.564 0.000 96.5942nd

0 0 0.0663 0.226 -1.935 1.561 1.534 -19.056 23.336
0.0078 symm. 0.040 symm. 1.167 symm.

0 0.0789 0.000 0.327 0.000 8.6543rd

0 0 0.9133 0.209 2.175 21.519 1.788 21.084 321.340
0.962 symm. 20.829 symm. 566.540 symm.

0 0.0225 0.000 0.654 -0.031 29.1464th

0 0 0.0153 -3.412 -1.030 2.364 -32.593 -16.632 57.737
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Table 10. Continued

nth
mode Mn Cn Kn

0.0316 symm. 0.674 symm. 18.886 symm.
0 0.8930 0.000 25.887 0.034 1158.5005th
0 0 0.0753 1.440 -15.45 13.251 13.547 -241.700 305.500

0.9773 symm. 43.742 symm. 1710.800 symm.
0 0.0130 0.000 0.757 -0.040 57.8336th
0 0 0.0098 -6.034 -1.325 3.539 -82.185 -36.189 134.670

0.0186 symm. 0.828 symm. 32.491 symm.
0 0.8961 0.000 54.589 0.048 4068.6007th
0 0 0.0853 2.401 -33.02 29.863 33.127 -899.990 1168.400

0.0053 symm. 0.127 symm. 3.418 symm.
0 0.0850 0.000 2.403 -0.004 113.4008th
0 0 0.9097 2.155 16.108 159.41 19.769 257.730 3695.600

0.0037 symm. 0.165 symm. 6.471 symm.
0 0.0904 0.000 5.495 -0.007 410.4309th
0 0 0.9059 3.554 34.691 325.260 48.638 936.840 12517.000
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Figure 10. The (a) 1st (b) 2nd (c) 3rd modal response of three-storey building obtained by using 3MA.
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Figure 11. The total translational and rotational responses at the (a) 3rd (b) 2nd (c) 1st floor obtained by
using 3MA and RHA.
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Figure 12. Continued on next page.
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Figure 12. The total translational and rotational responses at the (a) 3rd (b) 2nd (c) 1st floor obtained by
using SMA and RHA.
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Figure 13. The total translational and rotational responses, only considering the first three vibration
modes, obtained by using (a) 3MA and RHA (b) SMA and RHA.
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From the verification of these two examples, it shows that the 3DOF modal equations of
motion possessing the non-proportional damping characteristic are more appropriate for the
modal response history analysis of non-proportionally damped asymmetric-plan buildings.
Since the errors of the translational and the rotational responses simultaneously occurred at
CM, it may amplify the errors of the translational responses at corners and deteriorate the
applicability of the simple approximation method to asymmetric-plan buildings. The
proposed method provides a better alternative to deal with this kind of structures.

Conclusion

The bifurcation of pushover curves for asymmetric-plan structures subjected to the modal
inertia force distribution sn are noticed. Hence, the application of conventional SDOF modal
systems is insufficient to assess the inelastic modal behaviors, which are used to
approximately estimate the inelastic seismic demands of asymmetric-plan structures. The
3DOF modal equations of motion for two-way asymmetric-plan buildings were constructed.
Each 3DOF modal equation of motion has a corresponding 3DOF modal system. The 3DOF
modal system is consistent with the SDOF modal system in an elastic state and is capable of
simulating the mentioned bifurcating characteristic in an inelastic state. The proposed 3MA
approach is able to take the non-proportionality and interaction of the modal translations and
the modal rotation into consideration. Moreover, the two-directional ground motions are
simultaneously considered in the proposed method. It appears that the proposed method is
reasonable and general for the seismic assessment of the asymmetric-plan building systems
subjected to bi-directional seismic ground motions. The effectiveness of the 3DOF modal
system is verified by comparing the seismic responses obtained by using 3MA and RHA.

The proposed 3DOF modal equation of motion is also advantageous to the modal
response history analysis of non-proportionally damped asymmetric-plan elastic systems. The
mentioned advantage is due to the proportionalities of the damping matrices in the 3DOF
modal equations of motion dependent upon that of the damping matrix of the original MDOF
system. It makes the modal translations and modal rotation to be different from each other for
a non-proportionally damped elastic structure. The 3DOF modal equations of motion are
more realistic in simulating the modal behaviors of non-proportionally damped structures
than the SDOF modal equations of motion. The accuracy of modal response history analysis
by using the 3DOF modal equations of motion was verified shown in two numerical
examples. The proposed method is very simple and efficient. Thus, it is more appealing to be
used in practical engineering.
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Appendix

Verification of 3DOF Modal Systems

Letting the seismic force and damping equal to zero, Equation (22) can be written as:

( ) 0uMK =− nn
2ω (A1)

By substituting Equation (5) for un and pre-multiplied by T
nφ , Equation (A1) can be written
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where

( ) ( ) xnx
T
nxnxz

T
znxnxnxx

T
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Similarly, by substituting Equation (11) for un and pre-multiplied by 
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When ω2=ωn
2, it can be obtained from Equations (A3a)-(A3d) and (A5)

that ( ) ( ) ( ) 0222 === nnn CBA ωωω . Hence, 1:1:1:: =nznxn DDD θ . That is to say, the 3DOF

modal system has an active sub-mode with square of circular frequency 2
aω  equal to 2

nω  and

its corresponding mode shape aφ
~  is equal to [1 1 1]T.
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The square of circular frequency 2
aω  can be obtained from Equations (19), (25), (A6) and

aφ
~  as follows:
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From the viewpoint of energy, it can be proved that the two spurious sub-modes have no
contribution on the elastic response of a 3DOF modal system. The proof is as follows:

The square of circular frequencies and mode shapes of spurious sub-modes of a 3DOF
modal system are denoted as 2

2
2
1, ss ωω and 1

~
sφ , 2

~
sφ , respectively. The virtual work done by

the n-th modal inertia force distribution multiplied by the n-th synthetic ground motion, i.e.
( ) ngzzngxxn uu sΓ+Γ− , on the original MDOF building is:

( ) ( )nnn
T
nngzzngxxn

T
n uu KuuCuMusu ++=Γ+Γ− δδ (A8)

where nuδ is the virtual displacement. Substitute nnn Dφu =  into Equation (A8) and it can
be obtained that

( ) ( ) nnnnnnnnngzzngxxn DDKDCDMDMuu δδ ++=Γ+Γ− (A9)

Moreover, denote ( ) nnnnnnnn EDDKDCDM δδ =++ , which represents the virtual work
done by the n-th modal inertia force distribution multiplied by the n-th synthetic ground
motion. Similarly, substitute Equation (11) into Equation (A8) and it can be obtained that

( )( ) ( )nnn
T
nnznzxnxgzzngxxn DIDmDmuu DKDCDMD ~~~ ++=++Γ+Γ− δδδδ θ (A10)

where Dn=[Dxn Dzn Dθn]T. Due to Dxn= Dxn=Dzn= Dn for elastic building systems, the left-hand
side of Equation (A10) becomes as:
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which is same as the left-hand side of Equation (A9). Therefore, the right-hand side of
Equation (A10) should be equal to that of Equation (A9), i.e.

( ) nnnn
T
n Eδδ =++ DKDCDMD ~~~

(A12)

The displacement vector of a 3DOF modal system can be expressed as:

2211
~~~~

ssssaa

n

zn

xn

n qqq
D
D
D

φφφDD ++=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
==

θ

(A13)

where qa, qs1, qs2, are the modal coordinates of active sub-mode, the first spurious sub-mode
and the second spurious sub-mode, respectively. Substituting Equation (A13) into the right-
hand side of Equation (A10) and using the orthogonal properties of mode shapes, it can be
obtained that

( ) 21
~~~

ssannn
T
n EEE δδδδ ++=++ DKDCDMD (A14a)

where

( ) aaaaaaa
T
aa qqqqE δδ φKφCφMφ ~~~~~~~ ++= (A14b)

( ) 111111111
~~~~~~~

sssssss
T
ss qqqqE δδ φKφCφMφ ++= (A14c)

( ) 222222222
~~~~~~~

sssssss
T
ss qqqqE δδ φKφCφMφ ++= (A14d)

From Equations (A12) and (A14a), it can be obtained that

21 ssan EEEE δδδδ ++= (A15)

Since the circular frequency 2
aω  and the mode shape aφ

~  of the active sub-mode is equal to
2
nω and [1 1 1]T, respectively, the virtual woke done by the active sub-mode, δEa, is equal to

δEn. Therefore, from Equation (A15), the virtual work done by the two spurious sub-modes,
δEs1 and δEs2, should be equal to zero. Thus, it can be concluded that the two spurious sub-
modes have no contribution on the elastic responses of a 3DOF modal system.

Consequently, it is proved that the active sub-mode is same as the n-th mode of the
original building and the spurious sub-modes has no contribution on the elastic modal
response. This confirms that the 3DOF modal system derived from Equations (19) to (27)
does not violate the fundamental theory of structural dynamics for elastic systems.
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