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Preface

The conference Analogue and numerical forward
modelling of sedimentary systems; from under-
standing to prediction was held in Utrecht on
9–11 October 2003 to make a contribution towards
developing and applying models for basin fill.
Understanding basin-fill evolution and the origin
of stratal architectures has traditionally been based
on studies of outcrops, well and seismic data,
studies of and inferences on qualitative geological
processes, and to a lesser extent by quantitative
observations of modern and ancient sedimentary
environments. Insight gained on the basis of these
studies can be tested and also extended through
the application of numerical and analogue forward
models. For example, numerical forward mod-
els are used to make quantitative predictions of
reservoir and seal distributions away from points
constrained by well data. Similar models are also
used to predict the response of modern coastal
systems to a rise of sea level, taking into account
external forcing, as well as the internal dynam-
ics of sedimentary systems with their inherent
non-linear and chaotic effects.
The present-day approach to stratigraphic for-

ward modelling broadly follows two lines: (1) the
deterministic process-based approach, ideally
with resolution of the fundamental equations of
fluid and sediment motion at all scales, and (2) the
stochastic approach. The process-based approach
leads to improved understanding of the dynamics
(physics) of the system, increasing our predic-
tive power of how systems evolve under various
forcing conditions unless the system is highly
non-linear and hence difficult or perhaps even
impossible to predict. The stochastic approach is
more direct and relatively simple. The behaviour
of systems is established through empirical stud-
ies of modern systems in relation to controls such
as subsidence, drainage-basin area, geology of the
area, climate (change), as well as other variables.
Process-based models, more than stochastic ones,
are directly limited by the diversity of temporal

and spatial scales and the very incomplete know-
ledge of how processes operate and interact at
these various scales.
Both modelling approaches have disadvantages.

Fluid motion, fluid–sediment interaction and sed-
iment transport and deposition are fairly well
understood and described in a qualitative sense,
but quantitative predictions based on empirical
formulae may differ greatly from specific real-
world cases. Analogue, physical models are ham-
pered by a lack of universally applicable scaling
strategies for modelling at a sedimentary systems
scale. The set of dimensionless numbers devel-
oped by engineers that definefluidflowand related
sediment transport do not allow downscaling of
spatial dimensions to much more than 1:50, so
that many stratal features cannot be directly stud-
ied by conventional, engineering-type flume mod-
els. For a stochastic approach, trends in systems
development in relation to external controls are
used, but since such trends are defined on the
basis of specific, often local empirical relation-
ships, they hardly contribute to understanding the
physics of a system and are of limited value to
predict outside the data region. Based on the afore-
mentioned issues, another more general problem
emerges, which concerns calibration and valida-
tion of numerical models.
To come up with sensible forward numerical

models of sedimentary systems there is a need
for prototypes or ‘standards’ that modellers can
use to calibrate the time-averaged sediment trans-
port rates in their models. There are hardly any
well researched prototypes from the real world
available that link stratigraphic architecture with
independent input values that can be used to cal-
ibrate numerical models. Hence modelling results
are often very poorly constrained. Input values
for the specific stratigraphic architecture of real-
world prototypes are generally unknown and at
best available for the last hundred years or so, too
short in duration to be of value in stratigraphic

vii
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studies. Moreover, they cover a period where
morphology has had a significant anthropogenic
influence. An alternative is to set up prototypes on
the basis of laboratory studies and to relate the lab-
oratory studies to real-world situations. Analogue
and numerical forward modelling is a daunting
task for the twenty-first century sedimentologist!
We thank the authors for their cooperation

and willingness to follow the comments and
suggestions of the reviewers, who – with their
comments and recommendations – made invalu-
able contributions to this volume. They are:
José-Javier Alvaro, Yuval Bartov, John Bridge,
Quintijn Clevis, Didier Granjeon, Caroline Hern,
Matthias Hinderer, Albert Kettner, Mike Leeder,
Andrew D. Miall, Juan Pablo Milana, Bruce

Nelson, Ulf Nordlund, Phillip Playford, Guy
Plint, Sadat Kolonic, John Reijmer, Marco Stefani,
Esther Stouthamer, Orsi Sztanó, Daniel Tetzlaff,
Frans van Buchem, Peter van der Beek, Michael
Wagreich, Dave Waltham, George Warrlich, Lynn
Watney and Johannus Wendebourg, as well as
some reviewers who wished to remain anony-
mous. Many thanks to them all!
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Numerical simulation of the syn- to post-depositional history of a
prograding carbonate platform: the Rosengarten, Middle Triassic,
Dolomites, Italy
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¶Shell International E&P Inc., 200 North Dairy Ashford Street, Houston, TX 77079, USA

ABSTRACT

A combination of thermal history, numerical basin-reverse and sequence-stratigraphic for-
ward modelling is applied to the Mesozoic outcrop analogue of the Rosengarten carbonate
platform area in the Dolomites of northern Italy. This integrated multidisciplinary approach
of numerical simulation quantifies the thermal, subsidence, geometrical and subsequent
facies evolution of the area. Calibration data during modelling were vitrinite reflectance
(VR) and apatite fission-track (FT) analyses as well as detailed outcrop studies. Vitrinite
reflectance values in strata underlying the carbonate platform vary between 0.5 and 0.8%
VRr ; apatites from these formations reveal cooling ages of around 165.6 Ma and track lengths
of approximately 9.8 µm. This low thermal maturity combined with the FT data in apatites
indicates a relatively cool (<110◦C), protracted (between 250 and 30 Ma) and shallow burial
(thickness of eroded strata overlying present-day topography is <1100 m), as well as a fast
exhumation from the Middle Miocene onward. Maximum temperatures are reached during
the Middle/Late Triassic, when the basal heat flow was elevated owing to regional volcanic
and hydrothermal activity. Local anomalies in vitrinite reflectance of up to 1.1% VRr in
the immediate surroundings of the Predazzo/Monzoni volcanic centre show that its ther-
mal influence decreased rapidly with increasing distance. The geometrical evolution of the
Middle Triassic (Anisian/Ladinian) Rosengarten platform is twofold: the first stage reveals
aggradation, the second progradation of the platform margin. Basin-reverse modelling results
indicate that these two intervals originate from a temporal change in tectonic subsidence.
Spatial variations in flexural and tectonic subsidence along the 6 km transect are insignificant
due to the rigidity of the basement (up to 2500 m of Late Permian ignimbrites). During the first
stage of platform evolution, high pulse-like total subsidence rates of up to 820 m Myr−1 led to
aggradation, whereas the subsequent drop to 100 m Myr−1 initiated platform progradation.
The short-spanned subsidence peak was linked to block movements in a strike-slip tectonic
setting (Cima Bocche Anticline-Stava Line approximately 10 km southeast of the study area).
Stratigraphic forward modelling quantifies the sediment volumes involved in the geometri-
cal evolution of the platform. In order to replicate platform architecture, constant carbonate
accumulation rates between 900 and 1000 m Myr−1 – increasing from periplatform environ-
ments to the slope – have to be assumed throughout the existence (approximately 5.8 Myr) of
the Rosengarten. As the carbonate factory successfully keeps up with the modelled accom-
modation rates, it must have completely recovered from the Permian–Triassic biotic crisis
during the onset of platform growth in latest Anisian times despite the low biotic diversity of
the platform succession seen elsewhere in the Dolomites. Our forward modelling confirms
that the main carbonate factory was situated on the slope at water depths from shallow sub-
tidal to 300 m (‘slope-shedding’) and that it therefore switched on during all possible stages
of accommodation change.

Keywords Basin analysis, numerical simulation, subsidence, thermal maturity, ther-
mochronology, carbonate platform, aggradation, progradation, sedimentation rates, Triassic,
Southern Alps, Dolomites.
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2 A. Emmerich et al.

INTRODUCTION

The Dolomites of northern Italy (Fig. 1) have
long been a study area for carbonate platforms
and their reef communities. Since Mojsisovics
termed the word ‘Überguss-Schichtung’ back in
1879 (i.e., clinostratification), many authors have
worked on platform-to-basin transitions of car-
bonate build-ups in the Dolomites (Hummel,
1928, 1932; Pia, 1937; Leonardi, 1962, 1967;
Bosellini, 1984, 1988). In particular, the Rosen-
garten has served as a reference model for progra-
dational geometries (Bosellini & Stefani, 1991;
Bosellini et al., 1996). However, assessing the
evolution of carbonate platforms and their clino-
forms has been mainly of a qualitative nature.
Quantitative approaches of subsidence and car-
bonate accumulation of Middle Triassic plat-
forms in the Dolomites have so far been scarce
(Schlager, 1981; Doglioni & Goldhammer, 1988;
Schlager et al., 1991; Maurer, 1999, 2000; Keim
& Schlager, 2001) and lack unbiased numerical
modelling techniques. The age of these platforms
is usually constrained by coeval basinal sedi-
ments containing abundant biostratigraphic infor-
mation (Buchenstein Fm; Brack & Rieber, 1993,
1994). Recently, age-diagnostic airborne tuff lay-
ers in basinal and lagoonal strata were used to
synchronize bio-, cyclo- and chronostratigraphy
(basinal Buchenstein Fm at Seceda/Geisler Group,
western Dolomites: Mundil et al., 1996; lagoonal
Schlern Dolomite Fm 1 at Latemar, western
Dolomites: Mundil et al., 2003; for locations see
Fig. 2) providing a high-resolution database for
numerical simulation. The particular feature of the
Rosengarten platform is that some of these dated
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Fig. 1. Schematic tectonic map of the Alps. The white rect-
angle marks the location of the study area. Abbreviations:
TW, Tauern window; PAL, Periadriatic lineament.

tuff layers can be physically correlated to coeval
slope deposits (Maurer, 1999, 2000).

The aim of this paper is the quantification
of the development of the Rosengarten platform
and the assessment of its primary controlling
factors during platform growth. This is realized
by an integrated approach of basin-reverse and
stratigraphic-forward modelling combined with
thermal basin modelling. Datasets for all mod-
elling procedures are derived from existing studies
and from new detailed analyses on allo-/sequence
stratigraphy and facies architecture, thermal matu-
rity and apatite fission tracks in strata underlying
the platform body.

BASIN AND CARBONATE-PLATFORM
DEVELOPMENT

The southwestern Dolomites (for location within
the Alps, Fig. 1) are located on the Adriatic
Plate between former Laurussia and Gondwana
(Dercourt et al., 2000). Throughout the Trias-
sic, this area represents the eastern margin of a
highly differentiated passive continental margin
with mixed siliciclastic–carbonate sedimentation
(Blendinger, 1985; Doglioni, 1987). First, car-
bonate ramps (early Anisian/Aegean) and small
reef mounds (early in the late Anisian/Pelsonian)
developed in the Dolomites (Fois & Gaetani, 1984;
Senowbari-Daryan et al., 1993) after the carbonate
factory had eventually recovered from the severe
faunal crisis at the close of the Permian. From
the late Anisian into the late Ladinian, a con-
siderable submarine relief with local subaerial
highs prevailed in the western Dolomites. Mid-
dle Anisian transpressive–transtensive tectonics
dismembered the continental shelf and created
strong regional differences in facies (the so-called
‘Facies Heteropie’ sensu Bechstädt & Brandner,
1970; see also Zühlke, 2000). Deep marine, stag-
nant basins with fine-grained chert- and organic-
matter-rich sediments (Anisian: Moena Fm and
Anisian/Ladinian: Buchenstein Fm; Figs 2 and 3)
existed alongside shallow marine subtidal carbon-
ate ramps and platforms (Anisian: Contrin Fm
and Anisian/Ladinian: Schlern Dolomite Fm 1;
Figs 2 and 3). Structural highs of the dismem-
bered carbonate ramp (Contrin Fm) represent
the nuclei of the Schlern Dolomite Fm 1 plat-
forms in the Late Anisian (Masetti & Neri, 1980;
Gaetani et al., 1981; Bosellini, 1989). Evolu-
tion of the Ladinian carbonate platforms such
as the Rosengarten/Schlern, Monte Agnello and
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Fig. 2. Schematic palaeogeographical map of
the western Dolomites during the Middle Tri-
assic (late Anisian to early Ladinian) high-
lighting the distribution of platforms and
basins. Legend of lithostratigraphic units in
the upper-left corner, influx of Zoppé tur-
bidite sands marked by large arrows. The
volcanic centre of Predazzo–Monzoni in the
immediate surroundings of the Rosengarten–
Catinaccio platform is sketched with radial
lines.

)(

Fig. 3. Detailed Anisian–Ladinian lithostratigraphic succession of the study area (Schlern–Rosengarten and Latemar). The
stratigraphic range of the carbonate platforms is illustrated on the right. Chronostratigraphy according to Lehrmann et al.
(2002) and Mundil et al. (1996, 2003). Biozones and position of Anisian–Ladinian boundary according to Brack & Rieber
(1993, 1994). Correlation of age-diagnostic tuff layers from basin to slope according to Maurer (1999, 2000). Hollow arrows
in the radiometry column indicate ages from tuff layers in the basinal Buchenstein Fm at Seceda (Geisler Group, western
Dolomites; see Fig. 2; Mundil et al., 1996) whereas light grey indicates ages from tuff layers in the lagoonal Schlern Fm at
Latemar (western Dolomites; see Fig. 2; Mundil et al., 2003).
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possibly also the Latemar was terminated by the
extrusion of the Longobardian Wengen Group vol-
canics (Mojsisovics, 1879; Viel, 1979a, 1979b; De
Zanche et al., 1995; Fig. 3). The volcanic centre
at Predazzo/Monzoni was nourished by a source
linked to a deep-reaching fracture zone (Cima
Bocche Anticline/Stava Line; Fig. 4; Blendinger,
1985). Tectonics also played a crucial role in plat-
form development in the southwestern Dolomites
as regional subsidence and accommodation devel-
opment were controlled by downward movements
along faults and upward movements through mag-
matic updoming (Doglioni, 1983, 1984, 1987).

Owing to its excellent, laterally continuous seis-
mic and sub-seismic scale outcrop (Fig. 5a and b),
the Rosengarten part of the Rosengarten/Schlern
platform is ideally suited for a study on the
geometric development of a carbonate platform
and its accumulation rates. The platform top
of the Rosengarten passes laterally into a plat-
form slope interfingering with basinal sediments.
The maximum north to south progradation of the
Rosengarten slope was approximately 6 km.
Lagoon, reef and slope facies of the build-up
are all part of the Schlern Dolomite Formation
1, whereas coeval basinal sediments belong to
the Buchenstein Formation. Bio- and chronostrati-
graphic data (Brack & Rieber, 1993, 1994; Mundil
et al., 1996, 2003; Maurer, 1999, 2000; Fig. 4)
indicate the onset of platform growth in the upper
Reitzi-biozone (Anisian; Middle Triassic stages
after Brack & Rieber, 1993, 1994). According to
Maurer (1999, 2000), the slope of the Rosen-
garten records five ammonite biozones (Fig. 5b).
During the first two – Reitzi and Secedensis – bio-
zones of platform existence, aggradation occurred.
This first stage of platform evolution was followed
by a second stage of progradational clinoforms.
The preserved record of carbonate sedimentation
lasted at least until the basalArchelaus-zone (mid-
dle/late Ladinian; Maurer, 1999, 2000; Fig. 5b).
The maximum thickness of the Rosengarten –
and therefore also its growth mode – can be
inferred only by projecting stratigraphical infor-
mation from the Schlern platform (Bosellini & Ste-
fani, 1991; Fig. 6). At Schlern, 850 m of cyclically
arranged platform carbonates are partially covered
by Wengen Group volcanics (Fig. 4) preserving
the maximum thickness of the Schlern Dolomite
Fm 1 (Fig. 3). Using all available biostratigraphic
data, Maurer (1999, 2000) estimated compacted
carbonate accumulation rates for the first aggrada-
tional phase of 200 m Myr−1 increasing during the
second progradational phase.

As the oldest rocks in the study area that
have been preserved belong to the uppermost
Ladinian, the geological evolution from Late Tri-
assic times onward can be derived only by study-
ing younger successions in other parts of the
Dolomites (e.g. Sella platform, Fig. 2) and the
Southern Alps (e.g. Trento platform). Late Trias-
sic volcaniclastics and carbonates (Wengen Group;
Mastandrea et al., 1997) filled the basins. An
extensive carbonate platform developed with the
onset of a period of tectonic quiescence. The so-
called Trento platform comprises the entire central
segment of the Southern Alps on the Adriatic
Plate (Dolomia Principale Fm and Calcari Grigi
Fm; Leonardi, 1967; Bosellini & Broglio Loriga,
1971; Bosellini & Hardie, 1985; Trevisani, 1991;
Boomer et al., 2001). From Middle Jurassic times
onward, the Trento platform started to subside
and eventually drowned. A phase of deep marine
sedimentation began (Ammonitico Rosso Fm;
Winterer & Bosellini, 1981; Martire, 1996;
Winterer, 1998) and lasted until Late Creta-
ceous times (Marne del Puez Fm; Claps et al.,
1991; Antruilles Fm; Stock, 1996). Water depths
decreased when the tectonic regime switched from
extensional to compressional and the collision
of the Adriatic plate with Europe began with
Late Cretaceous subduction of oceanic crust (Hsü,
1971; Smith, 1971; Trümpy, 1982; Laubscher
& Bernoulli, 1982; ‘eoalpine’ sensu Doglioni &
Bosellini, 1987; Hsü, 1989). Towards the east,
the Southern Alps were strongly involved in the
Dinaric orogeny during the Late Eocene, but the
compression front is thought to have extended
even into the Dolomites (Doglioni & Bosellini,
1987). This interval of convergence was shortly
interrupted by an Oligocene extensional phase
recorded along the Periadriatic Line by plutonic
intrusions (e.g. Adamello pluton) and dykes as
well as by effusive basalts at the southwest termi-
nation of the Trento Plateau (Zattin et al., 2006).
Upper Oligocene shallow-marine conglomerates
(Monte Parei Fm) record uplifted source areas
during ongoing or renewed continent collision in
the eastern Dolomites (Cros, 1966; Mair et al.,
1996). Although steady state or episodic exhuma-
tion of parts of the Alps remains debated (Bernet
et al., 2001; Carrapa et al., 2003; Kuhlemann
et al., 2006), there seems to be increasing con-
sensus on the timing of exhumation. At least
three stages of exhumation are observed: rapid
exhumation before approximately 35 Ma, slower
exhumation until ∼15 Ma and very rapid exhuma-
tion to present-day positions from then onward
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(Carrapa et al., 2003; Zattin et al., 2003; Bertotti
et al., 2006).

METHODS AND DATABASE

Sedimentological analyses

Detailed sedimentological analyses (logging, facies
mapping, lateral tracing of physical surfaces, thin
sections) have been carried out on the underlying
strata of the Rosengarten platform (Fig. 6). Ten
sections/sedimentological logs cover the entire
basin fill from basement (Atesina Volcanic Com-
plex, AVC) to the basal Schlern Dolomite Fm 1.
Additional data on the upper Anisian succession
and the Buchenstein Fm were taken from the lit-
erature (Bosellini & Stefani, 1991; Maurer, 1999;
Zühlke, 2000). These analyses are necessary to
obtain datasets on thicknesses, lithologies and
palaeowater depths. The latter is based on the
integration of all sedimentological evidence from
the outcrops (channels, ripples, exposure surfaces,
bioturbation, etc.) combined with microfacies
analyses of the 283 thin-sections.

Stratigraphy and timescale

Within the past years, there has been some contro-
versy about the duration of Schlern Dolomite Fm 1,
informally known as the ‘Latemar controversy’
(Brack et al., 1997; Hardie & Hinnov, 1997). Sev-
eral studies (Goldhammer & Harris, 1989; Hinnov
& Goldhammer, 1991; Preto et al., 2001) proposed
a specific type of orbital forcing for the cyclically
arranged lagoonal interior of the Schlern Dolomite
Fm 1. Subsequent studies (Brack & Rieber, 1993;
Brack et al., 1996; Mundil et al., 1996) questioned
this Milankovitch model because of its incom-
patibility with bio- and chronostratigraphic data.
Radiometric age dating on detrital zircons in air-
borne tuff layers intercalated within the lagoonal
sediments of the Latemar helped to solve the con-
troversy (Mundil et al., 2003). Subsequent time-
series analyses and numerical simulation based
upon in situ bio- and chronostratigraphic data
indicate a much higher frequency of the cycles and
thus a much shorter duration of the entire cyclic
succession (Zühlke et al., 2003; Zühlke, 2004;
Emmerich et al., 2005a). This study follows the
stratigraphic concept laid down in Emmerich et al.
(2005a).

Upper Triassic formations were evaluated and
thicknesses projected from the western and central

Dolomites (Schlern, Sella and Gardenaccia plat-
form), Jurassic strata from the Trento platform,
and Cretaceous and Tertiary formations from the
eastern Dolomites (Table 1). Lithology information
was combined with published data on chronos-
tratigraphy and palaeobathymetry. Initial Jurassic
palaeowater depths were calculated with a subsi-
dence curve for the Trento platform proposed by
Winterer & Bosellini (1981) and Winterer (1998). If
necessary, thickness of eroded stratigraphic units
and palaeowater depth were adapted within a
range of values provided by studies on the regional
geology (Table 1) in order to fit the simulated
time–temperature evolution.

The timescale applied during modelling
(Table 1) was determined by subdividing known
chronostratigraphic intervals by biostratigraphi-
cal information (for details on this method see
Bosence et al., 1994; Aurell et al., 1998). This
means that existing studies on the temporal evo-
lution of the Upper Permian (basement: Barth &
Mohr, 1994; Barth et al., 1993, 1994; sedimen-
tary cover: Massari & Neri, 1997), Lower Triassic
(Broglio Loriga et al., 1983) and Middle Triassic
(Brack & Rieber, 1993; Brack et al., 1996; Mau-
rer, 2000; Zühlke, 2000; Zühlke et al., 2003) in
the study area were recalibrated to latest radio-
metric age measurements (Permian: Yugan et al.,
1997; Permian–Triassic boundary: Mundil et al.,
2001; Lower Triassic: Lehrmann et al., 2002; Mid-
dle Triassic: Mundil et al., 1996, 2003). The
relative duration of the bio-, sequence- and lithos-
tratigraphic timesteps of the existing studies was
left unchanged. Younger chronostratigraphic ages
were derived from the Geological Time Scale 2004
(Gradstein et al., 2004).

Vitrinite reflectance and apatite fission-tracks

Vitrinite reflectance (VR) is the most frequently
used parameter in assessing regional thermal
maturity and is furthermore widely used as a cal-
ibration parameter for numerical simulation of
thermal basin development. Vitrinite reflectance
data on seven sample locations were previously
published (Buggisch, 1978; Schulz & Fuchs, 1991;
Bielefeld, 1998; Table 2). One location was
included where Tmax data were available that
complemented the published dataset on thermal
maturity (Zattin et al., 2006; Table 2). In addition
to this dataset, 11 samples from Upper Permian
sandstones (Gröden Fm) to Middle Triassic basinal
shaly limestones (Buchenstein Fm) were analysed
in this study. Vitrinite reflectance was determined
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by microscopic analysis of percentages of light
reflected from polished organic particles and cal-
ibrated against isotropic standards. The results
are given as mean random reflectance (% VRr ,
for details on methodology and measurement see
Stach et al., 1982; Taylor et al., 1998). Only four
of our samples – mostly Permian sandstones of
the Gröden Fm – contained measurable ‘vitrinite-
like’ organic matter (locations are shown in Fig. 4
and data are documented in Table 2). Several VRr
values had to be excluded as calibration param-
eters in thermal history modelling because of
altered organic matter and/or statistically insignif-
icant measurements (see also Table 2). As the time
component is lacking in vitrinites, apatite fission-
track (FT) thermochronology is commonly used to
determine the magnitude and timing of cooling,
exhumation and rock uplift from shallow crustal
levels (Fitzgerald et al., 1995; Tippett & Kamp,
1995). An extensive study on the surroundings of
the Rosengarten has already been carried out by
Emmerich et al. (2005a). Time–temperature paths
from this study were used to calibrate the thermal
history of the basin (Table 2).

Workflow of the integrated numerical modelling
approach

The challenge during numerical simulation of
present-day subaerially exposed areas is the deter-
mination of the amount and lithology of eroded
overburden. Usually this is realized by extrapo-
lating known successions to the study area but
this dataset has to be verified iteratively dur-
ing thermal modelling calibrated with data on
thermal maturity and thermochronology. Hence,
numerical simulation in this project started with
modelling the burial and thermal history of
the Rosengarten transect and the reconstruction
of its overburden thickness with PetroMod™

(IES GmbH, Aachen, Germany). Essential input
parameters were lithology, sediment–water inter-
face temperatures (SWI, Fig. 8a), palaeowater
depths (PWD, Fig. 8b) and heat-flow develop-
ment (Fig. 8c). Results on the eroded rock column
were obtained by fitting calculated and measured
vitrinite reflectance data (Fig. 9) as well as by
forward modelling t–T paths, fission-track distri-
butions and cooling ages in apatites (Fig. 10). The
eroded thickness derived from numerical simula-
tion was entered with all other necessary input
parameters (Fig. 7) into the inverse modelling
routine of PHIL™ (Petrodynamics Inc., Houston,
USA) in order to determine tectonic-, flexural- and

compaction-induced subsidence rates for forward
simulation of sedimentation. The stratigraphic
forward modelling module of PHIL™ was used
to calculate best-fit stratal patterns and sedi-
mentation rates. At the end of this workflow,
simulated minimum–maximum models were ulti-
mately checked against the real-world/outcrop
data. Calibration of the simulated sedimentation
rates and stratal patterns was hereby performed by
visual comparison with observed geometries along
the Rosengarten transect and by measurement of
stratal thicknesses.

Thermal modelling

Thermal modelling (in addition to petroleum sys-
tems or basin modelling) is now routinely used
in petroleum exploration (Welte et al., 1997;
Makhous & Galushkin, 2004). Numerical simu-
lation software usually incorporates geological,
petrophysical, geophysical and geochemical data
into integrated four-dimensional (4D) frameworks
that allow testing of burial and basin-fill concepts.
The geohistory of basins is subsequently recreated
by these 4D simulations in three spatial dimen-
sions through geological time. The accuracy of
numerical simulations is limited by restricted
knowledge of or uncertainty about the values of
the input parameters used to constrain the basin
history (Peters et al., 2006).

The detailed analysis of the regional ther-
mal maturity (coalification) pattern was combined
with fission-track analyses in apatites in order
to narrow down these uncertainties of thermal
boundary conditions (heat-flow history). The tim-
ing and magnitude of intervals characterized
by subaerial exposure and erosion were deter-
mined (i.e., burial history or geohistory of the
basin). Input parameters for the numerical models
were thicknesses of stratigraphic units, litholo-
gies (Table 1), petrophysical parameters (e.g. ther-
mal conductivities; see Büker (1996) and Hertle
& Littke (2000) for a more detailed descrip-
tion of the calculation of physical properties of
stratified sediment bodies), temperature at the
sediment–water interface (Fig. 8a), palaeowater
depths (Fig. 8b) and heat flow at the base of the
succession (Fig. 8c). Subsidence history and tem-
perature field through time were subsequently
calculated. Burial and heat-flow histories were
continuously calibrated using measured vitrinite
reflectance values (Fig. 9) and fission-track data
derived from apatites (Fig. 10b). The model was
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Fig. 7. Sketch illustrating the workflow during mod-
elling; workflow starts at the top and ends at the
bottom. Input data are arrows towards a simula-
tor (PetroMod™ or PHIL™); output data used for
calibration are lines away from simulators.

then fine-tuned by modifying all input parame-
ters until a satisfactory fit between measured and
calculated calibration data was achieved. Vitri-
nite reflectance was calculated using the EASY%
R0-algorithm of Sweeney & Burnham (1990;
Sachsenhofer & Littke, 1993; Littke et al., 1994;
Leischner, 1994; Sachsenhofer et al., 2002; Fig. 9).
Fission-track data in apatites (age and track length
distribution) were forward modelled with the
algorithm of the AFTSolve® routine (Ketcham
et al., 2000) now incorporated in the latest version
of the basin simulator PetroMod™ (version 9.x;
www.ies.de).

Reverse-basin modelling

Inverse modelling or reverse-basin modelling in
this study followed the sequence-stratigraphy con-
cept, which considers the creation/destruction
of accommodation space and its infill as the
two main controls on sedimentary systems and
basins. Reverse-basin modelling was carried out to

determine (1) all components of total subsidence
(termed ‘subsidence’ in the following text) which
are flexural, tectonic and compaction-induced
subsidence (Fig. 11) and (2) decompacted sedi-
ment flux rates in time. These two datasets are
essential input parameters for the subsequent for-
ward modelling of the sedimentary system where
sedimentation rates are fine-tuned.

Input parameters for the inverse modelling are
lithology (initial porosity; after Bowman & Vail,
1999), geometries (measured and projected bed
thicknesses), palaeowater depth (derived from
facies analysis) and crustal parameters (e.g. effec-
tive elastic thickness Te, plate-end-boundary
distance and density of the mantle). Sea-level
oscillations were initially applied during the
inverse modelling (second-order sea-level curve
after Hardenbol et al. (1998) recalibrated to
the timescale used in this study) but this fre-
quency proved to be too low especially for the
studied interval of platform growth at Rosengarten
(5.8 Myr; Fig. 3 and Table 1) and was subsequently
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Fig. 8. Input data for thermal mod-
elling. (a) Temperatures at the sediment–
water interface (i.e., sea bottom) in time.
(b) Palaeowater depth (PWD) of sea bot-
tom in time as applied during modelling
with PetroMod™ and Phil™. The two
curves show PWD trends for locations
of a proximal lagoon (i.e. transect metre
30) and a distal slope setting (i.e. tran-
sect metre 5970). The curve measured at
a proximal location runs exactly parallel
to the curve measured at a distal loca-
tion apart from the time when the basin
deepens (i.e., the lagoonal curve remains
at constant water depths). (c) Heat-flow
history as applied during modelling with
PetroMod™.

neglected during further modelling runs. Third-
order sea-level oscillations have not been con-
sidered because their timing and amplitude in
the latest Anisian/earliest Ladinian is controver-
sially discussed in the literature (Rüffer & Zühlke,
1995; Gianolla & Jacquin, 1998). Hence, even-
tual accommodation changes related to sea-level
oscillations are incorporated within the calcu-
lated subsidence rates. Owing to the shortness
of the transect (approximately 6 km) and the

rigidity of the underlying rheological basement
(2000–2500 m thick Permian AVC), crustal param-
eters and flexural subsidence play a minor role.
Nevertheless, recent data on the effective elastic
thickness (Te of approximately 20 km) of the litho-
sphere of the Venetian basin (Barbieri et al., 2004)
were applied (Table 3).

Subsidence component, accommodation and
sediment-flux histories were calculated for each
of the timesteps identified in the Permian to
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Fig. 9. Calibration of the subsidence and thermal history
at Rosengarten with measured VRr values. x-axis, vitrinite
reflectance in EASY%_VR0; y -axis, depth in metres (neg-
ative values indicate an elevation above present-day sea
level). Formations are indicated at the right-hand side. The
asterisks reflect measured values, the numbers correspond
to sample locations (see Fig. 4 and Table 2). The curve
illustrates the calculated maturity values of the present-day
situation at Rosengarten. The maturity vs. depth curve was
extracted from the southern part of the transect, i.e., the
part where the density of calibration parameters is at a
maximum.

Late Triassic basin fill (Table 1). Basin reverse
modelling runs in the opposite direction of sed-
imentation: the process starts at time t2 and runs
backwards in time to t0 when all sediment layers
have subsequently been removed (‘backstripped’).
Each timestep (t0, t1, t2) is characterized by a dis-
tinct vector of tectonic subsidence (TS0 to TS2),
flexural and compaction-induced subsidence as
well as a change in palaeowater depth (PWD0 to
PWD2). During each step of removal, the hypothet-
ical depth of the basin floor is calculated without
being loaded and the current depositional sur-
face is adjusted to predefined palaeobathymetry
(Fig. 11). Rates are calculated for each time
layer after the removal of flexural loading effects,
changes in palaeobathymetry, changes in sea level
and compaction. The flexural backstripping pro-
cedure applied in the reverse-basin modelling of
this study is based on the equations introduced by
Turcotte & Schubert (1982, 2002) and Dickinson
et al. (1987). The backstripping procedure with

Fig. 10. Calibration of the subsidence and thermal history
at Rosengarten with measured apatite-fission-track data.
(a) Calculated time–temperature path at Rosengarten as
derived from PetroMod™. x-axis, age in million years; y -
axis, temperature in degrees Celsius. (b) Comparison of
calculated with measured apatite fission tracks. Data values
in grey, calculated values in black.

the applied software – PHIL™ (Marco Polo Soft-
ware Inc., Houston, USA) – is also described by
Bowman & Vail (1999).

Sequence-stratigraphic forward modelling

Stratigraphic forward modelling in this project
was mainly used to quantify carbonate accumu-
lation rates. The simulation of facies patterns
and the identification of processes operating on
the platform slope were a minor goal, as well
as the determination of siliciclastic sedimenta-
tion rates in the Wuchiapingian to Anisian for-
mations. Therefore this chapter – as well as the
entire study – focuses on the methodology of
simulating carbonate sediments. Input parameters
for sequence-stratigraphic forward modelling were
tectonic subsidence, sediment parameters (Fig. 12
and Table 4) and depth-dependant carbonate-
accumulation rates (‘carbonate-production curve’;
Fig. 13). As published by Bowman & Vail (1999),
PHIL™ ‘represents the carbonate production
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Fig. 11. Sketch illustrating the basin reverse modelling process (‘backstripping’). x-axis, time; y -axis, burial depth; strati-
graphic units are marked by letters A to C and different greyscales; arrows below the stratigraphic columns illustrate vectors
of tectonic and flexural subsidence (thick arrow, high subsidence; thin arrow, low subsidence). The principle of devel-
opment of accommodation space is illustrated on the right. Numerical values used for the flexural modelling process are
shown in Table 3.

system with four water-depth-dependant func-
tions’ (Fig. 13) ‘including (1) coarse-grained
traction-load production composed of a laterally
unrestricted factory and a laterally restricted shelf-
margin factory, and (2) fine-grained suspension-
load production composed of an unrestricted
fine-grained factory and a pelagic factory’. How-
ever, as redeposition is included in the ‘produc-
tion’ sensu Bowman & Vail (1999), the modelled
rates reflect accumulation rates, not production
rates. We therefore prefer to use the term accumu-
lation rate sensu Bosscher & Schlager (1993). The
carbonate accumulation functions used in PHIL™

(Bowman & Vail, 1999: ‘productivity functions’)
are normal distribution curves with a specified
width and a maximum accumulation at a spec-
ified bathymetry (Fig. 13). Unrestricted traction
and fine-grained accumulation will occur on any
surface below sea level. Shelf-margin accumu-
lation is centred about an optimal location for
accumulation with respect to the open basin and
exponentially reduced as a function of distance
from that location by a specified factor:

Adepth = M · t · R · e(−(B−Dma)
2/W2)

where Adepth is the accumulation for a cell during
the time increment (sensu Bosscher & Schlager,

1993), M is the maximum accumulation rate
(in m Myr−1), t is time (in Myr), R is a siliciclastic
reduction factor, B is the bathymetry (in m), Dma
is the maximum accumulation bathymetry and W
the width of the productivity function (in m; after
Bowman & Vail, 1999).

Sediment parameters and sedimentation/
accumulation rates were adjusted in an iterative
process within a geologically reasonable range and
in accordance with measured data (Table 4) until a
match with present-day geometries was achieved.
During this iterative course of forward modelling,
a sensitivity analysis was carried out in order to
determine the influence of different carbonate-
specific sedimentation parameters. Bowman &
Vail (1999) have described in further detail
the stratigraphic forward modelling process with
PHIL™.

RESULTS

Thermal modelling

The combination of vitrinite reflectance recording
the maximum temperatures during basin evolu-
tion and fission-track data in apatites recording
the temporal development of heating and cooling
enabled a highly fine-tuned thermal model of the
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Table 3. Input parameters for flexural inverse modelling.

Sediment type Sedimentary parameters

Ranges in
Bowman & Vail
(1999)

This
study

Siliciclastics Fluvial plain gradient 0.001–0.00001 0.001
Coastal plain gradient 0.0–0.00001 0.00001
Shoreface gradient 0.01–0.001 0.008
Depositional front gradient 0.1–0.01 0.08
Coastal plain width 0–200 km 20 km
Rollover width 1–5 km 3 km
Depth of offlap break 10–20 m 10 m
Barrier island height 0–10 m 0.1 m
Barrier island width 0–15 km 2 km
Depth of fairweather wave base 5–20 m 10 m
Prodelta suspension distance 5–100 km 15 km
Suspension mixing depth limit 1–200 m 5 m
Traction fraction 0–100% 100%
Coarse sand fraction 0–100% 10%

Carbonates Sabkha gradient 0.0–0.00001 0.000001
Tidal flat gradient 0.0001–0.0006 0.001
Tidal range 0–15 m 1 m
Lagoon gradient 0.01
Back-reef gradient 0.1–0.001 0.02
Depth of reef crest 1–20 m 10 m
Width of margin production 0.1–5.0 km 0.2 km
Rollover width 0.5–3.0 km 1.55 km
Slope gradient 0.01–1.1 0.7 (35◦)
Suspension distance of lagoonal
fine-grained carbonates

1–50 km 0.1 km

Maximum suspension depth of
fine-grained carbonates

3–40 m 3 m

Siliciclastic damping limit 1–150 m Myr−1 1 m Myr−1

Production time increment 0.001–0.025 Myr 0.001 Myr

Gravity flow Minimum bathymetric relief 100–400 m 8 m
Slope-fan threshold depth 0–30 m 30 m
Basin-floor fan gradient 0.001–0.0001 0.001
Slope-fan gradient 0.03–0.001 0.001
Relative water-level trigger factor 0 to –30 m Myr−1 –10 m
Turbidite volume factor 0–1 1

Vertical exaggeration = 50x

Sabkha Tidal flat

Back reef

Rollover
width

Slope

Fair weather
wave base

Reef crest depthHigh tide Mean sea level

0 km

0 m

100 m

10 km

Fig. 12. Sketch illustrating the depositional environments
and parameters used during the forward-modelling pro-
cedure of PHIL™ (modified after Bowman & Vail, 1999).
Numerical values of the input parameters in Table 4.

Table 4. Input parameters for sequence-stratigraphic
forward modelling.

Flexural parameters This study

Flexural wavelength (km) 55.0
Effective elastic thickness (km) 20.2
Mantle density (kg m−3) 3340.0
Water density (kg m−3) 1030.0
Left taper limit (km) 50.0
Right taper limit (km) 500.0
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Fig. 13. Carbonate-production rates as a function of water depth during simulation with PHIL™. x-axis, carbonate-
production rates in m Myr−1; y -axis, water depth in metres. Legend to functions to the bottom right. The most important
variables (depth, maximum and width of production) used in the carbonate-productivity functions of PHIL™ (Bowman
& Vail, 1999) are indicated for the slope function (dashed black line). In order to reproduce present-day geometries, the
production of the carbonate factory had to be set to values between 900 and 1000 m Myr−1. Production increases from
periplatform environments (900 m Myr−1) across the margin (950 m Myr−1) to the slope (1000 m Myr−1). Pelagic production
(i.e., Buchenstein Fm) was limited to 50 m Myr−1.

southwest Dolomites. Modelling was stopped at
a deviation of less than 5% with respect to the
calibration data. In other words, the difference
between iterative changes of input parameters
such as: (1) the magnitude and timing of heating or
cooling; (2) changes in sediment–water-interface
temperatures; and (3) overall stratigraphic thick-
ness was less than 0.3%.

Time–temperature history

A constant heat flow of around 60 mW m−2 is a
typical value for continental crust (Allen & Allen,
1990) and hence it also was the starting point of
this numerical simulation. However, after numer-
ous runs of iteratively calibrated geohistory simu-
lation it turned out that two intervals of elevated
basal heat flow (Fig. 8c) are required in this part
of the southwest Dolomites in order to match mea-
sured apatite fission-track data (Fig. 10). The first

interval between 285 and 253 Ma corresponds to
the generation, extrusion and cooling of the Per-
mian Atesina Volcanic Complex (AVC); the second
interval between 233 and 225 Ma corresponds to
a time when strong hydrothermal activities are
recorded in the Val di Fassa area. This modelling
result is in accordance with suggestions by Greber
et al. (1997), who proposed that heat flow reached
its peak (90 mW m−2) at 236 Ma when an intru-
sion of pegmatites and an appearance of tuffs and
localized lava flows are observed across the cen-
tral Southalpine domain. This is also backed up by
Bertotti et al. (1997, 1999) but with different esti-
mates for time and extent of the elevated basal heat
flow. All aforementioned authors concluded that
the heat flow decreased to values of approximately
70 mW m−2 by 220 Ma. In contrast, Zattin et al.
(2006) suggested that heat flow remained at high
values until the end of Jurassic rifting. We believe
that the observations of Barth et al. (1993, 1994) – a



ANFMS: “ANFMS_C001” — 2008/8/29 — 16:48 — PAGE 19 — #19

Syn- to post-depositional history of a prograding carbonate platform 19

hydrothermal event in the Val di Fassa area reset-
ting isotopic clocks at around 230–225 Ma – much
better reflects the thermal evolution in our study
area. The time interval between ∼100 Ma until
today is characterized by a slowly decreasing basal
heat flow down to values of 45 mW m−2, as for
example measured in wells in the Belluno basin
(Sedico-1; Zattin et al., 2006).

Thermal modelling indicates that maximum
thermal maturity is reached during the Late Tri-
assic (at the beginning of stage 4 in Fig. 14a and
in Fig. 15b) shortly after the temperature anomaly
during the extrusion of the Wengen Group vol-
canics (around 230 Ma; Fig. 14b) rather than
during maximum burial (Fig. 15c). Formation tem-
peratures return to background levels ∼220 Ma
and even seem to display a slightly negative
anomaly (Fig. 14b). Thermal maturity remains
unchanged up to the present day as the strata
remain in the same temperature regime (Figs 14a
and 15c and d); in other words, formation tem-
peratures are constant despite increasing burial
to deep-sea settings at the end of the Cretaceous
(stage 4, Fig. 14b). Formation temperatures do
not decrease during continent–continent collision
(stage 5, Fig. 14b) and drop only as the Dolomites
are exhumed to a subtle foreland-basin setting
(stage 6, Fig. 14b). Fast exhumation to present-day
settings decreases formation temperatures rapidly
(stage 7, Fig. 14b).

Basin geohistory

Sedimentation on the exposed basement starts
at around 260 Ma (Table 1 and Fig. 14), lead-
ing to a continuous subsidence to depths at the
top basement of about 800 m (stage 1 in Fig. 14).
Uplift in the southwest Dolomites triggers sub-
aerial erosion during stage 2 and the subse-
quent development of the Anisian unconformity
(Fig. 14). The third stage (Fig. 14) is characterized
by rapid subsidence until Middle/Late Triassic
times; this episode corresponds to the accumula-
tion of the Schlern Dolomite Fm 1 carbonate plat-
form. The top of the youngest strata preserved at
Rosengarten is indicated by the dashed line in
Fig. 14. The thick sedimentary package deposited
directly afterwards represents the airborne and
submarine volcaniclastics of the Wengen Fm.

In order to keep platform tops and basin floors
horizontal and to maintain a common gradient
of slope deposits throughout all growth stages
(Fig. 16), water-depth maps of more than 800 m
in the deepest settings had to be applied. These

palaeobathymetric values are in accordance with
assumptions from Bosellini & Stefani (1991) and
Brack & Rieber (1993). Compaction of strata under-
neath the Rosengarten platform moves basin-
ward together with its prograding carbonate slope,
reducing porosity by its overburden (Fig. 16a–f;
cf. Hunt & Fitchen, 1999; Permian Delaware and
Midlands basins, USA). Highest porosities are pre-
served where the overlying sediments are at a
minimum until the extrusion of the Wengen Group
fills the basins (Fig. 16g). This interval is followed
by a long period of steady subsidence (formation of
the Trento platform, stage 4 in Fig. 14). Maximum
thermal maturity of the transect is reached dur-
ing Late Triassic times when basal heat flow is at
a maximum (Figs 14a and 15a,b). The subsequent
burial and subsidence of the Trento platform to
deep-marine environments does not increase the
thermal maturity significantly as heat flow dimin-
ishes during this period (Figs 8c and 15b,c). Max-
imum burial of the succession is reached dur-
ing Late Cretaceous time (80 Ma; Fig. 14) when
the polarity of the tectonic regime changes from
extension to compression (Hsü, 1989; Dercourt
et al., 2000). Continuous uplift until about 32 Ma
(stage 5 in Fig. 14, corresponding temperatures in
Fig. 10a) followed by subaerial exposure and ero-
sion of the youngest strata of the succession allows
for a cooling of the basal strata below 80◦C as
required by the FT data (stage 6 in Fig. 14). Deposi-
tion of late Oligocene conglomerates (Monte Parei
Fm, stage 6 in Fig. 14) leads to short-lived subsi-
dence until major uplift occurs from 12 Ma onward
(stage 7 in Fig. 14).

Another important result of thermal modelling
is the quantification of eroded thicknesses above
the present-day stratigraphy. The integrated mod-
elling approach constrains the overburden to less
than 1100 m (see bed thicknesses in Table 1). Both
thermal maturity and apatite fission-track data
clearly rule out a thick Mesozoic and Cenozoic sed-
imentary cover, which is also supported by recent
studies on the burial history of the Trento platform
(Zattin et al., 2006). This furthermore confirms that
there is no extensive Miocene cover during a flysch
or foreland basin stadium as postulated by stud-
ies from other basins in the Alps (Venetian basin;
Massari et al., 1986; Eastern Alps: Winkler, 1988).
The VRr values from Permian sandstones in our
study area are too low (Table 2) and the forward-
modelled fission-track ages and t–T development
(Fig. 10) indicate temperatures of around 80◦C
from 220 to 40 Ma and <80◦C in the Permian suc-
cession since 40 Ma. The latter feature points to
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Fig. 15. Basin evolution at Rosengarten (PetroMod™). x-axis, distance along the transect in metres; y -axis, depth/elevation
in metres; formations are indicated at the right-hand side; name and age of timestep in the upper right corner. Vertically
exaggerated. Overlay: calculated maturity values (%VRr ), legend to the lower left. Increasing temperature during burial and
rising basal heat flow create higher thermal maturity preserved until today. Fig. (d) shows the present-day situation where
maximum thermal maturity is recorded by organic matter in coarse- to medium-grained sandstones of the Permian Gröden
Fm (see Table 1). (a) Timestep after Archelaus biozone (Middle Triassic), i.e., after the last stage of platform progradation.
(b) Timestep after deposition of the Wengen Fm (Middle Triassic), i.e., after maximum heating. (c) Timestep after deposition
of the Antruilles Fm (Upper Cretaceous), i.e., after maximum burial. (d) Present-day situation.

Fig. 14. (Opposite page) Burial history of a pseudo well through the Rosengarten transect as calculated by PetroMod™;
same location as the calibration plot in Fig. 9. x-axis, age in Ma (abbreviations: P, Permian; Tr, Triassic; K, Cretaceous; Pg,
Paleogene; Ng, Neogene); y -axis, burial depth in metres; black lines are boundaries of formations and their subdivisions.
Bar at the top (numbers 1–7) indicates the main stages of basin evolution with their corresponding ages. The top of the
preserved stratigraphy at Rosengarten is indicated by a dashed line. (a) Overlay: calculated vitrinite reflectance (%VRr )
indicating the thermal history (legend/colour code to the lower left) of the basin. (b) Overlay: calculated temperature (◦C)
indicating the thermal history (legend/colour code to the lower left) of the section at Rosengarten.
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a rapid uplift and exhumation of the succession
as observed in other areas of the Alps and their
surroundings – whether steady state or episodic
(Bernet et al., 2001; Carrapa et al., 2003; Zattin
et al., 2003; Bertotti et al., 2006).

Basin reverse modelling

The basin reverse modelling routine of PHIL™

(Fig. 11) calculates subsidence rates for every grid
point along the transect. Two sets of subsidence
rates are presented in Fig. 17, one set is derived
from a proximal location within the platform inte-
rior (transect metre 30) and another one from a
distal location in the basin (transect metre 5970).
Owing to the rigidity of the underlying Permian
AVC (>2000 m thickness) and the shortness of
the transect (<10 km length), there are no distinct
differences in flexural subsidence between a prox-
imal and a distal setting. Differences in subsidence
in the beginning of basin evolution – during late
Wuchiapingian (uppermost part of the Gröden Fm
and Fiamazza Member of the Bellerophon Fm) and
late Scythian (Seis Mbr of the Werfen Fm) times –
are attributed to lateral changes in bed thickness
owing to relative movements along small faults.
The differences in subsidence between a distal
and proximal setting on the transect during late
Anisian/early Ladinian times (Schlern Dolomite
Fm 1, Reitzi and Secedensis biozone) originate
mainly from differences in compaction-induced
subsidence as larger amounts of carbonate sedi-
ment are accommodated in a proximal, lagoonal
realm. As this paper focuses on the Anisian–
Ladinian platform evolution, a detailed descrip-
tion of the pre-Anisian subsidence history is omit-
ted for clarity.

Anisian to Late Triassic subsidence rates

Subsidence commenced with the deposition of
the Richthofen Fm (conglomerates and evaporites)
and increased during Morbiac Fm sedimentation
(bituminous limestones and marls). The shallow
marine carbonate ramp of the Contrin Fm repre-
sents an interval of decreasing subsidence. On top

of the Contrin Fm, a basinwide correlatable uncon-
formity developed due to a subsidence peak with
rates of up to 820 m Myr−1. These values decrease
significantly to 200–300 m Myr−1 during the Sece-
densis biozone, before subsidence drops down
to values around 130 m Myr−1 (Curionii biozone)
or less (50–60 m Myr−1; Gredleri and Archelaus
biozone) and eventually Wengen volcanics ter-
minated platform growth. These high subsidence
rates during the upper Reitzi and entire Seceden-
sis biozone are responsible for the aggradational
behaviour of the Rosengarten platform. As subsi-
dence drops to 100 m Myr−1, progradational pat-
terns develop. As mentioned earlier and discussed
by several authors (Blendinger, 1985; Doglioni,
1987), the study area was located near an active
strike-slip fault system during most of the Meso-
zoic. Hence it seems likely that movements along
the Cima Bocche Line/Stava Anticline triggered
these temporal changes in subsidence (Emmerich
et al., 2005a).

Stratigraphic forward modelling

In order to adequately simulate the Rosengarten
platform with a larger platform interior to the north
and a larger basin to the south, the transect had to
be extended by 2 km on each side. Essential results
from previous modelling steps – such as tectonic
subsidence rates and sediment flux (Fig. 7) – were
incorporated in the input for the stratigraphic
forward simulator of PHIL™. Sediment param-
eters and sedimentation rates were adjusted as
explained earlier and discussed in Bowman & Vail
(1999). Subaerial erosion was neglected during
the forward simulation but carbonate redistribu-
tion to slope and basin was accounted for. Hence,
the rates presented in this study correspond to
best-fit accumulation rates (in the sense of calibra-
tion with the present-day outcrop). Real (i.e., fos-
sil) accumulation rates would be higher because
subaerial erosion and bioerosion have to be com-
pensated for by carbonate production and sedi-
mentation. However, the Anisian and Ladinian
sea-level oscillations – indicated by the record
in the neighbouring Latemar platform (Zühlke,

Fig. 16. (Opposite page) Modelled porosity evolution during progradation at Rosengarten (PetroMod™). x-axis, distance
along the transect; y -axis, depth/elevation; overlay, porosity (%); legends bottom right. The progradation of the carbonate
platform reduces porosity in the underlying strata. For further explanation refer to the text. (a) After deposition of the
Contrin Fm (242.87 Ma). (b) After the Reitzi biozone (242.29 Ma). (c) After the Secedensis biozone (240.97 Ma). (d) After
the Curionii biozone (238.80 Ma). (e) After the Gredleri biozone (238.00 Ma). (f) After the Archelaus biozone (237.10 Ma).
(g) After deposition of the Wengen Fm (232.00 Ma).
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M
yr

−1

(Myr)

Fig. 17. Calculated total-subsidence development at the study area until the extrusion of Wengen Group volcanics (basin-
reverse modelling module of PHIL™). x-axis, age in Ma; y -axis, subsidence rates in m Myr−1. Subsidence was calculated at
a proximal (transect metre 30; grey line) and a distal point (transect metre 5970; black line). Differences in total subsidence
at proximal and distal settings are mainly attributed to differences in compaction-induced subsidence (thicker succession
in distal parts). Timescale after Lehrmann et al. (2002), Mundil et al. (1996, 2001, 2003) and Yugan et al. (1997). Permian
stages after Yugan et al. (1997), Triassic stages after Brack & Rieber (1993, 1994). ∗The backstripping process of PHIL™

is not capable of calculating subsidence values of nowadays eroded formations. Therefore, the timespan of the Anisian
Unconformity pictured in this figure comprises also the interval of deposition of the Val Badia and Cencenighe Members
of the Werfen Fm (Table 1).

2004) – are of extraordinary high frequency and
low amplitude. Therefore, the exposure time, as
shown at the Latemar by dolomitic caps on top of
shallowing-upward cycles (Goldhammer & Harris,
1989), of the platform top is short, and the influ-
ence of subaerial erosion can be neglected. This
also implies that the carbonate factory of the plat-
form margin and slope remains switched on dur-
ing all stages of accommodation change, as seen
in studies on the composition of calciturbidites

derived from Middle Triassic platforms in the
Dolomites (Reijmer et al., 1991; Reijmer, 1998;
Maurer & Schlager, 2003; Maurer et al., 2003).
The influence of bioerosion is, however, difficult
to quantify because it depends on many factors
which are impossible to derive from the geologi-
cal record. As mentioned earlier, accommodation
changes are included in total subsidence rates
and thus also constitute a small proportion of the
forward modelled carbonate accumulation rates.
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During the course of forward modelling, the entire
carbonate system was set very sensitive to sili-
ciclastic poisoning (i.e., its lower limit; Table 4)
and accumulation time increments of the output
files were 1 kyr (smaller time increments were lim-
ited by computing power) such that the temporal
platform development could be simulated in great
detail (approximately 5800 timesteps for the entire
Rosengarten history).

Sensitivity analysis

A sensitivity analysis was carried out in order
to quantify the influence of all input param-
eters (Table 4) of the PHIL™ simulator. The
main results of this analysis are summarized in
Fig. 18a–d. More than 1200 different runs with
different numerical values of the input parame-
ters were calculated in order to achieve a best-fit
model. Among the 13 carbonate-specific ones,
two parameters emerged as the most important:
(1) suspension width of fine-grained carbonates
and (2) rollover width (influencing the distribution
of boundstone facies on the slope; for parame-
ter definition see Fig. 12; for numerical values
see Table 4). The challenge of the forward model
was to match slope inclination, growth mode and
distribution of boundstones on the slope. The
correct pattern of aggradation followed by progra-
dation, the extent of boundstones on the slope
and the observed geometry of steep, straight to
exponentially curved clinoforms was successfully
modelled. This required the unique combination
of rollover width set to 1.55 km and a very short
suspension distance of lagoonal fine-grained car-
bonates of 0.1 km.

The reason why the suspension distance of
fine-grained material from the platform top was
set to such low values (Table 4) is the incorrect
deposition of carbonate on the upper slope with
higher values of the suspension distance (cf. bulge
of the upper slope in Fig. 18a). This peculiar
behaviour of the modelled slope system is related
to the ‘carbonate productivity function’ of PHIL™

(Fig. 13) which already includes redeposition
(Bowman & Vail, 1999). If the suspension distance
was larger than the extent of the platform slope
and all material was exported to basinal settings,
progradation could not be modelled (Fig. 18b).

As discussed in the literature (Reijmer et al.,
1991; Blendinger, 1994; Reijmer, 1998; Ken-
ter et al., 2002, 2005; della Porta et al., 2004;
Seeling et al., 2005), the main carbonate fac-
tory is located on the upper slope and within

water depths between 0 and 300 m. This spe-
cific, slope–productivity-driven growth character-
istic is especially true for prograding carbonate
platforms (Bosellini, 1989; Boni et al., 1994;
Seeling et al., 2005). Similarly, Kenter et al.
(2005) and della Porta et al. (2004) attribute the
progradation of Carboniferous carbonate platforms
in the Cantabrian Mountains of Spain mainly
to an increased productivity of the cement-rich
boundstone belt. The only possibility to simulate
restricted in situ carbonate accumulation on the
upper slope with PHIL™ is to model the shelf-
margin factory, i.e., the lithology ‘boundstone’
(Bowman & Vail, 1999, p. 129). All other carbon-
ate sediments on the slope are modelled by PHIL™

with a significant amount of allochthonous mate-
rial such as lithoclastic rud- to wackestones (cf.
Bowman & Vail, 1999; refer also to Section on
‘Sequence stratigraphic forward modelling’).

Best-fit model

The best-fit model is presented in Fig. 19a and b,
where Fig. 19a shows the modelled transect after
the last timestep of platform growth (Archelaus
biozone, 237.10 Ma) with an overlay of lithofacies,
and Fig. 19b shows the same model with an over-
lay of palaeobathymetry. The formations above the
Permian basement and underneath the carbonate
platform such as Gröden Fm (siliciclastics above
the basement), Bellerophon Fm (evaporites and
carbonates underneath the thin light blue line
marking grainstones of the Tesero-Oolite Mem-
ber at the P/T boundary), Werfen Fm (carbonates
and clastics underneath the thin red line marking
coarse-grained siliciclastics of the Richthofen Fm)
and all other Anisian strata (fine-grained carbon-
ates above the Richthofen Fm) are easy to discern
in Fig. 19a. Formation of the Rosengarten platform
post-date these Anisian strata. Platform nucleation
on top of the Contrin Fm carbonate ramp occurs
in response to various input parameters/boundary
conditions: (1) a narrow margin combined with
a restricted rollover width (Table 4); (2) higher
accumulation rates on the upper slope than on the
platform top (Fig. 13); and (3) subtle differences in
basal topography owing to fault movement and/or
lateral differences in subsidence (Fig. 19a). Minor
back and forth adjustments of the margin dur-
ing the first stage of platform development are
attributed to difficulties of the carbonate system
in establishing slope and keeping up with the
rapid accommodation increase during the Reitzi
biozone (sediment input in time is nearly outpaced
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Rollover width 3.1 km
Suspension width 0.1 km

Rollover width 0.15 km
Suspension width 0.1 km

Rollover width 1.55 km
Suspension width 5.0 km

Rollover width 1.55 km
Suspension width 0.5 km

Fig. 18. Sensitivity analysis of the forward model (pictured platform development after the Archelaus biozone, 237.10 Ma).
(a) Rollover width 1.55 km (wide boundstone belt) and suspension width 0.5 km (bulge-like deposition of fine-grained mate-
rial in an intermediate position and steep proximal clinoforms) resulting in weak, late-stage progradation. (b) Rollover width
1.55 km (wide boundstone belt) and suspension width 5.0 km (deposition of fine-grained material in a distal position and
steep proximal clinoforms) resulting in aggradation, late-stage progradation. (c) Rollover width 0.15 km (narrow boundstone
belt) and suspension width 0.1 km (deposition of fine-grained material within the bounds of the slope and exponentially
curved clinoforms) resulting in weak retrogradation. (d) Rollover width 3.1 km (wide back-reef belt and narrow boundstone
belt) and suspension width 0.1 km (deposition of fine-grained material within the bounds of the slope and exponentially
curved to nearly straight clinoforms) resulting in progradation. For legend see Fig. 19.



ANFMS: “ANFMS_C001” — 2008/8/29 — 16:48 — PAGE 27 — #27

Syn- to post-depositional history of a prograding carbonate platform 27

F
ig
.1
9.

R
os

en
ga

rt
en

tr
an

se
ct

as
si

m
u
la

te
d

w
it
h

P
H

IL
™

af
te

r
th

e
la

st
ti
m

es
te

p
of

p
la

tf
or

m
p
ro

gr
ad

at
io

n
(A
rc
h
el
au

s
bi

oz
on

e,
23

7.
10

M
a)

.x
-a

xi
s,

d
is

ta
n
ce

al
on

g
tr

an
se

ct
in

ki
lo

m
et

re
s;
y
-a

xi
s,

el
ev

at
io

n
/d

ep
th

in
m

et
re

s
(n

eg
at

iv
e

va
lu

es
,e

le
va

ti
on

ab
ov

e
se

a
le

ve
lo

ft
h
e

re
sp

ec
ti
ve

ti
m

es
te

p
;p

os
it
iv

e
va

lu
es

,d
ep

th
be

lo
w

se
a

le
ve

l)
;n

o
ve

rt
ic

al
ex

ag
ge

ra
ti
on

.(
a)

O
ve

rl
ay

:l
it
h
ol

og
ie

s.
O

w
in

g
to

th
e

si
m

il
ar

it
y

in
gr

ai
n

si
ze

,fi
n
e-

gr
ai

n
ed

to
e-

of
-s

lo
p
e

d
ep

os
it
s

(S
ch

le
rn

F
m

)h
av

e
th

e
sa

m
e

co
lo

u
r
co

d
e

as
th

e
fi
n
e-

gr
ai

n
ed

ca
lc

it
u
rb

id
it
ic

d
ep

os
it
s

of
th

e
ba

si
n
al

B
u
ch

en
st

ei
n

F
m

.
(b

)
O

ve
rl

ay
:
p
al

ae
ob

at
h
ym

et
ry

.
T

h
is

ov
er

la
y

il
lu

st
ra

te
s

th
e

A
n
is

ia
n

tr
an

sg
re

ss
iv

e
su

rf
ac

e,
w

h
er

e
d
ee

p
m

ar
in

e
se

d
im

en
ts

of
th

e
B

u
ch

en
st

ei
n

F
m

(d
ar

k
bl

u
e)

u
n
co

n
fo

rm
ab

ly
ov

er
li
e

th
e

sh
al

lo
w

-m
ar

in
e

ca
rb

on
at

e
ra

m
p

of
th

e
C

on
tr

in
F
m

(l
ig

h
t
gr

ee
n
).



ANFMS: “ANFMS_C001” — 2008/8/29 — 16:48 — PAGE 28 — #28

28 A. Emmerich et al.

by accommodation change, i.e., A′ → S′; sensu
Seeling et al., 2005). Nevertheless, the aggrada-
tion trend is clearly identifiable. The palaeowater
depth overlay facilitates the recognition of this first
phase and especially highlights the transgressive
surface in basinal settings developed on top of the
Contrin Fm (Fig. 19b).

The resulting trajectories of the margin are illus-
trated in Fig. 20a and b. The first stage, charac-
terized by a steep, nearly vertical trajectory (1 in
Fig. 20; the present-day situation is shown in
Fig. 20c for comparison), is followed by an inter-
val of progradation (2 in Fig. 20). The second
stage – i.e., the Curionii biozone – is typified by
a shallow to intermediate trajectory of the margin
until fast progradation with very shallow trajec-
tories occurs during the last stages (3 in Fig. 20).
A comparison with the growth mode of the Rosen-
garten platform according to Maurer (1999, 2000)
reveals almost the same arrangement of trajectories

Fig. 20. Simplified comparison of the simulated transect
with reality. x-axis, distance along transect; y -axis, eleva-
tion/depth; no vertical exaggeration. (a) and (b) Details from
Fig. 19a (lithology) and 19b (palaeobathymetry). The three
different growth stages are marked with arrows and num-
bers (1: aggradation during Reitzi and Secedensis biozone;
2: progradation during Curionii biozone; 3: rapid progra-
dation during Gredleri and Archelaus biozone). (c) Detail
from reconstructed transect after Bosellini & Stefani (1991)
and Maurer (1999, 2000; Fig. 6). The three different growth
stages are marked in the same way as in (a) and (b). The
last stage of the platform development appears to be dip-
ping to the right (south) owing to the post-sedimentary,
fault-related dip of the underlying strata.

(Fig. 20c). In the model, the initial phase (stage 1)
is a bit shorter whereas the growth stage of the
Curionii biozone (stage 2) seems a bit longer. This
indicates that the duration of the Curionii biozone
may in reality have been shorter than modelled
in this study (i.e., <2.2 Myr as derived from the
chronostratigraphic data of Mundil et al., 1996,
2003).

Decompacted carbonate accumulation rates
without subaerial erosion and bioerosion rates but
including redeposition in some facies (‘production
rates’; Fig. 13) increase from lagoon (‘periplat-
form production’) to slope (‘platform slope pro-
duction’). The growth mode of the Rosengarten
platform is matched with constant accumula-
tion rates throughout all biozones of platform
growth: 900 m Myr−1 was applied for periplatform
accumulation, 980 m Myr−1 for platform margin
accumulation, 1000 m Myr−1 for platform slope
accumulation and 50 m Myr−1 for pelagic accu-
mulation. The width of the carbonate functions
applied in the forward model corresponds to the
following facts: (1) the main carbonate factory
is found on the slope (Blendinger, 1994); and
(2) boundstone carbonate production on the slope
takes place until ∼300 m water depth (della Porta
et al., 2004).

DISCUSSION

Burial and thermal history

Low vitrinite reflectance values together with
short apatite fission tracks indicate a long, shal-
low burial of the Rosengarten succession until
the Oligocene, followed by fast uplift/cooling
(Figs 10 and 14). Values of vitrinite reflectance
between 0.5% VRr and 0.8% VRr indicate max-
imum temperatures during burial of the order of
110◦C. As illustrated by the burial history plot in
Fig. 10b, maximum temperatures were reached by
Late Triassic time when a high basal heat flow of
110 mW m−2 was reached for a short while around
230 Ma. This was necessary in order to reproduce
(1) the observed thermal maturity; and (2) the
measured ages of the apatites. This elevated basal
heat flow during the Late Triassic is associated
with violent magmatic events in the vicinity of
the Predazzo–Monzoni area. Many studies con-
firm this observation by either reset isotopic clocks
from the Fassa Valley (Barth et al., 1993, 1994) or
thermal modelling of sedimentary successions in
the Southern Alps (Greber et al., 1997). However,
our integrated 4D basin simulation contradicts the
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thermal history postulated by Zattin et al. (2006)
for the Dolomites. The raw data presented in this
study as well as the modelling results show no
indications for an elevated Jurassic heat-flow due
to rifting as reported by Zattin et al. (2006).

The Late Jurassic to Cretaceous subsidence trend
calculated by Winterer (1998) for the Trento plat-
form had to be lowered by ∼15%. Otherwise, the
Rosengarten would have been buried too deeply
and the forward modelled time–temperature his-
tory would not have matched the measured fission-
track data. Uplift occurred when the polarity
of plate movement was reversed (approximately
80 Ma), fast uplift prevailed from 32 Ma onward
and the succession eventually moved above the
80◦C isotherm. This rapid exhumation–cooling
rate is confirmed by recent fission-track data of the
Southern and Western Alps (Carrapa et al., 2003),
as well as by provenance analyses (Dunkl et al.,
2001; Zattin et al., 2003) and apatite (U–Th)/He
thermochronology (Bertotti et al., 2006).

Porosity evolution

The porosity evolution of the strata underlying
the carbonate platform reflects the growth mode of
the Rosengarten. During the last, progradational
stage of platform evolution, maximum porosities
in the Permian Gröden Fm are preserved in dis-
tal, basinal areas (Fig. 15e and f). The decrease in
porosity underneath the slope sediments mimics
their progradation – i.e., an area of low porosity
is moving basinwards propagated by compacting
slope deposits. This has implications for (1) early
diagenetic fluid-flow dynamics and (2) shallow
siliciclastic hydrocarbon reservoirs below pro-
grading (carbonate) slopes. Concerning (1), the
migration of fluids during the earliest stages of
diagenesis might thus be rather basinward than
directed towards the platform owing to the pres-
sure differences exerted by the different timing
of sedimentary loading. With respect to model 2,
better reservoir characteristics are subsequently
preserved underneath basinal strata, not under-
neath carbonate platforms. However, basin infill
and diagenesis during deeper burial will most
probably level lateral differences in the underlying
strata (Fig. 15g).

Carbonate accumulation rates

Previous studies on reef communities and carbon-
ate platforms in the Dolomites (Fois & Gaetani,
1984; Senowbari-Daryan et al., 1993) have stressed

the Anisian recovery of reef builders from the
end-Permian faunal crisis when 62% of marine
invertebrate families (McKinney, 1985) and up to
96% of species (Raup, 1979) were extinguished.
New investigations on trace-fossil abundance in
the Lower Triassic Werfen Fm (Fig. 3) demonstrate
a gradual reappearance of taxa throughout the
Lower Triassic of the Dolomites (Werfen Fm) and
a complete recovery in the Uppermost Scythian
(represented by the top of the Werfen Fm; Twitch-
ett, 1999). In addition, palaeontological studies
from other Triassic carbonate platforms around the
world also indicate a fast recovery of the calcimi-
crobial carbonate factory (for complete discussion
and references see Flügel, 2002).

These different observations are confirmed by
the modelled sedimentation rates: accumulation
of up to 1000 m Myr−1 of carbonate sediment is
necessary in order to: (1) keep-up the platform dur-
ing the rising A′/S′ conditions at the beginning;
and (2) to simulate the fast progradation during
the decreasingA′/S′ conditions in the second stage
of platform development (sensu Seeling et al.,
2005). The best fit with present-day geometries
was achieved using a constant rate of carbonate
accumulation from 900 to 1000 m Myr−1, increas-
ing from platform top to upper slope. Hence,
the main in situ carbonate factory is located on
the margin and upper slope ranging from shal-
low subtidal to 200–300 m water depth. This is
in accordance with studies on carbonate platforms
from the Upper Carboniferous of the Asturian
and Cantabrian mountains in Spain (Kenter et al.,
2002, 2005; della Porta et al., 2004) and con-
firmed at platforms where A′ > 0 and A′/S′ → 0
(i.e., ‘pathologically prograding’ Bosellini, 1989;
Seeling et al., 2005). In the Dolomites, the studies
of Keim & Schlager (2001) and Maurer et al. (2003)
highlight the importance of the automicrite factory
on the slope for the growth of Middle Triassic
carbonate platforms. The boundstone facies with
laterally restricted and hence in situ accumulation,
modelled in this project, is the driving mechanism
behind (1) initial platform growth and (2) late-stage
progradation.

Previous studies have calculated/estimated
compacted accumulation rates of 200–500 m Myr−1

(Dürrenstein: Schlager, 1981; Schlager et al.,
1991), 600 m Myr−1 (Sella: Keim & Schlager,
2001) and 800 m Myr−1 (the Anisian part of the
Latemar succession: Egenhoff et al., 1999) for Mid-
dle to Late Triassic carbonate platforms in the
Dolomites. The rates simulated during this study
are higher because they represent decompacted
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accumulation (up to 1000 m Myr−1 of accumula-
tion in order to keep up with up to 820 m Myr−1

of subsidence). However, these values are within
the range of the slope-shedding model of Ken-
ter et al. (2005), who postulated ∼1000 m Myr−1

of in situ boundstone growth for prograding plat-
forms in the Carboniferous (Asturias, Spain and
North Caspian Basin, Kazakhstan). This adds fur-
ther evidence to observations of a rapid recovery
of the carbonate factory some 10 Myr after the fau-
nal crisis at the end of the Permian (following
the timescale in Table 1). Hence, the results of
our study question the hypothesis of mounded
geometries owing to low carbonate productivity
at the coeval but drowned Monte Cernera car-
bonate platform (Blendinger et al., 2004). It is
much more likely that the drowning is related to
upwelling of cold water masses into the western
Tethys as proposed by Preto et al. (2005) than to
low productivity of a not fully recovered carbonate
factory.

The difference of 80–180 m Myr−1 between sub-
sidence rates as determined by the basin-reverse
modelling and the minimum carbonate accumula-
tion rates as required in the stratigraphic forward
modelling results for two reasons: (1) timesteps
in basin-reverse modelling are much longer than
in forward modelling and they thus reflect longer
intermediate values (106–105 vs. 103–102 years);
(2) carbonate sediments are redistributed out of the
transect (debris flows, calciturbidites) and subject
to bioerosion and dissolution. These effects have
subsequently to be added on top of the subsidence
rates.

Controls on platform evolution at Rosengarten

The slope of the Rosengarten is characterized by
two stages of platform evolution as recognized by
Bosellini (1984), Bosellini & Stefani (1991) and
Maurer (1999, 2000). The initial aggradational
phase is followed by a progradational period
towards the end of platform development. This
study shows that a significant increase in carbon-
ate accumulation rates during the development of
the Rosengarten platform as postulated by Maurer
(1999, 2000) is not necessary for the explanation of
this behaviour and can most likely be ruled out as
a possible explanation for the fast progradation.

(1) The onset of platform formation occurs in
the late Anisian. By this time, the carbonate
factory in the Dolomites is fully recovered
from the faunal crisis at the Permian–Triassic

boundary as evidenced by early Anisian
reef communities (Fois & Gaetani, 1984;
Senowbari-Daryan et al., 1993).

(2) The existence of the Rosengarten platform cov-
ers less than five biozones (i.e., 5.77 Myr) – an
interval during which changes in intrinsic fea-
tures (sensu Schlager, 2000; i.e., changes of
the biotic and abiotic carbonate factory) are
not observed on coeval platforms in the vicin-
ity (Emmerich et al., 2005b, and references
therein).

(3) According to Schlager (1999), the accumula-
tion rate of carbonate platforms is much more
likely to decrease in the million-year range
due to changing environmental factors – a fact
which would contradict increasing accumula-
tion rates.

(4) The palaeogeographical configuration of the
southwest termination of the Tethys is more
or less stable during the Anisian and Ladinian,
there are no indications for climate changes
(Dercourt et al., 2000).

Therefore, temporal changes in tectonic subsi-
dence have to be assumed as the driving force for
this two-phased growth. A short-lived, pulse-like
peak of up to 820 m Myr−1 subsidence during the
Reitzi biozone decreased to 200–300 m Myr−1 dur-
ing the Secedensis biozone, resulting in an aggrad-
ing platform. As soon as the Curionii biozone
was reached, subsidence dropped to 100 m Myr−1

resulting in strong progradation of the platform
lasting until the termination of platform develop-
ment via the extrusion of Wengen Group volcanics.
Changes in wind or wave direction as the driv-
ing mechanisms behind platform progradation are
considered less likely for two reasons.

(1) This extrinsic factor must have first hin-
dered (during the aggradational phase) and
then promoted progradation of the slope. This
means that environmental factors must have
changed by 180◦ during the growth of the
Rosengarten platform. This radical change is
not supported by any other observations from
the Dolomites (Egenhoff et al., 1999).

(2) The main carbonate factory is located on the
upper slope and is especially active during
progradational phases (Blendinger, 1994; Rei-
jmer, 1998; Della Porta et al., 2004; Seel-
ing et al., 2005). This behaviour was coined
‘slope-shedding’ by Kenter et al. (2005).
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The subsidence peak of the late Reitzi to early
Curionii biozone can be observed throughout the
western Dolomites (Bechstädt & Brandner, 1970;
Bechstädt et al., 1978; Rüffer & Zühlke, 1995) and
is most probably connected with strike-slip tecton-
ics at the transpressive–transtensive passive con-
tinental margin (Doglioni, 1983, 1984; Blendinger,
1985). As the southeast side of the Rosengarten is
located very close to the Stava Line/Cima Bocche
Anticline (approximately 10 km), this two-phased
growth is most probably caused by tectonic move-
ments and stillstands along this line. Sudden,
in the order of 1 Myr or less, movements cause
peaks in tectonic subsidence (intervals with aggra-
dational clinoforms) whereas during times of tec-
tonic inactivity and/or updoming of the Predazzo
magmatic chambers subsidence stopped (intervals
with progradational clinoforms).

CONCLUSIONS

The chosen methods of an integrated basin simu-
lation are a prerequisite for modelling subaerially
exposed sedimentary systems. The quantification
of sedimentary hiatuses, erosion and burial by
thermal subsidence modelling corrects for com-
paction and stratigraphic bias before sequence-
stratigraphic modelling is realized. Integrated
basin simulation must include the reconstruction
of burial history. Calibration of thermal modelling
with vitrinite reflectance and FT measurements
revealed that Neogene flysch or molasse-type
sediments above the present-day topography, as
inferred for other Alpine basins (Massari et al.,
1986; Winkler, 1988), did not affect tempera-
ture and burial history. In other words, these
foreland-basin sediments were either very thin or
not present at all. The thinness of eroded stratig-
raphy above the Rosengarten transect contrasts
with the regional coalification pattern of the east-
ern Dolomites (Zattin et al., 2006). The higher
thermal maturity in that area requires either a sig-
nificantly higher heat flow or greater thicknesses
of the now eroded Cretaceous to Cenozoic over-
burden. Whereas the latest cooling phase of the
eastern Dolomites seems to be similar to that of
the Rosengarten area, higher thermal maturity in
the eastern and central Dolomites further high-
lights the importance of the Trento platform for
the thermal evolution of the western Dolomites.

Owing to numerous and high-quality chrono-,
bio- and cyclostratigraphic data, the Middle Trias-
sic Rosengarten carbonate platform is an ideal area

for assessing carbonate accumulation rates after
the Permian–Triassic crisis and the response of
platforms to temporal changes in subsidence. An
integrated approach of thermal and stratigraphic
modelling reveals that the Rosengarten platform
keeps up successfully with subsidence rates of up
to 820 m Myr−1. Both stages of platform growth –
first aggradation and later progradation – originate
in temporal variations in total subsidence. In the
case of the Rosengarten, tectonic subsidence and
its variations have been discussed as the major
extrinsic (sensu Schlager, 2000) factors for plat-
form and slope evolution. Other parameters such
as sea-level oscillations and palaeowind or -wave
directions were significantly less important and/or
heavily overprinted by variations in subsidence.
High-frequency sea-level oscillations as recorded
by the accommodation history of the lagoonal
interior at Torri del Vajolet (Fig. 5a) have not
been preserved or recorded in the development of
the platform slope (Harris, 1994; Reijmer, 1998;
Emmerich et al., 2005b). The best-fit carbonate
accumulation rates of 900–1000 m Myr−1 reach the
values of subrecent carbonate platforms (Enos,
1991). Additionally, sequence-stratigraphic for-
ward modelling allowed further constraints on
the palaeowater depths of the Buchenstein Fm.
Best-fit simulation indicates water depths of up
to 800 m at the sediment–water interface of the
distal succession. The key considerations of this
study are: (1) the locus of the carbonate factory
on the upper slope; (2) its high productivity after
the Permian–Triassic faunal crisis; and (3) the
independence of production from sea-level and
ultimately accommodation change.
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ABSTRACT

Although factors that control the distribution of carbonate sediments are relatively well
understood, their interaction in producing known geometries remains poorly known.
A fine-scale forward model was developed to analyse the controls on decimetre-scale
heterogeneity and carbonate facies distribution within larger-scale sediment bodies.
The model was tested on a Frasnian (Late Devonian) patch reef, part of the so-called
Glenister Knolls reef complex in the Canning Basin, Western Australia. The evolution
of Glenister Knolls was digitally reconstructed using digital surveying technologies that
resulted in a high-resolution dataset containing geological information fromcentimetre-
scale to outcrop dimensions. The three-dimensional digital outcrop model of Glenister
Knolls was used to evaluate predictions from the fine-scale forward modelling results.
The fine-scale forward model is based on a stochastic cellular automaton that simu-

lates the spatial distribution of carbonate facies through time. The modelled carbonate
facies is based on two main factors, stromatoporoid growth and sediment transport,
and it successfully predicts the distribution of the basic elements – reef fabric and sed-
iment – that compose the patch reef. The fine-scale forward model also successfully
reproduces all major depositional relationships observed in the field such as backstep-
ping, downlapping and interfingering contacts. The external structure of the reef is very
sensitive to subsidence and production rates, since these directly influence accommo-
dation space so constraining the vertical growth of the patch reef. However, the internal
structure predicted by this model does not seem to be affected by one specific param-
eter, and displays the same sensitivity to other parameters, such as current intensity
and wave amplitude.

Keywords Forwardmodelling, cellular automaton, digital fieldmapping, patch reef,
Devonian, Canning Basin, Western Australia.

INTRODUCTION

Over the last few decades, forward modelling has
been used to explain the factors that influence
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carbonate depositional systems and their interac-
tions by simulating carbonate production and sed-
imentary processes (Aigner et al., 1989; Bosence &
Waltham, 1990; Bosscher & Schlager, 1992; Eberli
et al., 1994; Paola, 2000; Boylan et al., 2002).
In particular, cyclicity and stacking patterns of
carbonates have received considerable attention
(Drummond & Dugan, 1999; Tipper, 2000; Burgess
& Wright, 2003). However, knowledge of the
factors that control decimetre-scale heterogeneity
of carbonate facies within larger-scale sediment
bodies is still rudimentary. In order to bet-
ter understand and predict the internal facies
architecture, it is important to use tools that
work at the scale of the heterogeneities. The
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heterogeneities within reef bodies, for example,
are related primarily to the nature of the reef-
building organisms. As it was doubtful that exist-
ing forward models could efficiently be adapted
to work at such a fine scale, new software was
developed and is presented here.
Ecological systems are generally considered to

be very complex because they are characterized
by a large number of diverse components as well
as by non-linear interactions, scale multiplicity,
and spatial heterogeneity. For this reason, sim-
ple rule-based models such as cellular automata
should be used to approach the complexity of such
systems (Wolfram, 2002). Over the last 20 years,
cellular automata have been used in a great num-
ber of disciplines, for instance, physics (Chopard
& Droz, 1998), natural sciences (Gaylord & Nishi-
date, 1996), urbanism (White & Engelen, 1993)
and, relevant to our case, platform and reef devel-
opment (Tipper, 1997; Blanchon & Blackeway,
2003) and species competition (Silvertown et al.,
1992).
The fine-scale forward model presented here

is based on a 2D stochastic cellular automaton
in which we combined both sedimentary and
biological processes to predict the development
of specific reef-building organisms on a high-
resolution decimetre scale. Instead of only pre-
dicting palaeoenvironments, such as reef-margin
or backreef environments, the result of our for-
ward model is a decimetre-scale 3D distribu-
tion of facies, which may be hosted in several
depositional environments. Fine-scale forward
modelling such as proposed here, as well as the
sensitivity tests made on the major parameters
used in the model, may aid in the understand-
ing of the development of heterogeneities within
carbonate bodies.
Much is known about the sedimentology, strati-

graphic development, and facies evolution of
Devonian reef complexes of the Canning Basin,
Western Australia (Playford, 1980, 2002; Kennard
et al., 1992; Wood, 2000a; George & Chow,
2002; George et al., 2002; Stephens & Sumner,
2003). The existing geological framework and the
exhumed topography of the well exposed out-
crops allow precise 3D quantification of carbon-
ate platform and internal facies geometries. Dig-
ital surveying technologies, which have proved
to be useful in reconstructing the architecture
of carbonate platforms (Adams et al., 2004,
2005; Verwer et al., 2004; Bellian et al., 2005;
McCaffrey et al., 2005) were employed in the
field. The resulting quantitative, high-resolution

digital datasets were then used to extract spatial
information on which our digital reconstructions
of Devonian reef complexes were based. The high-
resolution outcrop data constrained inferences of
environmental parameters and served as input for
fine-scale forward models, allowing decimetre-
scale prediction of facies distributions.
The result of this study is a fine-scale forward

model and 3D outcrop model of a Devonian patch
reef of the Canning Basin, Western Australia. We
first present the lithofacies, 3D mapping, and dig-
ital reconstruction of the patch reef in the field.
This is followed by a description of the fine-scale
forward modelling technique. Then, the results of
sensitivity tests performed on the major parame-
ters are given, and finally we discuss and com-
pare, both qualitatively and quantitatively, the
predicted model with the outcrop data.

GEOLOGICAL SETTING

Devonian reef complexes crop out over a length
of 350 km and a width of up to 50 km along the
northeastern edge of the intracratonic sedimentary
Ordovician to Cretaceous Canning Basin (Fig. 1;
Playford, 1980; Forman & Wales, 1981; Copp,
2000). The reef complexes fringed and developed
on the fault-controlled Precambrian landmass of
the Kimberley block in an extensional regime
(Playford, 1980). Reef growth started at the flanks
of the rapidly subsiding Fitzroy Trough (Begg,
1987; Drummond et al., 1988) in the Givetian and
ceased in the Famennian, leaving a rock record
of approximately 15Myr (Playford, 1980; Wood,

Australia

Kimberley 
Block

 
Complexes

Study area
100 km

Devonian Reef

Canning Basin 

Fig. 1. Simplified bedrock geological map showing the
Canning Basin and the Devonian reef complexes that devel-
oped along the Precambrian landmass of the Kimberley
Block. Box indicates the southernmost tip where Devonian
rocks are exposed and coincides with the study area.
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2000b). The carbonate platforms of the Canning
Basin are mainly reef-rimmed shelves with both
accretionary and bypass margins (Read, 1982;
Playford et al., 1989). However, isolated platforms
and atolls are also present. It is the wide vari-
ety of platform types and minor tectonic distur-
bance in combination with well exposed and well
preserved outcrops that make the Devonian
reef complexes ideal for studying carbonate
depositional environments.
The southernmost Givetian to Frasnian out-

crops of the Devonian reef complexes are exposed
in the Bugle Gap area where limestone ranges
representing exhumed platforms are separated by
valleys that coincide with basinal deposits (Fig. 2).

As a result, the present-day topography mirrors
the depositional profile of the Devonian sea floor
(Fig. 3). The carbonate platforms (Pillara Lime-
stone) are surrounded by well developed slopes
(Sadler Limestone) that are separated by intra-
shelf basins (Gogo Formation; Playford, 1980).
The Pillara and Sadler Limestones are well
exposed; the Gogo Formation is mostly cov-
ered. Based on the present-day geomorphological
setting of limestone ranges, the Canning Basin
had a connection to the open ocean in the south
(Playford, 1980; Playford & Hocking, 1998). Back-
stepping relationships, which are interpreted to
have developed during times of increased creation
of accommodation space, can be observed and

undivided platform facies

reef-margin and reef-flat subfacies

marginal slope and basin facies

fore-reef subfacies and basin facies

basin facies and lower fore-reef subfacies

Devonian (Givetian and Frasnian)

Pillara
Limestone

Sadler
Limestone

Gogo
Formation

marine and glacigenic deposits

Permian
Grant 

Group

alluvial and soil deposits

Quaternary

major track

track

fault

joint

Laidlaw
Range

South
Lawford
Range

Emanuel
Range Bugle

Gap

Glenister
Knolls

Paddys
Valley

1 km
North

Glenister
Knolls

100 m

Fig. 2. Detailed geological map of the study area. Three carbonate platforms are exposed in mountain ranges and are
separated by valleys representing intra-shelf basins. A connection to the open ocean was probably present in the south (see
text for discussion). The inset (see box for location) illustrates the setting of the Glenister Knolls. Palaeogeographically the
Glenister Knolls are an extension of the southern tip of the Laidlaw Range carbonate platform and formed a set of isolated
patch reefs. Modified after Playford & Hocking (1998).
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Glenister KnollsGlenister Knolls
major major papatch reeftch reef

LaidlaLaidlaw

RangeRange

NortNorth
~500 ~500 m

Glenister Knolls
major patch reef

Laidlaw

Range

North
~500 m

Fig. 3. Oblique aerial photograph of the Glenister Knolls. The arrow indicates the major knoll, which represents the middle
and best-developed patch reef. The field of view covers roughly the same area as the inset of Fig. 2.

studied in this area (Playford et al., 1989; Ward,
1999).
A group of three isolated patch reefs, the so-

called Glenister Knolls (Figs 2 and 3), form the
southern tip of the Laidlaw Range Platform
(Playford, 1980). In this paper, the middle patch
reef of the Glenister Knolls, here referred to as the
major knoll, is the focus of our study (Figs 2 and 3).
The major knoll is recognized as a 20–30m high,
200m wide, and 300m long well exposed out-
crop displaying Frasnian carbonate rocks of both
the Pillara and the Sadler Limestones (Fig. 3). It
has a central depression resulting from glaciations
and karstification during theMid-Carboniferous to
Early Permian (Fig. 3; Playford, 2001, 2002). The
edges of the Devonian patch reef are dissected by
several steep normal faults with a few metres of
displacement.

METHODS

Traditional field mapping

Outcrop observations defined stratigraphic con-
tacts, depositional boundaries, and sedimentary
bodies for mapping. Fifty hand samples were col-
lected from the study area, from which 28 thin

sections were made. Lithofacies descriptions are
based on hand samples, thin-section analyses and
outcrop descriptions. To obtain more detailed
facies information, other comparable outcrops in
the proximity of the study area were incorpo-
rated in the descriptions (Fig. 2). Two stratigraphic
sections were measured digitally (see next section
for details) on the northern and southern flanks of
the major knoll, allowing verification of the inter-
nal details of platform lithology and stratigraphy.

Digital field mapping

The depositional contacts of interest were mapped
by physically walking on the contacts while col-
lecting spatial data. The stratigraphic evolution
was captured by digitally measuring stratigraphic
sections including the dip and strike of each
bed to compute section thicknesses. For 3D dig-
ital geological data collection we used real-time
kinematic Global Positioning System (RTK GPS)
receivers (Trimble 4700 GPS receiver) with a rela-
tive positional accuracy of approximately 2–5 cm
horizontally and 5–10 cm vertically (cf. Adams
et al., 2005 and references therein). In world
map coordinates, the absolute positional accuracy
of the dataset is approximately 20 cm and based
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on the use of static GPS measurements collected
at a base station over a period of 8–10h. Each
mappable geological feature, identified by outcrop
observation, was assigned a specific attribute, for
example character of stratigraphic contact, litho-
facies, lithology, fossil species, and so on. These
attributes with their associated 3D spatial loca-
tions were stored in a data collector (Trimble
TSC1 data collector), transferred from the data
collectors to a standard PC laptop, and visual-
ized in aWindows-based software package (Petrel;
a software package for subsurface reservoir mod-
elling and a trademark of Schlumberger Limited)
together with a digital elevation model (DEM) of
the study area. The DEM was constructed from
data points (∼4000) that were systematically col-
lected every 2m across the outcrop. The DEM has
a horizontal grid spacing of 1m and a vertical res-
olution similar to the mapping accuracy, that is,
5–10 cm.

Fine-scale forward modelling

The fine-scale forward modelling presented in
this paper is based on a 2D stochastic cellular
automaton, which simulates the distribution of
carbonate facies on the sea floor through time.
Each cell composing the 2D surface can adopt
any one of the possible discrete states (facies).
The predicted facies are defined as either reef
fabric (resulting from the development of reef-
building organisms) or unconsolidated sediments
(resulting from erosion or in situ production of
skeletal components). Each cell interacts with the
eight neighbouring cells following specific rules
in order to simulate the expansion of reef fabric
(stromatoporoid species growth) while taking into
account processes such as competition between
species and sediment transport. Because the sys-
tem is based on a discrete time dynamic, the state
of each cell is updated every timestep (iteration)
according to the rules given, which integrate
four constantly changing inferred environmental
parameters (water depth, shear stress on the sea
floor, turbidity, and light incident on the sea floor).
Inferences were drawn from geological observa-
tions on all scales and in the vicinity, but not
directly on the major knoll.
The vertical evolution of the reef is constrained

by eustatic and subsidence evolution, as well as
the ability of the reef-building organisms to grow
and of sediment to be produced. The outcome of
the simulation is a 3D distribution of both reef fab-
ric and unconsolidated sediments resulting from

the vertical evolution of the 2D stochastic cellular
automaton. The reconstructed 3D digital outcrop
model of the major knoll was used for the valida-
tion of and comparison with the fine-scale forward
model.

LITHOFACIES

The Glenister Knolls outcrop was recognized by
Playford (1980) as isolated patch reefs. Based on
lithofacies associations as well as stratal and depo-
sitional relationships, we subdivided this patch
reef into five major depositional environments,
including: backreef, reef margin, bioherm, slope,
and basin environments. The reef-margin, bio-
herm, and slope environments are well exposed.
The backreef environment is partially covered; the
basin environment is exposed locally along the
edges of the outcropping patch reefs. Each depo-
sitional environment is subdivided into several
lithofacies. Additionally, stromatolites developed
at several locations on the patch reefs.

Backreef environment

Two major lithofacies types were recognized in
the backreef environment and based on the type
of stromatoporoid: dendroid-rich stromatoporoid
boundstone (Fig. 4a) and bulbous-rich stromato-
poroid boundstone (Fig. 4b). Both lithofacies bear
metre-scale beds and are mud-rich. Corals and
brachiopods are present. The dendroid stromato-
poroids aremainlyStachyodes costulata,with rare
Amphipora rudis (Cockbain, 1984). Actinostroma
windjanicum, Actinostroma papillosum and Her-
matostroma (schlueteri?) are the dominant bul-
bous stromatoporoid types, with average heights
and diameters of less then 50 cm. Laminar/tabular
stromatoporoids (Hermastostroma ambiguum?)
are usually associatedwith the bulbous lithofacies.
The dendroid stromatoporoid-rich beds (Sta-

chyodes spp. and especially Amphipora rudis)
are considered to represent platform-interior
environments in the Canning Basin (Playford,
1980), and therefore are also held to be the
shallowest environment of the major knoll patch
reef. Evidence of subaerial exposure has not
been observed. Other lithofacies assigned to
backreef environments found elsewhere in the
Canning Basin such as fenestral, oolite and onco-
lite lithofacies (Playford & Lowry, 1966) are not
observed.
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Reef-margin environment

The reef-margin environment is characterized
by stromatoporoid-rich boundstone (Fig. 4c)
dominated by tabularmorphologies (Clathrocoilona,
Actinostroma and Hermatostroma). Bulbous,
domal (Fig. 4d) and laminar stromatoporoids
(Fig. 4e) as well as tabular corals (Thamnopora)
are often present. Brachiopods are usually found
in this facies association, but are mostly limited to
localized pockets.
Several cycles of approximately 3m thick are

recognized. Towards the top, the cycles tend to
decrease in brachiopod and increase in tabular
stromatoporoid abundance. The cycles are inter-
preted as shallowing-upward cycles with probably
higher current activity toward the top.

Bioherm environment

The bioherm environment consists of rela-
tively massive and poorly bedded, metre-scale,
crinoid-rich mounds flanked by decimetre-scale
crinoidal rudstone beds. The youngest beds
flanking the mounds are rich in nautiloids and
goniatites. Brachiopods, lithistid sponges, recep-
taculitids, and large gastropods are abundant
(Wood, 1999). Large cavities, up to a metre in
diameter, preserved by early fibrous cements, are
filled with dolomitized geopetal sediment. Stro-
matoporoids are rare within the bioherm complex.

Slope environment

The slope lithofacies is dominated by skeletal
rudstone (Fig. 4f). Crinoids, sponges, and bra-
chiopods (mainly atrypids; Grey, 1978) dominate
the skeletal components. Slope angles consistently
range between 35◦ and 40◦. Slope beds, with
a metre-scale thickness, have a planar geometry
interpreted to represent the angle of repose (Adams
et al., 2002). The upper slope contains both
reworked and in situ laminar stromatoporoids.
The toe of slope contains crinoid-rich packstone–
grainstone (Fig. 4g).

Basin environment

Basinal lithofacies include organic-rich shale and
thin mudstone–packstone beds. The basin envi-
ronment is identified as the Gogo Formation and
is well known for its rich pelagic faunal con-
tent including exceptionally well preserved fish
(Long, 1988, 1995), goniatites (Glenister, 1958;
Becker et al., 1993), conodonts (Glenister &
Klapper, 1966; Seddon, 1970; Druce, 1976), crus-
taceans, radiolarians, and tentaculitids (Playford,
1980).

Stromatolites

Branching columnar stromatolites are observed at
Glenister Knolls (Wood, 1999). The first stage
of stromatolite growth is characterized by a few
centimetre-thick flat layers of bacterial growth
parallel to the substratum. These are generally
overlain by centimetre-scale bifurcating columns.
They developed on and in direct contact with
the reef-margin environment. Stromatolites are
described throughout the Canning Basin (Playford
et al., 1976; George, 1999), where stromatolite
growth is interpreted to occur in areas of low sed-
imentation, during both periods of lowstand and
highstand (George, 1999).

DIGITAL RECONSTRUCTION

The relationship between mapped depositional
contacts and outcrop topography was visualized
by combining the digital elevation model with
digitally collected outcrop data. Figure 5 illus-
trates the step-by-step procedure by which a 3D
geological model of the major knoll was con-
structed. First, the data points were colour-coded
according to the type of feature or contact that
was mapped (Fig. 5b). Polygons were created
by linking data points that mark the boundaries
between depositional environments. The poly-
gons therefore represent the intersection of sur-
faces defining depositional environments with the

Fig. 4. (Opposite page) Representative photographs of themajor lithofacies observed in the field. (a) Dendroid-rich stromato-
poroid boundstone (Stachyodes sp.) of the backreef environment. The knife is 9 cm long. (b) Bulbous-rich stromatoporoid
boundstone of the backreef environment. The knife is 9 cm long. (c) Tabular stromatoporoids of the reef-margin environ-
ment. Fabric contains cavities filled by geopetal sediment and cement. (d) Large domal stromatoporoid of the reef-margin
environment. Hammer is approximately 30 cm long. (e) Reworked and in situ laminar stromatoporoids in an upper slope
setting. (f) Brachiopod rudstone of the slope environment. (g) Crinoid-rich packstone of the toe-of-slope environment. The
knife is 9 cm long.
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Fig. 6. Schematic depositionalmodel for Glenister Knolls illustrating the evolution and depositional relationships observed
in the field. For comparison of depositional relationships and asymmetry of the Glenister Knolls major patch reef see Fig. 5e.
The central part of the structure is symmetrical with backreef environment (BR) surrounded by reef margin (RM). The reef-
margin-to-basin transition exhibits several configurations depending on the absence or presence of slope deposits (S) or a
bioherm complex (BC). Stromatolites developed at locationswhere slope sedimentswere not shedded. A relative abundance
and distribution is shown for the major biotic components (data from Playford, 1980). Numbers 1, 2, 2A, and 2B at the
environment notations BR, RM, and S relate to platform stages.

present-day topography. Consequently, a subset of
surfaces was created and colour-coded according
to depositional environment (Fig. 5c).
In order to model the vertical stratigraphy of the

reef-margin environment (grey surface in Fig. 5c
and d), data points collected along stratigraphic
contacts (e.g. contact between different stages of
reef development) were interpolated by fitting sur-
faces with a minimum curvature algorithm (Isaaks
& Srivastava, 1990). A digital 3D geological model
was created by combining these surfaces and it

represents with volume the different depositional
environments (Fig. 5e).

DEPOSITIONAL MODEL

Based on stacking patterns and depositional rela-
tionships, the major knoll was subdivided into
three platform stages. Overall, the patch reef
shrank in aerial extent through time and shows
a clear backstepping geometry (Fig. 6; Playford,

Fig. 5. (Opposite page) Three-dimensional geological reconstruction of the Glenister Knolls major patch reef. (a) Oblique
aerial outcrop photograph (see also Fig. 3) of the major knoll for comparison with digital models. (b) Digital elevation
model (DEM) of the outcrop with superimposed digitally mapped data points mapped along depositional contacts. Data
points are colour-coded according to kind of mapped contact (c) Polygons (not shown in the figure) were created by
linking data points that mark the boundaries between depositional environments and represent the intersection of surfaces
defining depositional environments with the present-day topography. The surfaces are colour-coded according to type of
depositional environment (see legend). (d) The undefined reef-margin environment (grey surface) was stratigraphically
subdivided by surfaces (e.g. the transparent yellow), which were constructed by fitting between mapped stratigraphic data
points. (e) Map view of final 3D geological model of the major knoll patch reef representing the intersection of surfaces
defining depositional environments with the present-day topography. Each data point contains a spatial coordinate and
information on the kind of contact that was mapped, for example a Quaternary-to-basin contact. Vertical and horizontal
ticks represent UTM x and y location in metres and are spaced every 50m; contour interval is 2m.
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1980; George et al., 2002). Unfortunately, it
is impossible to relate the three platform stages
to a precise timescale since no precise markers
have been observed. The reef-stage subdivisions
are listed in evolutionary order. Figure 6 illus-
trates schematically the depositional relationships
observed in the field and the distribution of biota.

Platform stage 1

Platform stage 1 is recognized by a well devel-
oped reef margin as well as backreef environment.
The reef-margin environment consists of massive
and chaotic beds several metres thick dominated
by tabular and bulbous stromatoporoids (mainly
Actinostroma) with common corals. The maxi-
mum thickness of themassive reefmargin is 10.5m
with three cycles of roughly similar thickness.
The geometry and synoptic relief of the reef
margin with respect to the backreef could not
be established; the backreef environment has
been eroded at most places. No interfingering has
been observed between reef-margin lithofacies and
slope deposits (Fig. 6). Slope deposits are only
observed with a sharp, onlapping contact with the
reef-margin lithofacies of Platform stage 1. These
relationships are typical of many platform systems
in the Canning Basin (Playford et al., 1989).
The contact between Platforms 1 and 2 is sharp.

Evidence of subaerial exposure at this contact
was not found. A backstepping relationship is
observed and illustrated by (1) Platform stage 2
slope deposits that downlap on reef-margin litho-
facies of stage 1 (Fig. 7a), and (2) reef-margin
lithofacies of stage 2 that sits directly on top of
stage 1 backreef lithofacies in the centre of the
major knoll (Fig. 7b). The backstepping that occurs
between Platform stages 1 and 2 probably records
a rapid increase in accommodation space.

Platform stage 2

Platform stage 2 is subdivided into two units
based on the vertical development of reef-margin
lithofacies measured along stratigraphic sections.
The backreef environment has been mostly
removed by erosion and consequently the stratal
relationship between backreef and reef margin
could not be established (Fig. 6). Overall, the
second stage consists of metre-scale beds, dom-
inated by tabular and domal stromatoporoids
(Actinostroma, Clathrocoilona) with some corals.
Brachiopods (mainly atrypids) are abundant.

Unit 2A is composed of massive-bedded reef-
margin lithofacies containing three cycles with a
total thickness of 13m. The presence of domal
stromatoporoids is typical of Unit 2A. The reef
margin Unit 2B contains abundant tabular and
laminar stromatoporoids. The bedding is well
developed. Brachiopods are abundant in Unit 2B
and form pockets as well as decimetre-scale con-
tinuous layers. The upward increase in brachio-
pod abundance (from Stage 2A to 2B) probably
indicates either a temporary increase in bra-
chiopod production or less effective sorting and
transport of shells. Overall, the increase in
abundance of brachiopods, decrease in abundance
of stromatoporoids as well as the overall decrease
in the lateral extent of the atoll between stages 1
and 2, probably indicate a deepening trend.
Slope deposits consisting of brachiopod rud-

stones interfinger with reef margin 2B (Fig. 7b).
The slope deposits are well developed, forming
planar inclined beds at angles of 35◦. At loca-
tions where slope sediments do not occur vertical
cliffs are observed that were locally covered
by stromatolite growth (Fig. 6). The stromato-
lite columns developed perpendicular to the cliff
surface and record a depositional break during
carbonate sedimentation (George, 1999).

Platform stage 3

Crinoid bioherms are typical of Platform stage 3
(Fig. 6) and contain crinoids, receptaculitids, and
gastropods (Wood, 1999). The bioherms devel-
oped on the slope or grew directly on stro-
matolites of Platform stage 2. All biota (i.e.,
crinoids, nautiloids, goniatites) indicate deeper
water than the previous platform stages. The break
in shallow-water carbonate production underlined
by the lack of in situ stromatoporoids and depo-
sition of deeper water facies during this stage is
probably the result of a major regional drown-
ing event (Playford, 2002). The bioherm com-
plex is well exposed in the northern part of the
knoll.

FINE-SCALE FORWARD MODELLING

The overall dimensions and limits of the two envi-
ronments that compose the main edifice of the
patch reef were digitally reconstructed (Fig. 5e).
The fine-scale forward modelling is therefore
focused on the distribution of the backreef and
reef-margin environments of Platform stages 1 and
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(a)

(b)

Fig. 7. Outcropphotographs illustrating stratal relationships. (a) Slope deposits associatedwith Platform stage 2 downlap on
stage 1 reef-margin lithofacies. Note the steep (restored slope angle of 35◦) and planar geometry of the slope deposits. (b) Plat-
form stage 2A reef-margin lithofacies are found stratigraphically directly on top of backreef lithofacies. Slope deposits are
found adjacent to stage 2 reef-margin deposits; the contact is massive but not sharp. An interfingering relationship is
interpreted between the massive reef margin of stage 2 and the well developed slope deposits.
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2. The facies relationships between the main reef-
margin units and the slope are predicted by the
model but are not evaluated quantitatively because
they cannot be confirmed by outcrop data. The
exposed slope is probably coeval with Platform
stage 2 (see Fig. 7) but this cannot be confirmed
for all slope deposits. Stromatolite development
and the youngest depositional Platform stage 3 do
not contribute to the main platform development
(see Fig. 5e), and, as data on their distribution
are fragmentary, have been disregarded in the
modelling.
This section starts with an explanation of the

initial conditions for the modelling process, fol-
lowed by a description of the simulation param-
eters. Finally, we describe in detail the computer
simulation processes.

Initial conditions

Dimension of the model area

Each cell represents an area of 0.25m2. The model
is based on a rectangular area of 300 by 400 cells.
The total area has a size of 30 000m2 (see Fig. 5e;
UTM system; zone 51 South; datum WGS 1984;
geoid model EGM96 global). The reef fabrics
are allowed to grow vertically by 10-cm steps.
Therefore, the final voxel size of the 3D forward
model is 50 by 50 by 10 cm.

Initial topography

The initial topography used in the model repre-
sents a dome-like surface whose dimensions are
related to observations made in the field. The
morphology of the base of Platform stage 1 can-
not be observed and reconstructed. Consequently,
the initial top of the dome-like surface is mod-
elled as being flat. The original water depth of
the flat-topped surface is set at 4m and corre-
sponds to the approximate depth estimated for the
development of backreef stromatoporoid species
according to Playford (1980). The flanks of the
surface are dipping with an angle similar to the
angle of repose observed in the field, that is 35◦
(Fig. 7a). The lateral extent of the reef is broader in
the southern part and narrows towards the north.
The substratum bears no inheritance from pre-
vious deposits and corresponds to non-specified
hard rock. Consequently, the initial value for all
cells of the stochastic automaton is set at null value
(see below).

Initiation of platform growth

Twenty-five iterations are conducted before the
start of the true computer simulation (t0) in order
to populate the initial flat surface and create
synoptic relief between the reef margin and back-
reef environment. During these first 25 iterations,
eustatic sea-level fluctuations are not used but a
constant subsidence rate is applied (0.077m per
iteration) that corresponds to the subsidence rate
observed in the field for Platform stage 1 (see
below for details on how the subsidence rate was
inferred). First, reef fabrics randomly appear on
the complete surface. If a reef fabric appears in an
areawhere the reef-building organism correspond-
ing to this fabric is not able to survive (production
rate = 0; see below for details on production rate
function), the fabric will disappear and leave the
cell empty until another reef fabric occupies the
cell. Then, the fabrics grow (laterally or vertically)
according to their production rate functions.

Simulation parameters

Protagonists

Two types of protagonist were defined: (a) reef
fabric, and (b) unconsolidated sediment. The
protagonists represent the different lithofacies
described in previous sections. Two groups of pro-
tagonists are represented in the following way.

(a) Reef fabric is represented by a cell in which
the major constituents are reef-building organ-
isms. Three reef fabrics are used: (1) laminar
and tabular stromatoporoids, (2) bulbous
stromatoporoids, and (3) dendroid stromato-
poroids. All these organisms have the ability
to grow both laterally and vertically.

(b) Unconsolidated sediment corresponds to a cell
in which the major constituents are not con-
structed and may be moved by sediment trans-
port. Two sediment types have been used in
the simulation: (1) unspecified carbonate sedi-
ment with a grain size of 1mm, and (2) coarse
brachiopod-rich sediment with a grain size of
1 cm. The fine sediment is an erosional prod-
uct of the reef. In contrast, the brachiopod-rich
sediment can be produced in situ in the same
manner as a reef fabric. The physical properties
of these two types of sediment are summarized
in Table 1.

In addition, a null value is introduced that corre-
sponds neither to a sediment (i.e., no particles can
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Table 1. Range of parameters and values together with source and assumptions used in the modelling of Glenister Knolls
major patch reef.

Parameter Parameter value Source

Grid size 300× 400 cells
Cell size 50× 50 cm
Three-dimensional voxel size 50× 50× 10 cm
Optimal production rate 14.2 cm per 106 years Bosscher & Schlager (1993) after Playford (1980)
Extinction coefficient (k) 0.04 Bosscher & Schlager (1992)
Main current direction North Based on Bugle Gap morphology

and orientation

Main current intensity 0.5ms−1
Main waves amplitude 1 Based on the Paddys Valley morphology,
Main waves frequency 4 using Eqs 3-39 and 3-40 of the Shore
Main direction of waves propagation North-east Protection Manual (Coastal Engineering

Research Center, 1984)
Fine carbonate sediment Carbonate porous grains (20%) filled with water
Size 0.1× 0.1 cm
Density 2.32 g cm−3

Coarse carbonate sediment (Brachipods) Carbonate porous grains (50%) filled with water
Size 1× 1 cm
Density 1.83 g cm−3

Average angle of repose 35◦ Based on outcrop measurements
Eustatic cycle duration 45 iterations
(possible fourth order)
Subsidence rates
Reef stage 1 0.077m per iteration Based on outcrop measurements
Reef stage 1 0.096m per iteration Based on outcrop measurements

be removed), nor to a reef fabric with living reef-
building organisms (i.e., no in situ growth). This
value represents neutral hard rock; it is used at
the beginning of the simulation or when a specific
reef-building organism does not survive.

Time scale

The cyclicity observed in the Pillara Formation of
the Canning Basin is still equivocal (Hocking &
Playford, 2003). Metre-scale cycles are the product
of repeated, short term relative sea-level fluctua-
tions, with shallowing-upward phases separated
by rapid deepenings. Greenhouse conditions
(Read, 1995) can be inferred from the relatively
small variations in bathymetry throughout the
cyclic succession. However, a tectonic control
over cyclicity is also possible (Read, 1973; Hardie
et al., 1991; Read et al., 1991).
In the present model we arbitrarily favour the

hypothesis of high-order Milankovich cyclicity.
This choice is not justified by geological observa-
tions made in the field but by the wish to combine
both subsidence and eustatic cyclicity in the mod-
elling. The period of the cycle we used in the
simulation is 22.5 kyr, subdivided in 45 iterations

(although this is arbitrary it is compatible with
efficient computation), corresponding to 0.5 kyr.
The total simulation reproduces seven cycles cor-
responding to 315 iterations for approximately
150 kyr.

Hydrodynamic parameters

During the simulation an average current with
a constant value is used. The wave and cur-
rent action in the Paddy’s Valley is interpreted
as coming from the north (Playford, 1980). How-
ever, because of the palaeogeographical setting of
the Bugle Gap area (see geological setting; Fig. 2)
including a platform in the north and a connection
to the open ocean toward the south, the current
is modelled as originating in the south. No direct
observations were made in order to reconstruct
current velocities. The intensity of the current was
chosen to be 0.5ms−1 and is based on the calibre
of the sediments involved and transported in the
simulation. The direction and intensity of the cur-
rent are the starting values applied to the southern
boundary of the model. The evolution of the cur-
rent is subsequently calculated by the program,
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Fig. 8. The accommodation andpalaeodepth evolution and relative sea-level curve used in the fine-scale forwardmodelling.
(a) Accommodation and palaeodepth evolution of the reef-margin environment. The evolution is based on four measured
stratigraphic sections in the Bugle Gap area. (b) The relative sea-level curve inferred from these stratigraphic sections.
The curve is interpreted as a combination of both subsidence and eustatism. The eustatic curve is responsible for the
asymmetry of the cycles. Subsidence changes instantly after Platform stage 1, creating a backstep. Platform stage 2 has a
greater subsidence rate than that of stage 1.

which takes into account the effect of changing
topography.
Based on the dimensions of Paddy’s Valley,

which represents the main area with water deep
enough to generate waves, the average frequency
and amplitude of waves affecting the area have
been set at 1m and 4 s. The following parameters
have been used to determine the wave amplitude
and frequency: wind speed of 15ms−1 from the
south-west, average depth of 50m for Paddy’s
Valley, fetch of 5 km (using the sedx package
available on the US Geological Survey web
site, based on the Shore Protection Manual,
Equations 3–39 and 3–40; Coastal Engineering
Research Center, 1984). The angle between the
wave propagationdirection and the currents is 45◦.

Evolution of accommodation space

The evolution of accommodation space and depth
of the reef-margin environment in the Bugle Gap
area are illustrated in Fig. 8. The succession

is based on four stratigraphic sections measured
near Glenister Knolls but not directly from the
studied area in order to avoid circular reasoning
since we used the digital outcrop model later to
compare and validate the forward model. Con-
structed boundstone is one of the major facies
involved in the modelling for which compaction
effects are likely to be small. Therefore, thickness
measurements conducted in the field are com-
pareddirectlywith thicknesses obtained fromfine-
scale forward modelling without correction for
compaction.
Platform stage 1 is characterized by three

asymmetric shallowing-upward cycles with an
aggrading stacking pattern. The boundary between
Platform stages 1 and 2 is underlined by a
regional backstep of the reef margin. Platform
stage 2 is similar to stage 1 and records three
shallowing-upward cycles with a transgressive
trend. The relative sea-level curve reconstructed
from this succession is interpreted as being the
result of combined eustasy and subsidence, where
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Table 2. Parameter estimates for the catastrophic events simulating periodic collapse of the patch reef
margin.

Event number

Iteration
(when the
collapse occurs)

Direction
of collapse

Maximum
width

Maximum
thickness

1 45 N80◦W 10 4
2 90 N45◦E 10 4
3 135 N80◦W 10 4
4 180 N45◦E 10 4
5 270 South 10 4

Observed
Neptunian

dykes

Direction of collapse

Collapsed margin

Maximum
thickness

Maximum
width

both produced the stacking trend and major
backstep.
The eustatic cycles are simulated by a sinusoidal

curve with twometres amplitude and 45 iterations
per eustatic cycle (Fig. 8). During stage 1, the
subsidence rate is constant (0.077m per iteration)
and related to the thickness of Platform stage 1
formed during three cycles. At the end of the
third cycle a rapid relative sea-level rise of 3m is
applied, in order to induce the backstepping of the
margin observed between stages 1 and 2 (Fig. 8).
Stage 2A, much in the same way as stage 1, is com-
posed of three cycles, but with a higher subsidence
rate (0.096m per iteration). This subsidence rate is
also applied to Platform stage 2B. The increase in
subsidence rate simulates the gradual drowning of
the platform.

Catastrophic events

Five events representing margin collapses have
been applied during the simulation. The events
are related to lowstand periods. The characteris-
tics of these erosion events are set out in Table 2.
Due to the lack of information available in the field
on the volume of margin rocks that were removed,
each event is estimated to have removed equal
amounts of material. Therefore, the morphology
of the rockslide scars is similar for each collapse
event. However, the position and the direction
differ. Three major directions for syndepositional
fissures and faults have been observed in the field;
the directions of collapse (listed in Table 2) are
perpendicular to these observed locations. The
location of collapse events is determined at the reef
margin that is tangential to the synsedimentary
fissures and faults.

Computer simulation

The forward modelling is based on a 2D stochastic
cellular automaton, for which each cell composing

the grid contains five values. One value is given
by the type of protagonist (related to the nature
of the substratum, which may be one of the reef
fabrics or one of the sediment types). Four val-
ues are given by the ecological parameters water
depth, shear stress on the sea floor, turbidity of the
water column, and light incident on the sea floor.
The ecological parameters are used to determine,
for each cell, the production rate of the three reef
fabrics and for one of the types of unconsolidated
sediment (brachiopod-rich sediment). Four pro-
cesses, which drove the evolution of the reef, were
simulated and occurred in all of the 315 iterations
(seven cycles of 45 iterations) in the modelling.
These four processes are: (1) the appearance of
reef fabric; (2) the growth of reef fabric; (3) erosion
and production of sediment; and (4) sediment
transport. The outcome of the simulation is a
distribution of reef fabric and unconsolidated sed-
iments resulting from the facies succession mod-
elled using the stochastic cellular automaton.

Ecological parameters

The simulation is based on the assumption that
four ecological parameters control reef growth.
The first parameter, which is updated every
iteration, is water depth. To speed up the cal-
culation, the last three parameters – shear stress
on the sea floor, turbidity, and light incident on
the sea floor – were updated only once every five
iterations.
The water depth is derived from the original

topography, the given relative sea-level curve
(eustatics and subsidence, Fig. 8) as well as the
thickness of the carbonate produced or reworked
by currents and margin collapse.
The second parameter is shear stress on the sea

floor and is given by current and wave condi-
tions interacting with the changing topography.
The shear stress is calculated for each cell using
the iterative method and formula proposed by
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Madsen (1994), where the shear stress is a func-
tion of the current intensity and direction, and
wave characteristics (amplitude, frequency and
direction of propagation).
The third parameter is turbidity related to sedi-

ment transport by suspension in the water column
in each cell. In this case, the sediment types are
each composed of carbonate grains of a unique
size and density. For the fine unspecified car-
bonate sediment we used a sphere with 1mm
radius and 20% of the porosity is filled with
sea water. The brachiopod-rich sediment has car-
bonate spheres with 1 cm radius and 50% of the
porosity is filled by sea water. The physical value
of the grains is used to determine the roughness
of the sea floor (Madsen, 1994) and the minimum
shear stress needed to place the sediment grains
into suspension (Le Roux, 1997).
The fourth parameter is the light incident on the

sea floor (Iz), which is directly dependent ondepth
(Beer–Lambert’s law) and turbidity (Bosscher &
Schlager, 1992):

Iz = I0 × e−k(T) × z (1)

where I0 is the light intensity at the surface (fixed
at 100% for the simulation); k(T) is the extinction
coefficient k (k = 0.04, Bosscher and Schlager,
1992) weighted by the turbidity factor (T) and z
the water depth.

Production rate function

For each reef fabric representing the type of stro-
matoporoid as well as the brachiopod facies, the
production rate function (Pf ) is given by the
following equation:

Pf = (Mpf/Voxelheight)× Df × Sf × Tf × Lf (2)

where Mpf is the maximal production rate in cen-
timetres per iteration for the facies f , and Df , Sf ,
Tf and Lf are weighting functions related to the
ecological parameters depth, shear stress on the
sea floor, turbidity and luminosity. The weight-
ing functions used in the simulation presented
hereafter are plotted in Fig. 9. The maximal pro-
duction rates (Mpf ) for the stromatoporoid species
have been established using the space between
latilaminae (Meyer, 1981) available in the lit-
erature (Cockbain, 1984) and are also based on
our observations. Using latilaminae as growth
banding may not be absolutely accurate but they
provide reasonable growth rates for reef-building
organisms (Kershaw, 1998).

Reef-fabric appearance

To simulate the reproduction of a species of a par-
ticular reef fabric, the model allocates a specific
number to randomly located cells in which the
reef fabric could appear. The program assigned a
fabric to a cell if both of the following rules were
true: (1) the production rate for the calculated fab-
ric using the environmental parameters of the cell
is greater than zero; (2) where a cell is already
occupied by another fabric, the production rate of
the new fabric exceeds that of the pre-existing one
in order to take into account competition between
species.

Reef-fabric growth

Each reef fabric can grow either vertically or
horizontally. The growth rate of the fabric is a
direct function of the production rate, because
the growth rate in effect corresponds to the prob-
ability of fabric growth. In the same way as for
reef-fabric appearance, a particular reef fabric is
able to grow over another one but only if the pro-
duction rate of the new fabric (both are constantly
updated) exceeds that of the pre-existing one in
order to take into account competition between
species. If a specific vertical succession of fab-
rics is observed in the field, it is also possible to
restrict the lateral extent or appearance of a fabric
overlying another one by following Markov-chain
properties (Harbaugh & Bonham-Carter, 1970).
Markov’s chain has not been applied here and
therefore, the fabrics are allowed to extend freely
and depend only on the value of the ecological
parameters and not on the nature of the underlying
fabric.
The direction of growth may be randomly cho-

sen or forced in specific directions (e.g. vertical
growth can be favoured over lateral extent, or the
growth can be related to the main direction of the
current). In our case, we did not use any pre-
ferred direction of lateral extent; all species may
grow towards all of the eight neighbouring cells
with the same probability. Laminar and tabular
stromatoporoids grow faster laterally than verti-
cally (Meyer, 1981). In our model, lateral growth
is three times faster than vertical growth. In the
case of the bulbous species, due to their hemi-
spherical shape, this fabric is allowed to grow in
all directions (laterally and vertically) with the
same probability. We assumed that the dendroid
fabric could grow faster vertically than laterally
(2 versus 1). The brachiopod facies cannot grow
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vertically since it is not a reef-building organ-
ism and any relief created would be reworked by
currents.

Erosion and sediment production

The four ecological parameters, which determine
the production rate, vary over time in each cell
because the topography of the sea floor constantly
changes throughout the simulation. The water
depth is updated every iteration and the three
other parameters (shear stress on the sea floor,
turbidity, and light incident on the sea floor)
are recalculated every five iterations taking into
account the newly developed topography. If the
production rate of a particular fabric in a cell
is unfavourably affected by one such variation
(i.e., when the production rate falls to zero), the
organisms corresponding to the fabric do not sur-
vive. The fabric turns into non-specified hard rock
(null value), and the program changes the value
of the corresponding cells accordingly. The hard
rock then may be eroded, which in turn produces
clastic sediment.
The program also allows the simulation of sed-

iment production from a living reef fabric, albeit
with a lower probability. In these instances, the
probability of sediment production is calculated
as being inversely proportional to the produc-
tion rate of the fabric: a low fabric production
rate is indicative of precarious development con-
ditions and therefore of a higher probability of
fabric alteration and sediment production. Diage-
netic features such as early cementation, which
may prevent erosion and reworking of carbon-
ate sediment, are not taken into account in the
simulation.

Sediment transport

The size and density of grains together with the
shear stress on the sea floorwere used to determine

whether the sediment is able to be entrained in sus-
pension and transported according to the direction
and intensity of the current. Sediment transport
also occurs if the dip of the slope at which the
sediments rest becomes higher than the angle of
repose. We used an angle of repose of 35◦ for both
types of unconsolidated sediment because both
types are non-cohesive andhave a sand-sized grain
size (Kenter, 1990; Adams et al., 2002).

MODELLING RESULTS

After 315 iterations (seven cycles of 45 iterations,
i.e., 157.5 kyr), the simulation reproduced seven
accommodation cycles and the most significant
observations made in the field. The first part of the
simulation corresponds to Platform stage 1 (Top
Platform stage 1, t3 = 67.5 kyr in Fig. 10b). It
shows neither direct contact nor any interfingering
between the slope deposits and the margin. This is
the result of the relatively shallow average water
depth of the reef during the first 135 iterations
(67.5 kyr), facilitating the development of stro-
matoporoids at the expense of brachiopods, that
is, the brachiopods are transported and form the
slope deposits, whereas the stromatoporoids build
themargin. The three cycles form an aggradational
platform unit. The margin is represented as being
massive and well developed and is strongly dom-
inated by laminar/tabular fabric. In the inner part
of the platform, stage 1 shows an alternation of
dendroid and bulbous-rich beds. In the model,
dendroid fabric develops during times of low
accommodation (due to a higher production rate
at low depth), whereas bulbous fabric develops
during highstands.
For Platform stage 2 (Fig. 10c and d), the sim-

ulation shows a strong increase in the production
of brachiopods towards the top of the reef (t7 =
157.5 kyr). This event causes the development of

Fig. 10. (Opposite page) Sections and 3D palaeo-topographies of the Glenister Knolls major patch reef, produced by the
forward model, at the end of each major Platform stage. (a) Initial conditions of the modelling. Twenty-five iterations are
conducted before the start of the true computer simulation (t0) in order to populate the initial flat surface and to create
synoptic relief between the reef-margin and backreef environment. (b) Platform stage 1 after 135 iterations (t3 = 67.5 kyr).
Three cycles form an aggradational platform unit. The margin is massive and dominated by laminar/tabular fabric. In the
inner part of the platform, an alternation of dendroid- and bulbous-rich beds developed. (c) Platform stage 2 after 270
iterations (t6 = 135 kyr) shows a strong increase in the abundance of brachiopods towards the top. The simulation shows
the backstepping of the reef margin related to the rapid relative sea-level rise at t3 and the collapse of the margin. (d) End
of the simulation after 315 iterations (t7 = 157.5 kyr). The production of brachiopods is still high. Brachiopod-rich slope
deposits downlap onto reef-margin deposits of Platform stage 1. (e) The relative sea-level curve used during the simulation
(see Fig. 8 for details).
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thicker slope deposits as well as a more signifi-
cant presence of the brachiopod fabric in the reef
margin. Furthermore, the simulation shows the
backstep of the reef margin related to the rapid rel-
ative sea-level rise in t3 (67.5 kyr) and the collapse
of the margin. The simulation also produced the
downlap of slope deposits associated with Plat-
form stage 2 on stage 1. The dendroid-rich beds
disappear as a result of the weaker light on the sea
floor due to the increased mean water depth.

MODEL COMPARISONS

To compare quantitatively the model predic-
tions with outcrop observations, the 3D fine-scale
forward model has been tilted and eroded in
order to match the same topographic profile as
obtained from the major knoll. Figure 11 shows
the distribution of fabric predicted by the forward
modelling along the present-day erosion surface
in plan view. This map can be directly compared
with the field data (Fig. 5e). Three comparisons
were made. The first test compares the thickness
of the cycles, the second the 3D prediction of the
Platform stage boundaries, and the last one the
prediction of depositional environments.

Cycle thickness

The main thickness values obtained with the 3D
model are very close to the thicknesses observed
in the field (see normal distribution functions in
Fig. 12). On the major knoll, the thickness of the
cycles can be observed only in the reef-margin
environment. A belt corresponding to the reefmar-
gin has been extracted from the model and the
thickness of each cycle has been measured verti-
cally along every cell (526 values). Figure 12 shows
the modelled thickness values and the normal
function computed for the modelled distribution
of thicknesses, compared with the thickness
measured on the outcrop.
In some cases the predicted thickness val-

ues show a bimodal distribution (middle bed of
stage 2A for instance). This distribution is due to
the inheritance of the asymmetric margin, which
is better developed in the south-eastern part of
the patch reef (Fig. 10). This asymmetry probably
developed due to the major current related to the
Bugle Gap orientation and to the connection with
the Fitzroy Trough and the basin in the South.
Accommodation space is still the same in both
the southern and northern part of the patch reef

but under drowning conditions, due to fast subsi-
dence, favourable conditions to produce carbonate
are restricted to the windward part of the patch.
The less productive leeward part is not able to keep
up with the apparent rising sea level. The same
observations have been made in other 3D forward
stratigraphic modelling programs (Warrlich et al.,
2002).

Platform stage boundaries

Three stages of platform development have been
observed and mapped in the Glenister Knolls
major patch reef. The platform-stage boundary test
compares two maps showing the spatial extent
of platform stages. In contrast with the previ-
ous test where values without specific position
were compared, here we test the accuracy of the
model to predict in 3D the extent of platform
stages. Figure 13 presents the result of the image
analysis between the predicted extent of platform
stages (Fig. 13a) and the real extent of these stages
measured in the field (Fig. 13b). In each cell,
the prediction is accurate if the stages in both
images are identical (green cells in Fig. 13c) and
inaccurate if the prediction is different from the
platform stage observed in the field (red cells in
Fig. 13c). In this case, the accuracy reaches 88.5%
(6689/7558 pixels).

Depositional environments

The depositional-environment test is based on the
comparison between two images. This comparison
cannot be made directly since the forward mod-
elling does not predict depositional environments
but rather the distribution of reef fabric (Figs 11
and 14a). Therefore, it is important to transform
the facies distribution map predicted by the for-
ward model into a depositional environment map.
This is easily accomplished since we are only
interested in the core of the reef, composed only
of reef-margin and backreef environments. The fol-
lowing rule has been used to determine the extent
of the backreef environment: a cell belongs to the
backreef if themajority (more than four out of nine)
of the cell plus its eight neighbouring cells shows
one of the backreef-characterizing fabrics (den-
droid and bulbous fabrics). If this is not the case,
the cell belongs to the reef margin (Fig. 14b). This
map can be compared directly to the one based on
the outcrop mapping (Fig. 14c). In this case, the
accuracy reaches 89.9% (7656/8513 pixels).
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Fig. 11. Map view of 3D fine-scale forward model of the major knoll. The model was tilted and eroded to match the
topographic profile of one of the outcrop analogues. The distribution of the reef fabric is shown only in the inner part,
which corresponds to the reef-margin and backreef environments. The slope environment is not plotted here.
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Fig. 12. Bed thickness of the reef-margin environment predicted by the forwardmodelling comparedwith field observations
for Platform Stages 1 and 2A. Platform stage 2B is not shown because of its incompleteness. For each bed, corresponding to
one cycle, the predicted thickness values (histograms) and the normal function related to the distribution of these values
(black curves) are plotted and comparedwith the thicknessmeasured at the outcrop (single dark vertical lines). The equation
of all normal functions is also given and includes the mean and standard deviation of the predicted thickness values.
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Fig. 13. Comparison of the boundaries of Platform stages between the digitally mapped outcrop model and fine-scale
forward model. (a) Platform stage map obtained from the forward model (restored to the surface corresponding with the
present-day topography of Glenister Knolls). (b) Platform stage map based on digitally mapped outcrop model. (c) Platform
stage comparison map evaluating the accuracy of fit between the two models. The prediction is accurate if the stages in
both images are identical (green cells) and inaccurate if the stages differ (red cells). In this case, the accuracy of fit reaches
88.5% (6689/7558 pixels).
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Fig. 14. Comparison of the reef-margin and backreef depositional environments between the digitally mapped outcrop
model and fine-scale forward model. (a) Reef-fabric map obtained from the forward model (restored to the surface corre-
sponding with the present-day topography). See Figs 5e and 11 for details. (b) Map showing depositional environments
obtained from the forward model (restored to the surface corresponding with the present-day topography). This map is
based on the reef-fabric map shown in (a) (see text for details). (c) Map of depositional environments based on the digital
mapping. (d) Comparison map evaluating the accuracy of fit between the two models. The prediction is accurate if the
depositional environments are identical (green cells) and inaccurate if they differ (red cells). In this case, the accuracy
reaches 89.9% (7656/8513 pixels).

SENSITIVITY ANALYSIS

During the progress of this work, we have per-
formed an analysis in order to examine how the
predictions made with this model are affected
by changes in selected parameters. Two sensi-
tivity tests are presented here: the first one is
based on the thickness evolution of the cycles
and is used to describe the structure of the reef,
the second one is based on the reef fabric and sed-
iment distribution within the reef stages and is
used to describe the internal decimetre-scale struc-
ture of the reef. The tests have been performed
on the sensitivity related to the following parame-
ters: the subsidence rate, the eustatic conditions
(amplitude of the cycles), the production rates,
and the hydrodynamic parameters (current inten-
sity and wave amplitude).
Figure 15a plots the relative curves showing the

evolution of the thickness of the predicted cycles
compared to the thickness observed in the field
according to individual parameter variations. In

order to fit all curves in the same graphs, we use
the relative variation of parameters related to those
proposed in Table 1. A strong sensitivity to a spe-
cific parameter is recorded with a steep curve. Not
surprisingly, the external structure of the reef mea-
sured here on the thickness of the cycles compos-
ing the different Platform stages is very sensitive
to the subsidence and the production rates, since
these directly influence the accommodation space
that constrains the vertical growth of the atoll. The
flattening of the curve related to the subsidence
rate changes is due to a drowning of the patch
reef. If one passes over a critical rate of subsidence,
carbonate production is not important enough to
fill the accommodation space. The fact that the
thickness of the cycles seems not to be influenced
by the amplitude chosen for the eustatic cycle is
probably related to the low value chosen in this
simulation, compared to the subsidence rate. On
the other hand, the internal structure predicted
using this model does not seem to bemore affected
by one specific parameter (Fig. 15b). In this case,
the model is equally sensitive to hydrodynamic
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Fig. 15. Evolution of the differences between prediction and outcrop observations based on the thickness of the cycles
(a) and on the fabric distribution within the cycles (b), in response to variations of individual parameters. Note that these
values would change if different original parameters (see Table 1) were used.

conditions, such as current intensity and wave
amplitude, as to subsidence or production rates.

DISCUSSION AND CONCLUSIONS

The excellent quality of exposure of the Devonian
outcrops facilitated the choice andhelped in defin-
ing the magnitude and range of parameters used in
the fine decimetre-scale numerical forward model
of carbonate reef growth based on the inferred pre-
dominant environmental conditions: water depth,
energy, turbidity, and light levels on the sea floor.

These factors allowed the prediction of the lateral
distribution of the major reef fabrics as well as
unconsolidated sediments. The vertical evolution
of the reefs is constrained by eustatic and subsi-
dence evolution, as well as by the ability of the
reef-building organisms to grow, and sediments to
be produced and transported.
The fine-scale forward model presented in this

paper, mainly based on the simulation of stro-
matoporoid growth, simulates the development
of the major knoll patch reef rather well. The
large-scale depositional relationships observed in
the field such as backstepping, downlapping,
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and interfingering are successfully reproduced by
the model. The measured thicknesses of plat-
form cycles and the modelled thicknesses are also
similar. More than the ability to predict cycle
thickness or the three-dimensional extent of strati-
graphic layers or reef bodies, it is the scale and
the make-up of the modelled cells that are impor-
tant: the model predicts the distribution of the
basic elements that compose the reef. These funda-
mental elements are characterized by reef-builder
species or sediments which posses specific fab-
rics or textures. Focus at such a fine scale offers
an alternative to all carbonate forward models
which work at the basin, platform or ramp scale
(Aurell et al., 1998; Granjeon & Joseph, 1999;
Leyrer et al., 1999; Warrlich et al., 2002; Burgess
& Wright, 2003), and to those who use geostatis-
tical rules to work on the individual rock types
(Doligez et al., 1999). This fine decimetre-scale
may also offer further analytical perspectives: for
instance, petrophysical properties such as poros-
ity and permeability could be attributed to each
facies in order to simulate, in close detail and in
three dimensions, the interaction of fluids with
carbonate rocks involved in diagenetic processes
(Whitaker et al., 1999) such as early cementation,
which is a fundamental process in the deposition
of the Devonian reefs in the Canning Basin.
In our example, we used high-frequency eustatic

cycles coupled with an almost constant subsi-
dence rate. Even if the predictions fit well with
the outcrop data, we cannot favour this hypothe-
sis against a tectonic origin of shallowing-upward
cycles. This point is related to one of the major
concerns in forward or inverse modelling: the
non-uniqueness of predictions due the multiple
parameters involved in carbonate systems. Digi-
tal field mapping is an ideal tool to obtain precise
field data that subsequently can be used to infer
modelling parameters. In our case, the hydrody-
namic setting and evolution of the accommodation
space were particularly problematic. However,
with simple and basic settings we were able to
reproduce the overall development of the major
knoll patch reef.
The comparison between the model predicted

by the computing simulation and the field obser-
vations is difficult, especially when the goal of
the simulation is to work at a very fine scale.
However, the high-resolution digitally obtained
outcrop data were used to make realistic compar-
isons at a fine scale between the predictions and
outcrop analogues. Both qualitative and quanti-
tative comparisons were made. The quantitative

comparisons include cycle thickness, platform-
stage boundaries, and depositional environments.
In particular, trends and similarity of cycle thick-
nesses strongly agree. The accuracy of fit of the
boundaries of both platform stages and deposi-
tional environments is almost 90% between the
predicted model and the digitally obtained out-
crop model.
The sensitivity tests show that for the for-

ward model, the parameters which have a direct
impact on accommodation space such as subsi-
dence and production rate are the most impor-
tant as far as the prediction of the external
structure of the reef is concerned. However,
in order to predict the internal facies distribu-
tion within reef bodies, other parameters such
as hydrodynamic conditions (direction of cur-
rents, wave amplitude) are equally important.
Unfortunately, if one wants to pass from a
model that predicts the stacking of reef bod-
ies to a model focusing on facies distribution
within those bodies in order to predict inter-
nal heterogeneities, more parameters, other than
subsidence, eustasy and production rate, need
to be taken into account, thus increasing the
problems related to the non-uniqueness of the
results.
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ABSTRACT

The evolution of the Palaeozoic Southern Cantabrian Basin is quantified by a multi-
disciplinary approach of structural balancing, reverse-basin and forward stratigraphic
modelling. Thesemethodswere applied to theN–S trending, 54 km longBernesga Tran-
sect in the Cantabrian Mountains. Total tectonic shortening of the Southern Cantabrian
Basin amounted to a minimum of 54%. These data were derived from two-dimensional
structural balancing of the deformed basin infill. Two-dimensional reverse-basin mod-
elling was used for analysing the evolution of the basin architecture, considering
lithofacies, incremental compaction, eustatic sea-level changes and flexural loading
of the crust. The model comprises the entire basin infill between the top of the Neo-
proterozoic basement and the time of maximal burial (Cenozoic). Six major subsidence
trends, with time spans between 9 and 65Myr, subdivide the long-term evolution of
accommodation space in time. These trends reflect different lithospheric configura-
tions prior to, during and after the Variscan Orogeny, having been primarily triggered
by major changes in thermo-tectonic and flexure-induced subsidence, as well as by
regional and extraregional tectonics. Basin modelling permits the identification of two
encroachment subcycles during the Silurian and Devonian, as well as the approach
of the Variscan orogenic front in the Early Carboniferous. The latter is reflected by
migrating, strongly subsiding depocentres (orogenic foredeep), controlled by increased
flexural-induced and thermo-tectonic subsidence. Two-dimensional stratigraphic for-
ward modelling was used to simulate the evolution of the Southern Cantabrian Basin,
and to quantify internal and external parameters governing deposition (e.g. sediment
transport, sedimentation rates, in-situ carbonate production, erosion and compaction).
The model includes data from the Neoproterozoic to the Lower Carboniferous with
a focus on the Devonian. Carbonate factories in the Devonian were controlled by
fluctuating siliciclastic input and differential thermo-tectonic subsidence, and subor-
dinately influenced by eustatic sea-level changes. Decompacted carbonate production
rates reach up to 780mMyr−1. The changes in carbonate production rates mirror the
drift of Iberia from cooler to subtropical/tropical conditions during Devonian times.

Keywords Basin development, numerical modelling, Cantabrian Basin, Palaeozoic,
Spain.

INTRODUCTION

Models of sedimentary basins are mostly quali-
tative in nature, creating difficulties in evaluat-
ing and quantifying primary control factors and
their interactions. Many sedimentary environ-
ments comprise complex, small-scale geometries
with abrupt lateral and vertical changes of deposi-
tional parameters, which cannot be analysed by
static, qualitative models. In recent years, the

development of numerical basin-modelling soft-
ware has provided a powerful tool for improving
the comprehension of long-term basin evolution,
and for determining the suitability of modelling
for exploration purposes (Lawrence et al., 1990;
Kendall et al., 1991; Flemings & Grotzinger, 1996;
Kendall & Sen, 1998; Whitaker et al., 1999;
Bowman & Vail, 1999; Paola, 2000).
In order to carry out basin modelling in a tecton-

ically complex region such as the Cantabrian Zone
(Fig. 1), a multidisciplinary approach of detailed

© 2008 International Association of Sedimentologists 65

Analogue and Numerical Modelling of Sedimentary Systems: From Understanding to Prediction.  Edited by Poppe de Boer, G. Postma
K. van der Zwan, P. Burgess and P. Kukla © 2008 International Association of Sedimentologists.  ISBN: 978-1-405-18930-9



ANFMS: “ANFMS_C003” — 2008/8/29 — 17:23 — PAGE 66 — #2

66 Z. Veselovský et al.

Cantabrian Zone

West Asturian-Leonese Zone

Central Iberian Zone, 
Central Armorican Zone

Ossa-Morena Zone, 
North Armorican Zone

South Portuguese Zone, 
Cornwall Zone

Massif
Central

Armorican
Massif

Iberian
Massif

Rhenish
Massif

500 km

Ν

(A)

(B)

Ibero-Armorican Arc

Unconformable Stephanian CoalfieldsPrecambrian Narcea Antiform Mesozoic – Tertiary Cover 

30 km

Studied transectUndifferentiated Palaeozoic Rocks

Somiedo-Correcilla and Aramo Unit Sobia-Bodón Unit Picos de Europa Unit Esla-Valsurvio Unit

Carboniferous of the Central Coal Basin Unit Ponga UnitPisuerga-Carrión Unit

Oviedo

Unit

Central

Coal Basin 

Picos de Europa

Nappe

Pisuerga Carrion

S
o

b
ia-

Bodon Uni

Valsurvio
Esla-

Ponga

Unit

S
om

ied
o

-
C

o
rrecilla-

Gijon

A
ram

o
U

nit

W
estA

sturian
-L

eo
nese

Zone

t

Fig. 1. (A) Tectonic zonation of the outcropping Variscan Belt in western Europe (after Dallmeyer et al., 1997). The Ibero-
Armorican Arc is schematically indicated in the west. (B) Tectonic units of the Cantabrian Zone (after Julivert, 1971;
Pérez Estaún et al., 1988). The Bernesga Transect is marked by the shaded bar. See Fig. 4 for detailed position of studied
cross-sections.



ANFMS: “ANFMS_C003” — 2008/8/29 — 17:23 — PAGE 67 — #3

Modelling of the Southern Cantabrian Basin, northwest Spain 67
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stratigraphic & tectonic data;

calibration of model parameters
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Fig. 2. Workflow of the modelling study, comprising structural balancing, two-dimensional reverse-basin modelling and
2D stratigraphic forward modelling. The circle indicates an iterative approach of simulation runs, which are repeatedly
compared with the present-day geological information in order to recalibrate input parameters and achieve the best fit to
nature.

fieldwork, structural balancing, subsidence and
stratigraphic modelling is required (Fig. 2). Struc-
tural balancing has to be carried out before
any modelling and reconstruction of the basin
architecture prior to the late Palaeozoic/Variscan
deformation. The combined dynamic approach
of two-dimensional reverse-basin and subsequent
stratigraphic forward modelling is an effective
tool to analyse geological processes in time. The
present study allows the quantification of the basin
architecture, the shelf–basin development and the
sedimentation history of this highly tectonized
foreland thrust and fold belt. The temporal and
spatial developments of petrophysical and sedi-
mentary parameters are estimated from the depo-
sition of the oldest sediments in the basin to the
time of maximum burial.

Geological setting

The European Variscan Belt is a continental-scale
oroclinal bend (Weil et al., 2003), and extends
for almost 3000 km in western Europe (Fig. 1A).
Resulting from the collision of Laurentia–Baltica
and Gondwana, it shows a remarkable bend in
the west, called the Ibero-Armorican or Asturian
Arc (Matte, 1991; Bastida & Aller, 1992; Ábalos

et al., 2002). The Iberian Massif represents the
southwestern part of the Variscan Belt, which
is subdivided into five tectonostratigraphic zones
(Lotze, 1945; Julivert et al., 1972). From north-
east to southwest these are the Cantabrian, West
Asturian-Leonese, Central Iberian (including the
Galicia Tras-Os-Montes Zone), Ossa-Morena and
South Portuguese Zones (Fig. 1A). These zones
mirror the bilateral symmetry of the Variscan
Orogen, allowing the comparison of the two
external zones (Cantabrian and South Portuguese
zones) and the internal zones (West Asturian-
Leonese, Central Iberian and Ossa Morena; Juliv-
ert, 1981; Warr, 2000). High-grade metamorphic
rocks and granitoids are restricted to the internal
zones (Fernández-Suárez et al., 2000). Precam-
brian rocks of the Narcea antiformal stack separate
the Cantabrian Zone from the West Asturian-
Leonese Zone (Fig. 1B). The latter shows a much
thicker Lower Palaeozoic sedimentary succession
and a westward increase of plutonism and meta-
morphism (Julivert, 1981; Bastida & Aller, 1992).
The Cantabrian Zone represents the core of the
Ibero-Armorican Arc, being composed of a fore-
land fold-and-thrust belt, which was deformed at
shallow crustal levels without significant meta-
morphism or penetrative cleavage (García López
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et al., 1997; Bastida et al., 1999). It can be subdi-
vided into several domains and units (Fig. 1B): the
Somiedo-Correcilla, Sobia-Bodón, Aramo, Central
Coalfield, Ponga, Picos de Europa and Pisuerga-
Carrión (Pérez-Estaún & Bastida, 1990). The basin
architecture is characterized by thin-skinned tec-
tonics, with its main detachment horizon located
at the base of the Láncara Fm (Lower Cambrian)
and someminor décollementswithin higher strati-
graphic horizons (Julivert, 1971; Pérez Estaún
et al., 1988). The Palaeozoic succession was
strongly deformed during Variscan times by a set
of imbricate thrusts and cogenetic folds, as well
as by late, high-angle faults (Ábalos et al., 2002).
The Cantabrian Zone was described as an oro-
cline (Carey, 1955), indicating oroclinal bending
around a vertical axis in the late Stephanian to
Early Permian (Van der Voo et al., 1997; Weil
et al., 2000, 2001, 2003). Alpine deformation
reactivated many Variscan structures, resulting in
further compression with steepened thrusts and
faults and increased structural shortening. Thus,
the present-day structural setting gives only a par-
tial and distorted picture of the Variscan Belt
prior to the oroclinal bending (Ábalos et al., 2002;
Robardet, 2002). However, the structural situa-
tion with subvertical dipping strata in every single
thrust sheet, together with magnificent outcrop
conditions, provide one of the best insights into
the European Variscan Orogen.
During Neoproterozoic times, northwest Iberia

was part of a terrane assemblage that developed
on an active Gondwanamargin (Fernández-Suárez
et al., 1999, 2000, 2002a). Cadomian tectonism
caused the formation of an angular unconformity
(Ábalos et al., 2002). The tectono-sedimentary
evolution of the Cantabrian Zone is marked by
active tectonism (rifting?) during the Cambrian
(Álvaro et al., 2000a, 2000b), followed by a pas-
sive margin stage (post-rift), which lasted until
the Devonian. The Neoproterozoic to Silurian
sedimentary succession (Fig. 3) is dominated by
siliciclastic sediments (Herrería, Oville, Barrios,
Formigoso and San Pedro Fms) and includes sev-
eral long-lasting hiatus. From the EarlyOrdovician
(Arenigian), a structural high developed in the
northern part of the Iberian Peninsula (Cantabrian
High or Umbral Cántabrico-Ibérico: sensu Aram-
buru et al., 1992; Aramburu & García Ramos,
1993; Aramburu, 1995). The Cantabrian High was
a location of non-deposition and erosion, being
effective from the Middle Silurian until the Early
Devonian in the area studied (Veselovský, 2004).
Sedimentation occurred in the southern, western

and northern basinal areas (according to present
directions). During Devonian times, an alternat-
ing deposition of carbonate (Abelgas, Santa Lucía
and Portilla Fms) and siliciclastic sediments (Esla,
Huergas, Nocedo and Fueyo Fms) took place. Each
episode of carbonate growth, producing major
reefs, was followed by a succession of siliciclastic
material and a new phase of carbonate deposi-
tion. However, the end of the Givetian marked the
demise of Devonian reefs, manifested in the Fras-
nian Event (García-Alcalde, 1998; García-Alcalde
et al., 2002). Close to the Frasnian–Famennian
boundary, the first appearance of conglomerates
with metamorphic clasts indicates the presence
of a new source area in the Central Iberian Zone
(Frankenfeld, 1982; Rodríguez Fernández et al.,
1985). This points to the onset of crustal thick-
ening of the Iberian Variscan orogen situated to
the west of the Cantabrian Zone (Ábalos et al.,
2002). Subsequently, the whole Cantabrian Zone
was covered by the thin, condensed carbonates
of the Alba Fm until the early Namurian. Thick
synorogenic turbidites (Olleros Fm), initiated in
the Serpukhovian, mark the onset of Variscan
orogeny in the Cantabrian Zone. The further
evolution of the Variscan deformation was char-
acterized by changes in basin geometry caused
by the multiple emplacement of thrust nappes
and by the sedimentation of thick synorogenic
deposits. Large carbonate platforms developed
(Barcaliente and Valdeteja Fms), which were sub-
sequently covered by terrigenous sediments from
the approaching Variscan Orogen (San Emiliano
Fm). Isolated intra-montane basins with mostly
continental deposits formed in the Stephanian
(Fig. 1B) due to renewed tensional tectonics.
These have been interpreted as pull-apart basins
(Nijman & Savage, 1989; Villegas, 1996). The
younger Permian and Mesozoic–Cenozoic suc-
cession in the Cantabrian Zone was extensively
eroded and cannot be reconstructed. The thickness
of the mainly shallow-marine Palaeozoic succes-
sion ranges between 3800 and 5000m.
Despite a large amount of published data, there

is still a considerable lack of information on the
Cantabrian Zone. The following data and models
are not yet available:

• a structurally balanced cross-section of the
Southern Cantabrian Basin;

• a pre-deformation architectural model of
the Southern Cantabrian Basin development
including long-term changes in accommoda-
tion space between the top of theNeoproterozoic
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and the time of maximum burial (flexural
reverse-basin modelling);

• a process-oriented model of depositional con-
trols (stratigraphic forward modelling);

• a genetic model of the basin development.

Structural subdivision of the Bernesga Transect

The Bernesga Transect is situated along the
N–S trending valleys of the Torio and Bernesga
Rivers (Fig. 4). Its orientation follows the
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overall tectonic transport direction in the region
(parallel to the direction of the displacement vec-
tors/perpendicular to the thrust planes), inter-
secting the basin from its proximal (north) to
distal (south) parts (Fig. 1B). Considering the
overall structural framework, this part of the
Cantabrian Zone can be divided into three
domains, designated from north to south as the
Bodón, Pedrosa and Alba Domains (Fig. 4). These
domains as well as most of the thrust sheets
are bordered by steeply dipping or overturned
thrusts.

1. The Bodón Domain in the north comprises the
Bodón, Gayo andCorrecilla Nappes (seeAlonso
et al., 1991 for a detailed tectonic subdivi-
sion of the area). To the north it is bound
by the León Line thrust system and shows
three kilometre-scale open folds (Figs 4 and 5).
This unit displays the basal detachment at the
base of the Láncara Fm, and a second detach-
ment in the Herrería Fm. Alonso & Suárez
Rodríguez (1991) assume a staircase geometry
of this detachment. The northernmost part of
the constructed transect (Fig. 5) suggests in
the subsurface an overlapping Herrería ramp-
anticline cut by the León Line. This assumption
is corroborated by the presence of a huge tec-
tonic window ca. 20 km west of the transect
(CuetoNegroAntiform, Fig. 4). TheHerrería Fm
can be traced along the main strike direction
(W–E) to the position of the Bernesga Tran-
sect, where it represents a higher tectonic floor
of the Herrería antiformal stack. North of the
Gayo Thrust the sediments of the San Emiliano
Fm show a strong internal deformation. This
internal folding has not been included in the
present tectonic model, as the complex defor-
mation style requires high-resolution structural
studies.

2. The Pedrosa Domain is characterized by mul-
tiple overthrust sheets in the form of an imbri-
cated thrust system. The unit is composed of
the Aralla-Rozo Nappe and the Pedroso Syn-
cline, which represents the northern part of the
Abelgas-Bregón Nappe. The basal detachment
is situated at the base of the Láncara Fm (Figs 4
and 5).

3. The Alba Domain, representing the southern
part of the Abelgas-Bregón Nappe, is composed
of large synformal structures. In the southern-
most part of the Bernesga Transect, the South-
ern Border Thrust marks the contact with the
Mesozoic Duero Basin. Palaeozoic sediments

of the Southern Cantabrian Basin have been
thrusted over the Mesozoic basin infill of the
Duero Basin (Fig. 1). The southward displace-
ment was estimated to be about 25 km (Alonso
et al., 1996). In comparison to the northern
parts, the large open Alba Syncline has suffered
the least deformation within the transect.

STRUCTURAL BALANCING

Methods

Balanced cross-sections are the most com-
monly utilized geometric constraint for over-
thrust structures (Jamison, 1987). They offer
reliable quantitative predictions about the sub-
surface architecture, even if a seismic data base,
borehole information or sufficient surface data are
not available. All tectonically affected domains
have to be readjusted into their depositional, pre-
deformational position in order to quantify basin
shortening caused by tectonic movements and to
be able to recognize the former basin configura-
tion and architecture. The balancing procedure
follows the strain-compatibility principle during
deformationpostulated byRamsay&Huber (1987).
The viable and admissible balanced cross-section
is the primary test for the consistence of bed
lengths, areas or volumes (Jamison, 1987). The
principal techniques and restrictions of balanced
cross-sections have been discussed by Dahlstrom
(1969) and Woodward et al. (1985, 1989).
For the balancing of the Bernesga Transect, the

fundamental rule of equal bed lengths has been
applied (Dahlstrom, 1969). Cross-section balanc-
ing starts by constructing a deformed section and
then by measuring the bed lengths to relocate the
faults in the undeformed state (Woodward et al.,
1989). The amount of shortening (ε) in percent can
be calculated using the following equation:

ε = (x − x0)/x0 × 100

where x0 represents the restored and x the
deformed stage.
In order to avoid problems of Stephanian sedi-

ments covering the eastern part of theworking area
and a prominent lateral ramp (south of Villamanín
de la Tercia, Fig. 4), which moved material out of
the plane of section (see ‘Constraints’), the transect
was split into two parts. The thrust plane delim-
iting the Correcillas Nappe from the Aralla-Rozo
Nappe was selected as the boundary between the
northern and southern parts of the transect (Fig. 4).



ANFMS: “ANFMS_C003” — 2008/8/29 — 17:23 — PAGE 72 — #8

72 Z. Veselovský et al.

P
1

P
2

P
3

P
4

P
5

P
6

P
7

P
8

P
9

H
er

re
rí

a 
F

m
O

vi
lle

 F
m

Lá
nc

ar
a 

F
m

S
an

P
ed

ro
 F

m
F

or
m

ig
os

o 
F

m
B

ar
rio

s 
F

m

P
or

til
la

  F
m

H
ue

rg
as

 F
m

S
an

ta
 L

uc
ía

F
m

La
V

id
 G

ro
up

B
al

ea
s 

F
m

E
rm

ita
  F

m
F

uy
eo

 F
m

N
oc

ed
o 

F
m

B
ar

ca
lie

nt
e 

F
m

A
lb

a 
F

m
V

eg
am

iá
n 

F
m

S
an

 
E

m
ili

an
o 

F
m

 V
al

de
te

ja
 F

m

C
ar

bo
ni

fe
ro

us
 

un
di

ffe
re

nt
ia

te
d

sc
al

e 
in

 m
et

re
s

30
0

20
0

10
0

-1
00N

S

N
S

300

200

100

400

P
9 

P
8 

P
7 

P
6 

P
5 

P
4

P
3

P
2

P
1

C
en

oz
oi

c
M

es
oz

oi
c

(D
ue

ro
 B

as
in

)
 

D
ef

o
rm

ed
 B

er
n

es
g

a 
Tr

an
se

ct

R
es

to
re

d
 B

er
n

es
g

a 
Tr

an
se

ct

5 
km

th
ru

st
s

la
te

r 
fa

ul
ts

52
5

50
5

41
5

38
2

35
3

T
im

e 
(M

a)

F
ig
.
5.
S
tr
u
ct
u
ra
l
ba
la
n
ci
n
g
of
th
e
B
er
n
es
ga
T
ra
n
se
ct
.
T
h
e
u
p
p
er
p
ic
tu
re
sh
ow
s
th
e
d
ef
or
m
ed

st
at
e,
w
h
er
ea
s
th
e
lo
w
er
p
ic
tu
re
vi
su
al
iz
es
th
e
re
st
or
ed

tr
an
se
ct
.
N
ot
e

d
if
fe
re
n
ts
ca
le
s
of
u
p
p
er
an
d
lo
w
er
fi
gu
re
s!
F
or
gr
ap
h
ic
al
re
as
on
s,
d
if
fe
re
n
tf
or
m
at
io
n
s
w
er
e
gr
ou
p
ed
in
to
u
n
it
s
w
it
h
id
en
ti
ca
lc
ol
ou
rs
.T
h
e
re
su
lt
of
st
ru
ct
u
ra
lb
al
an
ci
n
g

is
an
u
n
d
ef
or
m
ed
,l
ar
ge
ly
h
or
iz
on
ta
l
st
ac
k
of
se
d
im
en
ta
ry
fo
rm
at
io
n
s
of
va
ry
in
g
th
ic
kn
es
s.
T
h
e
to
p
og
ra
p
h
ic
fe
at
u
re
of
th
e
C
an
ta
br
ia
n
H
ig
h
is
on
ly
ch
ar
ac
te
ri
ze
d
by
th
e

d
im
in
is
h
in
g
th
ic
kn
es
s
of
D
ev
on
ia
n
fo
rm
at
io
n
s
(r
ed
br
ow
n
co
lo
u
r)
to
w
ar
d
s
th
e
n
or
th
.



ANFMS: “ANFMS_C003” — 2008/8/29 — 17:23 — PAGE 73 — #9

Modelling of the Southern Cantabrian Basin, northwest Spain 73

Restorable cross-sections normally should con-
tain a completely restorable structure, which com-
prises the undeformed hinterland and foreland.
For this study this is not the case. The undeformed
hinterland in the south is covered by Cretaceous
and Tertiary rocks of the Duero Basin (Fig. 1),
whereas in the north the out-of-sequence León
Line fault system cross-cuts the transect (Fig. 4).
Consequently pin lines had to be set perpendicular
to bedding in both the deformed and the unde-
formed state (Woodward et al., 1985). Pin lines
(Fig. 5) are the starting point for measuring bed
length for balancing in every discrete unit.

Constraints

While constructing cross-sections, there are gener-
ally a number of geometrical plausible solutions.
The number of solutions depends greatly on the
quality of the database. The following factors place
additional restrictions:

• using the presented simplifications, only plane
strain and simple shear can be used;

• parallel folding with flexural slip between beds
is assumed;

• cross-sections have to be placed parallel to the
direction of strain, analogous to the displace-
ment vectors or perpendicular to the thrust
planes;

• no movement into or out of the 2D plane of the
transect can be calculated;

• presumption of minimal volume loss or tec-
tonic compaction, for example by means of
pressure solution and preservation of line-
length during deformation, is necessary;

• possible volume reductions due to compaction
by sediment load during and after compres-
sion are not considered – these factors might
be of importance especially in the successions
underneath the Stephanian basins (whichwere
not modelled);

• transects have to contain completely restorable
structures.

Results

Models of the pre-orogenic, Late Devonian basin
geometry establish a basis for the following,
dynamic 2D reverse and stratigraphic forward
modelling. The deformed and restored Bernesga
Transect is shown in Fig. 5.
Several deformationmechanisms are clearly vis-

ible in the deformed transect. The ‘piggy-back

thrust’ – mechanism shows the forward-breaking
succession of individual thrust sheets, running
chronologically from south to north. The basal
accretion within the Herrería Fm is exposed in
the Cueto Negro antiformal stack (Fig. 4) and two
independent ramp anticlines south of pin line P3
and P8 in the subsurface (Fig. 5). These struc-
tures in the subsurface have been interpreted to
account for the formation of the Valporquero Syn-
cline (marked by pin line P3 in Fig. 5) and Pedroso
Syncline (pin line P8 and Fig. 4), as this inde-
pendent ramp anticline forms in a more or less
symmetrical pattern. The southern part experi-
enced very differential internal deformation from
north to south. The imbricated thrust system in
the north shows the highest amount of shorten-
ing within the whole transect, whereas the wide
open fold of the Alba Syncline experienced lower
deformation.
Basal accretion occurred after frontal accre-

tion, and resulted in the deformation of the basal
detachment at the base of the Láncara Fm (Potent
& Reuther, 2000). However, there are several indi-
cations for further deformation phases such as out
of sequence faults (León Line, Alba Syncline Back-
thrust), overthrusting of the Palaeozoic sediments
on the Mesozoic Duero Basin (Southern Border
Thrust) and the steepening and overturning of
many Variscan thrusts.
No structural balancing could be accomplished

north of the León Line and south of the South-
ern Border thrust, as these structures represent
out-of-sequence faults with unknown displace-
ment factors and characteristics. In Fig. 5 bal-
anced areas (between pin lines P1 and P9) are
marked by saturated colours. Consequently the
Gayo, Corecillas and Aralla-Rozo-Nappes have
been restored completely, whereas the Bodón and
the Abelgas-Bregón Nappes have been balanced
partially. Small-scale faulting and folding is com-
mon, but has not been considered in the balancing
process. This represents a valid simplification at
basin scale. The deformed sectionwas constructed
and balanced simultaneously in an iterative way.
Because of the different structural styles, the
three domains (see ‘Structural subdivision of the
Bernesga Transect’) have been balanced separately
and stitched along theirmutual ramps. Each nappe
was balanced both manually and with the struc-
tural analysis and modelling program 2D-MoveTM

(Midland Valley Ltd, Glasgow).
Ramp geometries and angles result from the

balanced bed lengths. Fault-bend folds are a typ-
ical feature in thrust belts and develop as the
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hangingwall of a thrust is transported through a
ramp region on the thrust surface (Jamison, 1987).
They are determined by the position of the hang-
ingwall truncation foreland of the ramp and show
ramp-angles between 10◦ and 40◦ (Boyer & Elliott,
1982; Suppe, 1983; Jamison, 1987; McClay, 1992;
Nieuwland et al., 2000). In the present model,
ramp angles between the discrete thrust nappes
range between 17◦ and 25◦ (Fig. 5, lower part).
Ramps break through from south to north with an
increasing angle towards the top. This listric trend
could have been caused by diminished overbur-
den to the top of the succession (Potent & Reuther,
2000) or by high basal friction at the décolle-
ment (Nieuwland et al., 2000). Competent beds,
which have suffered least ductile deformation,
were chosen for bed length balancing. The lower-
most horizon of the Herrería Fm was deformed by
basal accretion and was not considered within the
balancing procedure. Due to an unknown struc-
ture and geometry (no high resolution seismics),
the duplexes and the antiformal stack in the north
were only displayed schematically. The Valdeteja
and San Emiliano Fms were not balanced because
of thickness variations and interfingering of the
uppermost units. Additionally the top of the San
Emiliano Fm does not crop out in the region, as
it is always cut by thrusts. Internal deformation
of the specific thrust sheets and the displacement
widths between two neighbouring nappes were
calculated independently for every single nappe
by measuring the distance between the footwall
and hangingwall cut-off points along the different
thrust surfaces.
The balancing procedure applied provides min-

imum shortening values for the Bernesga Tran-
sect. The result of the balancing process is
an undeformed, horizontal stack of beds with
varying thicknesses, formed during deposition.
However, consideration of out-of-plane deforma-
tion and small-scale folding and faulting may
increase shortening values by 10–15%. The length
of the constructed, deformed transect amounts
to 17.91 km, whereas in its restored state, the
length increases to 38.58 km (both distances mea-
sured between pin lines P1 and P9) resulting
in a shortening distance of 20.67 km. Total tec-
tonic shortening of the deformed basin infill
amounts to a minimum of 54%. This result
ranges between the values suggested by Julivert &
Arboleya (1986), who proposed 40–50% shorten-
ing for the Cantabrian Zone and Oczlon (1992)
and Ábalos et al. (2002), presuming 70–80%.
However, Oczlon (1992) and Ábalos et al. (2002)
considered the whole Cantabrian Zone (Narcea

Table 1. Values for the minimal shortening and displace-
ment widths along transect. See ‘Structural subdivision of
the Bernesga Transect’ for explanation and Fig. 5 for the
constructed and balanced transect.

Bodón
Domain

Pedrosa
Domain

Alba
Domain

Minimal shortening (%) 41 65 25
Displacement 1.61–1.76 1.02–1.40 0.31–0.63
widths (km)

Antiform to the Pisuerga-CarriónDomain, Fig. 1B),
so that these values may not be comparable to the
southern part of the Cantabrian Basin. Potent &
Reuther (2000) assume 60% shortening, balancing
a 6.3 km long cross-section of the highly deformed
Montuerto Syncline (Curueño Valley).
In terms of minimal shortening, the Pedrosa

Domain displays the highest values followed by
the Bodón and Alba Domains (Table 1). The
slightly deformed Alba Syncline (20%) shows
lower values in proportion to the total minimal
shortening of the transect. Nevertheless, because
of the simplification of the Alba and highly tec-
tonized Pedroso Synclines, the minimal shorten-
ing values may underestimate the true extent of
shortening. As expected, the highest shortening
values are displayed by the imbricated thrust sys-
tem north of the Pedroso Syncline (up to 78%)
showing minimal shortening to be 23% to 45%
higher than the total minimal shortening of the
transect. Regarding the ForcadaNappe in the north
of the Bernesga Transect, which has not been bal-
anced, values of around 70% can be estimated, as
the León Line Thrust system and other residual
faults point to a significantly higher level of inter-
nal deformation. It can be reasonably assumed that
the area between pin line P9 and the Southern Bor-
der Thrust will range from around 20% to 25%,
considering the backthrust on the southern limb
of the Alba Syncline (Fig. 5).
Displacement widths reflect the structural dif-

ferences between the three domains. With regard
to the timing of the Variscan thrusting, the
youngest nappes show the lowest displacement
widths along the transect (see Table 1 for detailed
values). The overall shortening caused by the dis-
placement of the nappes along thrusts alone sums
up to 9.21 km. This value corresponds to 52% of
the total minimal shortening (internal folding plus
thrusting). In other words, thrusting and internal
folding of the nappes caused approximately the
same amount of total minimal shortening.
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BASIN MODELLING

The combination of reverse-basin and strati-
graphic forward modelling allows for developing
more rigorous genetic models of basin develop-
ment. Numerical modelling permits the quantita-
tive analysis of key controls in basin development
including their temporal and spatial variations.
The key controls comprise, e.g.:

• subsidence/uplift rates (overall thermo-
tectonic-, compaction- and flexural-induced)

• porosity, density
• palaeobathymetry
• sedimentation rates (input of siliciclastics

and redeposited carbonate sediment as well as
in situ carbonate production)

• erosion rates
• facies distribution
• initial bathymetry
• crustal parameters (effective elastic thickness,

mantle density, etc.)

A sedimentation model considers major tec-
tonic, water-level and sediment-supply conditions
including short and long-term processes. The
2D reverse-basin and stratigraphic forward mod-
elling for this study were accomplished using the
PHIL/BASIMTM program package (PetroDynamics
Inc., Houston). Bowman & Vail (1999) published
the fundamental algorithms implemented in the
stratigraphic simulator. The modelling process
applies a procedural loop depicted in Fig. 2.

Two-dimensional reverse-basin modelling

Two-dimensional numerical reverse-basin mod-
elling provides overall thermo-tectonic-, flexural-
and compaction-induced subsidence rates as
well as sediment flux, which constrain 2D
forward stratigraphic models. It additionally
offers architectural models of the basin in time
(Figs 6–8).

Input data

Field data from cross-sections and outcrops were
projected into the modelled transect, including
biostratigraphic and lithostratigraphic informa-
tion, thicknesses, large-scale geometries, charac-
teristic surfaces and structural measurements. Due
to the structural character of the investigation area,
thrust planes were used as projection lines. The
distances between the cross-sections prior to the
Variscan orogeny have been obtained by means

of the structural balancing procedure discussed
above.

Time

The basin fill was subdivided in 35 time lay-
ers, based on the available biostratigraphic
framework. The youngest time line (Cenozoic,
34Ma) marks the period of maximum burial
depth of the basin. From this point of time,
thicknesses of subsequently older time layers
were incrementally added up to the top of the
basement (Precambrian, 560Ma). Absolute ages
for stage boundaries have been taken from the
German Stratigraphic Commission (2002), based
on Gradstein et al. (1994; Cretaceous), Berggren
et al. (1995; Tertiary), Tucker & McKerrow (1995;
Ordovician, Cambrian), Menning (1995, 2001;
Permian), Menning et al. (2000; Carboniferous),
Pálfy et al. (2000; Jurassic) and Weddige (2001;
Devonian). Depending on the presence of indica-
tive fossils, time resolution reaches stage level.
For each time line at every location along the

transect data, absolute age, burial depth and
palaeobathymetry are required. In addition, sea-
level history, initial textural porosities for the
specific lithologies, as well as flexural parameters
were included in the model.

Sea level

Only 2nd order changes of eustatic sea level were
considered, because sea-level changes of higher
magnitude are poorly constrained throughout the
Palaeozoic. The published sea-level curves for the
entire Phanerozoic (Vail et al., 1977; Hallam, 1984)
show significant discrepancies and do not match
the detailed curves published for single series.
Therefore a synthetic curve was established for
this study based on (see Fig. 12):

0–70Ma: Mitchum & van Wagoner (1991)
(Haq et al., 1987)

70–160Ma: Kendall et al. (1992)
(Haq et al., 1987)

160–256Ma: Haq et al. (1987)
255–355Ma: Ross & Ross (1988)
355–410Ma: Johnson et al. (1985)

and Dennison (1985)
410–438Ma: Ross & Ross (1996)
435–540Ma: Ross & Ross (1988)
540–560Ma: Vail et al. (1977)

Palaeowater depths were estimated from facies
analysis and faunal assemblages.
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Fig. 6. Two-dimensional reverse-basin modelling displayed as plots of selected time lines. They visualize the development
of depositional and structural architecture from Late Proterozoic to Late Carboniferous. The top of an increment is marked
by a dashed line in the plot that follows. The position of the Bernesga Transect is shown in Figs 1B and 4.

Compaction and decompaction

The numerical modelling includes incremental
decompaction of the succession in each time

layer. Decompaction is calculated using empir-
ical porosity/depth relations for specific litholo-
gies. PHILTM utilizes 12 siliciclastic and eight
carbonate/evaporite lithologies with definable
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Fig. 7. Spectrogram plots of total subsidence rates and their specific components (thermo-tectonic, flexural-induced and
compaction-induced). The y axis of each figure represents the time-development of the basin in Myr, whereas the distance
along transect is plotted on the x axis. See Figs 1B and 4 for the position of the Bernesga Transect. Differential subsidence
rates are visualized with specific colour codes, cut in order to highlight medium-range values (colour bars at the bottom of
each graph). Therefore maximum and minimum values are given for each plot. Detailed maximum, minimum and mean
values for all trends are stated in Table 2.
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SNAge Thermo-tectonic subsidence rates Subsidence trends Period
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Fig. 8. The left part is extracted from Fig. 7, showing thermo-tectonic subsidence rates between 560Ma and 313Ma.
The right side indicates the specific numbers of the subsidence trends (see ‘2D reverse basin modelling’) as well as the
development stages of the Southern Cantabrian Basin. Trend 6 in the uppermost part of the figure represents the Variscan
foredeep stage, with arrows indicating movements of highly subsiding depocentres in time.

bulk rock density, initial porosity, compaction-
rate parameter and maximum depth of com-
paction. Together with burial depth, these values
control the compaction of all time layers. Val-
ues have been taken from Goldhammer (1997),
Welte et al. (1997) and Bowman & Vail (1999)
who published algorithms for the calculation of
burial-depth-related porosity dependent on the
lithology.
During each timestep PHILTM calculates the

porosity within each cell according to its depth
and lithology from top to bottom of the series.
According to the loss of porosity for a time interval,
the thickness is decreased equally and the hori-
zon depths are adjusted. Sediment compaction is
assumed under normal pressure, with the option
of overpressured basin conditions (where com-
paction is delayed) resulting in thicker sections
with lower densities.

Flexural response of the crust

Flexural response of the crust can become very
prominent, especially for greater loads and
extended duration of loading (Einsele, 2000;
Stüwe, 2000). Flexure results from vertical forces,

horizontal forces and torques in any combina-
tion and affects the elastic upper part of the
lithosphere, which retains elastic stresses over
geological timescales (Allen &Allen, 1990). Flexu-
ral reverse modelling computes the flexure due to
total sediment load and subtracts the resulting flex-
ure from the observed thickness in order to obtain
tectonic subsidence and uplift (Watts, 2001). The
effects of palaeobathymetry and sea-level changes
are taken into account. The parameter that char-
acterizes the apparent strength of the lithosphere
is the flexural rigidity D, which is commonly
expressed by the effective or equivalent elas-
tic thickness (Te) of the lithosphere (Burov &
Diament, 1995, 1996; Cloetingh & Burov, 1996;
Einsele, 2000; Stüwe, 2000). García-Castellanos
(2002) classifies Te values of most of the mod-
ern foreland basins in a relatively narrow range
of 15–40 km. For this model the absence of a
significant difference in mechanical behaviour of
very old Precambrian lithosphere andmiddle-aged
Variscan lithosphere (Cloetingh & Burov, 1996) is
very important. These authors assume that after
approximately 400Ma the temperature has only
minor influence on Te variations. For the 2D
reverse modelling a mean Te value of 35 km was
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chosen. For detailed discussion see Veselovský
(2004).

Methods

Reverse-basin modelling determines the burial
history of a basin (e.g. Turcotte & Schubert, 1982).
Leeder (1999) distinguishes between tectonic,
thermal and load-induced bending subsidence
types contributing to total subsidence. In this con-
cept the backstripping procedure calculates and
removes the effect of sediment loading and com-
paction from the basement subsidence, as well as
changing palaeobathymetry and eustatic sea-level
variations, enabling the quantification of tectonic
subsidence (Sachsenhofer et al., 1997; Einsele,
2000; Watts, 2001). By restoring sediment thick-
ness at the time of deposition, taking into account
compaction and water-depth changes, and then
isostatically unloading it, it is possible to deter-
mine the depth at which the basement would be
in the absence of water and sediment load (Watts,
2001).
Two-dimensional reverse-basin modelling fol-

lows a sequence-stratigraphic concept, which
contemplates the creation/destruction of accom-
modation space and its infill as the principal
determinant on sedimentary systems and basins
(Zühlke et al., 2004). Accommodation space
development is constrained by subsidence/uplift,
eustatic sea-level changes and compaction in the
buried sedimentary infill. Subsidence/uplift can
be caused by a number of forces, such as flexu-
ral response to loading/unloading (by sediment,
water or any additional load) or thermal cool-
ing/heating. Within this study, total subsidence
comprises three genetic components: the thermo-
tectonic subsidence, flexural-induced subsidence
and compaction-induced subsidence. Bowman &
Vail (1999) published algorithms for calculation
of the flexural response of the crust to load-
ing/unloading by deposition/erosion of sediment
and sea-level changes.
During the procedure, all time layers are

incrementally removed, starting at the time of
maximum burial depth (Cenozoic, 34Ma) and
continuing until the top of the basement in
the basin (Precambrian, 560Ma). After a spe-
cific time layer has been removed, the under-
lying layer is adjusted according to the prede-
finedpalaeobathymetric depth. All older layers are
decompacted with predefined compaction param-
eters. This procedure is repeated for each of the
35 time lines, calculating the sediment flux and

different subsidence rates, removing the effects
of palaeobathymetric changes, flexural load-
ing, compaction and eustatic sea-level changes.
Numerical results are quantitative approximations
for thermo-tectonic, flexural and compaction-
induced, and total subsidence rates, as well as
sediment flux throughout the basin in time (Figs 7
and 8). They represent the fundamental basis for
the stratigraphic forward modelling. For details
see Bowman&Vail (1999) andTurcotte & Schubert
(2002).

Constraints

• Partially the present geochronologic informa-
tion is not sufficiently precise. During sedimen-
tation in the Southern Cantabrian Mountains
only a few volcanoclastics (within the Oville,
Barrios, San Pedro Fms) were deposited in
the area, and these have not yet been radio-
metrically dated (Gutiérrez-Alonso, personal
communication, 2003). Starting the model in
the Precambrian causes uncertainties due to
missing biostratigraphic data.

• Linear space interpolation is a basic method in
2D numerical reverse modelling. For all time
increments, both subsidence/uplift rates and
sediment supply are interpolated between the
locations along the transect.

• Flexural behaviour of the crust depends on
the effective elastic thickness (Te) of the litho-
sphere. Average values for Te during the
reverse-basin modelling cause uncertainties
within the flexural-induced subsidence results.

• In this paper, initial porosities and com-
paction parameters for standard lithologies
have been used. They are based on particle size,
matrix/grain-support and mud/shale content.
Each time increment incorporates information
for one representative lithology.

Numerical and graphical output

Figure 6 shows the basin architecture for 10
selected time lines. Rates of subsidence compo-
nents are shown in the spectrograms of Figs 7 and
8 and in Table 2.

Results

All values are given as subsidence/uplift rates in
metres per million years (mMyr−1). Negative val-
ues stand for uplift, whereas positive indicate
subsidence. Between 560Ma and 313Ma sixmajor
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Table 2. Trends of total subsidence rates and their specific components (thermo-tectonic, flexural-induced and compaction-
induced) for the time interval 560–313Ma. Spectral plots are shown in Figs 7 and 8. See text for further explanation.

Subsidence rates (mMyr−1)

Component
Trend 1
(560–500Ma)

Trend 2
(500–435Ma)

Trend 3
(435–415Ma)

Trend 4
(415–361Ma)

Trend 5
(361–322Ma)

Trend 6
(322–313Ma)

Total Minimum 7 −6 −4 −10 −9 −107
Maximum 50 33 45 70 25 532
Mean 28 6 13 15 4 175

Thermo-tectonic Minimum −6 −6 −8 −13 −10 −156
Maximum 34 30 35 40 28 432
Mean 16 5 7 5 4 98

Flexural-induced Minimum 1 −1 −1 2 −4 28
Maximum 20 0 6 14 1 51
Mean 8 0 2 6 0 41

Compaction- Minimum 0 0 0 0 0 0
induced Maximum 10 5 10 16 2 73

Mean 4 1 3 4 0 36

subsidence trends can be determined (Fig. 8). Val-
ues for all trends and all subsidence components,
as well as their absolute ages, are summarized in
Table 2.

Thermo-tectonic subsidence. The thermo-tectonic
subsidence rates range from −156 to 432mMyr−1
over the entire modelling interval (Fig. 7).
The first trend (560–500Ma, Fig. 8 and Table 2)

is indicated by slightly elevated values with mean
rates of 16mMyr−1. The spatial pattern is uniform,
with higher values (up to 34mMyr−1) in the north-
ern part of the transect (km 6). Within the first four
time increments a trend can be observed showing
thermo-tectonic subsidence values diminishing in
time by 40%.
The second trend (500–435Ma) is marked by

alternating increments of slight subsidence (up
to 30mMyr−1) and no subsidence or very slight
uplift (maximum uplift −6mMyr−1). The distri-
bution of values is uniform, with decreasing values
to the north and to the south. Three 10 to 24Myr
long hiatus subdivide the sedimentary record (see
also Fig. 3).
The third trend (435–415Ma) indicates the first

inhomogeneity in spatial distribution of subsi-
dence rates. Its first time increment (Formigoso
Fm; 435–428Ma) shows two local subsidence
maxima (km 7 and km 54 with values up to
35mMyr−1), whereas the subsequent increments
(San Pedro Fm; 428–415Ma) are characterized by
the development of an uplifted area (Cantabrian
Block) of no deposition (up to −8mMa−1) in the

north. This structural high propagated in time to
the south (Members B and C of the San Pedro Fm;
422–415Ma), restricting the areas of deposition to
the south.
The pattern vanishes at the beginning of

the fourth trend (415–361Ma). The Esla Fm
(402–396Ma) shows a marked subsidence peak at
km 32 along the transect. However, the subsiding
areas start to become restricted once again towards
the south from the deposition of the Santa Lucía
Fm onwards (396–391Ma). The uplifted areas (up
to −13mMa−1) extend to km 47 at the time of the
Fuyeo Fm (373–361Ma). Maximum subsidence
rates (40mMyr−1) are reached during deposition
of the Santa Lucía Fm. This wedge-shaped pattern
is visible in the spectral plot in Fig. 7.
The fifth trend (361–322Ma) commences with

a short hiatus (3Ma) and an alternation of thin
carbonate and siliciclastic formations. The wedge-
shaped pattern vanishes in the uppermost Devo-
nian, switching to fairly uniform subsidence rates
(up to 28mMyr−1). The most important feature of
this trend is the deposition of the condensed Alba
Fm (347–322Ma), representing 25Myr of uniform
subsidence and low sedimentation rates along the
transect.
In contrast to these uniform conditions, the sixth

trend (322–313Ma) is characterized by highly sub-
siding areas (up to 432mMyr−1), with neighbour-
ing regions of strong uplift (up to −156 mMyr−1).
During time increment 317Ma, highest values of
241mMyr−1 are displayed at km 43 along the
transect. Throughout time increment 313Ma, the
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pattern shows amaximum subsidence restricted to
the northernmost part of the Bernesga Transect (up
to 432mMyr−1 at km0), whereas the southern part
has been strongly uplifted (−156 mMyr−1). Thus,
within the three time increments of this trend,
the subsiding depocentres migrate from the south-
ernmost to the northernmost part of the transect
(Figs 7 and 8).

Flexural-induced subsidence. This subsidence
component does not mirror all six subsidence
trends already presented. It has a comparatively
minor impact on the total subsidence development
with mean proportions of 10–25% of the total sub-
sidence. The flexural-induced values depend to
a great extent on the sediment thickness and the
palaeobathymetry. However, due to the low spe-
cific gravity of water in comparison to sediment,
only greater water depth causes major flexural
response of the crust.

Compaction-induced subsidence. In comparison
with trends one, two and five, trends three
(435–415Ma) and four (415–361Ma) are fairly
well developed, displaying the wedge-shaped pat-
tern of the thermo-tectonic subsidence results.
Higher compaction-induced subsidence rates are
also due to the highly compactable black shales
of the Formigoso Fm and the sediment deposited
south of the Cantabrian High. The sixth trend
(322–313Ma) fully corresponds to the thermo-
tectonic results, showing highly subsiding regions
(up to 73mMyr−1) migrating northwards in time.
The proportion of the compaction-induced sub-
sidence is slightly lower but in the same order
as the flexural-induced subsidence. Compaction-
induced subsidence is very prominent during
times of high sedimentation rates, as for exam-
ple during deposition of the San Emiliano and
Olleros Fms.

Total subsidence. Total subsidence represents
the sum of thermo-tectonic, flexural-induced and
compaction-induced subsidence. The subsidence
values over the whole model period range from
−107 to 532mMyr−1. As the thermo-tectonic sub-
sidence is the dominating component, ranging
between 35% and 100%, it shows a fairly identical
pattern to total subsidence. During times of high
sedimentation rates (e.g. subsidence trends 1 and
6), compaction of deposited sediment and its load
cause considerable subsidence, reaching 25–40%
of total subsidence rates.

Two-dimensional stratigraphic forward
modelling

In order to quantitatively model the deposi-
tional history of a basin, only forward mod-
els can be applied, as basin evolution consists
mostly of irreversible processes, which do not
lend themselves to inverse modelling (Cross &
Harbaugh, 1990). Stratigraphic forward modelling
was applied to simulate basin development, and
to quantify the physical factors determining depo-
sition. This study focuses on the evaluation and
quantification of internal and external parame-
ters governing deposition, e.g. sediment trans-
port, in situ carbonate production, erosion and
compaction. Within the stratigraphic forward sim-
ulations, these parameters can be calculated and
visualized independently in order to deter-
mine the primary factors. The modelled, mixed
carbonate–clastic depositional system includes
subsidence and uplift, flexural loading and
eustatic sea-level changes. This method offers
geometrical minimum/maximum models of sedi-
mentary geometries and lithofacies distribution in
time and space, predicting lithostratigraphic infor-
mation in areas between outcrops. Consequently,
it provides an opportunity to visualize seismic-
scale geometries in a tectonically highly disturbed
basin (after structuralmodelling has been applied),
where only slices of the basin fill crop out. Fur-
ther results comprise predictions of data between
measured outcrops, such as:

• distribution of lithofacies and depositional
environments

• distribution of lithophysical parameters (den-
sity, porosity)

• distribution of palaeowater depth
• information about depositional systems

In a procedural loop the data from forward
modelling can be used to control and modify
reverse-basin modelling results, as it considers
sedimentary parameters and has a superior spatial
and temporal resolution (Fig. 2). PHIL/BASIMTM

comprises a comprehensive set of sedimentation
and deformation algorithms that model:

• tectonic history (subsidence and uplift)
• sea-level history
• palaeoenvironmental parameters/proxies
• crustal response due to flexural loading of

sediment and water loads
• compaction of sediment
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• traction of siliciclastic sediment in fluvial and
coastal settings

• dispersion of suspension load in marine set-
tings

• gravity-flow sedimentation (slope failure, tur-
bidites)

• production and redistribution of carbonate sed-
iment

• erosion (subaerial, shoreline).

Input data

For this study, 34 sections were measured
in the field (Fig. 4), in terms of lithofacies,
lateral thickness variations, large-scale geome-
tries, biostratigraphy and characteristic surfaces
important for the sequence-stratigraphic inter-
pretation. Allostratigraphic and sequence strati-
graphic correlation of the sections allowed the
reconstruction of basin architecture. Field data
were interpolated into the synthetic Bernesga
Transect according to the tectonic restrictions (see
‘Structural balancing’) in order to obtain sufficient
information for reconstructing the basin develop-
ment on a seismic scale.

Time and space

All variables are set at the start of the model
and can be varied for each timestep. Because of
the long simulation time, a constant timestep of
500 kyr was chosen. For the simulation time from
560Ma to 322Ma the model comprises 477 layers.
Carbonate deposition uses an independent time
increment of 21 kyr in order to adequately reflect
the sensitivity of carbonate production systems
to, for example, climate cycles and relative sea-
level changes. The Bernesga Transect is divided
into user-defined evenly spaced cells, with a cell
spacing of 250m.

Tectonic subsidence, sea level and compaction

Tectonic subsidence rates vary spatially and tem-
porally. The numerical data have been calculated
by 2D reverse-basin analysis (see above). The
composed eustatic sea-level curve is identical to
the curve used in the 2D reverse-basin modelling
(see Fig. 12). The distribution of porosity in the
cross-section is determined by the lithofacies and
maximum burial depth of the interval. The distri-
bution of physical properties, such as permeability
and density is derived from porosity and lithology
(Bowman & Vail, 1999).

Flexural response of the crust

The effective elastic lithosphere thickness (Te) in
the region studied changes through time, as the
lithospheric plate experiences a broad variety of
settings. The value ofTe for the stretched crust and
newly created oceanic crust has been estimated to
be 5–15 km according to the mid-values for rifting
areas (Watts, 2001). This timespan lasted from the
Precambrian up to the Lower Cambrian. However,
the magmatic event in the Ordovician indicates
renewed extension of the continental margin (Ollo
de Sapo Event; Dallmeyer et al., 1997; Fernández-
Suárez et al., 1998). For the further development
of Te on the passive margin of Gondwana only
estimates can be made. The Te values for pas-
sive margins vary from 5 to 60 km with a peak
between 10 and 30km (Watts, 2001; and refer-
ences therein). A linear increase of Te from 10
to 60 km was applied for the Ordovician to Early
Carboniferous (for detail see Veselovský, 2004).

Simulation workflow

The simulation workflow and key algorithms
in PHILTM have been described by Bowman &
Vail (1999). The simulation considers tectonic
and sea-level specifications, flexural behaviour
of the crust, traction/suspension of siliciclas-
tics, production and redistribution of carbon-
ates, compaction, erosion, slumping, turbidites,
etc. Restrictions include no out-of-plane sediment
transport, limited bio- and chronostratigraphic
resolution in the early Palaeozoic, no hydrody-
namic and/or climate simulation. Different com-
binations of input parameters can lead to the same
geological results, reflecting the non-uniqueness of
results.

Numerical and graphical output

The evolution of the basin architecture can be
visualized by means of a time-series animation
(Veselovský, 2004), whereas the numerical results
have been plotted as cross-sections, stratigraphic
columns and chronostratigraphic plots.

• A series of lithostratigraphic plots illustrates
the distribution of facies along the transect as
well as the development of sediment geome-
tries (Fig. 9).

• Apalaeobathymetry figure plots the bathymetry
at the time of deposition (Fig. 10A).

• A chronostratigraphic diagram plots the thick-
ness of each horizontal interval according to its
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Fig. 10. (A) Depositional depths (palaeobathymetry) of sediments along the Bernesga Transect. The youngest sediments
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position along the cross-section. The thickness
of the interval is represented by the height of
the interval for each cell. Depositional depths
(palaeobathymetry) are plotted in relation to
time (Fig. 10B).

• Stratigraphic columns can be drawn for each
cell and compared with cross-sections in order
to calibrate the forward simulation to real-
world basin fill data (Fig. 11).

Results

The geometry of a basin is mainly controlled by
basin-forming tectonics, but the morphology of
a basin, defined by the sediment surface, is the
product of the interplay between tectonic move-
ments and sedimentation. Basin-fill development
is mainly controlled by two major parameters,
accommodation and sediment supply/production.
Accommodation space is a function of eustatic
sea-level fluctuations and subsidence. The impor-
tance of sediment supply/production has been
emphasized by Thorne & Swift (1991) for clastic
and by Schlager (1993) for carbonate depositional
systems.
The siliciclastic sediment supply is given in

m2 kyr−1 as it represents the filling of a two-
dimensional area in a two-dimensional model.
Changes in sediment input are plotted in Fig. 12.
From the latest Neoproterozoic to the Early
Ordovician the area was dominated by a high
flux of siliciclastic sediments with sedimentation
rates ranging between 2600 and 4600m2 kyr−1.
Only the deposition of a thin carbonate suc-
cession (Láncara Fm, 525–513Ma) and several
long-persisting hiatus interrupt the clastic period
(hiatus/non-deposition are coded in black in
Fig. 10B). During the Silurian only siliciclastic
material was deposited. Flux rates diminished by
60% (600 to 1800m2 kyr−1), however. The Devo-
nian is characterized by deposition of alternating
siliciclastics and carbonates, with highly vari-
able clastic sediment supply (770m2 kyr−1 up to
4000m2 kyr−1; see Fig. 12). Siliciclastic influence
decreased towards the beginning of the Carbonif-
erous, diminishing towards the end of the simula-
tion (322Ma). Figure 9 shows the development of
facies patterns predicted along the Bernesga Tran-
sect. The periods of alternating siliciclastic and
carbonate deposition reflect the complex interplay
between sediment input and eustatic sea-level
fluctuations.

The Devonian is one of the most significant
maxima of reefal carbonate production in the
Phanerozoic (Kiessling et al., 2000). Carbonate
accumulation rates are the net result of sedi-
ment input and in situ production (for carbonate
environments), without consideration of sediment
export by means of bypass or removal by ero-
sion. They depend on depositional environment,
basinal asymmetry, climate, tectonic setting and
the time increment being modelled (Enos, 1991).
Accumulation rates are mostly calculated in 1D
at a specific locality and normally given as com-
pacted values. If the sediment supply/production
of a system is greater than the 1D accommodation
space for this locality, the accumulation rates are
governed by the development of accommodation
space and not by the production potential of the
organisms.
Accumulation rates should not be confusedwith

the growth potential of carbonate systems, rep-
resenting the maximum production potential for
a specific sedimentary environment. Production
rates calculated in the present model are decom-
pacted values in 2D, representing the vertical
accumulation together with sediment export and
bypass.
Figure 13 shows a compilation of compacted

accumulation rates of carbonate systems for the
Devonian, Carboniferous and Cenozoic. In the
Southern Cantabrian Basin three important car-
bonate producing intervals occur within the
Devonian. These correspond to the Abelgas (415–
402Ma), Santa Lucía (396–391 Ma) and Portilla
Fms (385–382Ma). For comparison of accumu-
lation rates with data from the literature, com-
pacted rates were used, with decompacted values
for information. Decompacted rates for the three
Devonian carbonate formations reach values
20–39% higher than compacted values (Fig. 13).
Only rates with a timespan of observation between
2 and 20Myr were plotted, corresponding to
the timespans of the Cantabrian carbonate for-
mations. Schlager (2000) stressed that the aver-
age sedimentation rates of all carbonate systems
decrease with an increasing timespan of observa-
tion. All values are given in mMyr−1 (comparable
to µmyr−1, Bubnoff unit). Compacted accumula-
tion rates of the Santa Lucía Fm (up to 56mMyr−1)
reach values slightly lower than values given
for comparison (Fig. 13). The Portilla (up to
30mMyr−1) and Abelgas (up to 18mMyr−1) For-
mations show considerably lower rates. All three
formations have maximum accumulation rates
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Fig. 13. Compacted carbonate accumulation rates for the Devonian, Carboniferous and Cenozoic, as well as for the three
Devonian carbonate formations of the Southern Cantabrian Basin (Abelgas, Santa Lucía and Portilla Formations). Decom-
pacted carbonate accumulation rates of the Cantabrian formations are plotted as white bars. Data outside the Cantabrian
Mountains were assembled from the following sources: (1) Chevalier 1973; (2) Frost 1981; (3) Terry & Williams 1969;
(4–7) Enos 1991; (8) Parkinson 1957; (9) Lees 1961; (10) Rose 1976; (11–13) Enos 1991; (14) Walls et al. 1979; (15) Playford
1980; (16) Krebs 1974; (17) Muir et al. 1985; (18, 19) Burchette 1981; (20–22) Enos 1991.

between kilometre 35 and 41 along the Bernesga
Transect, with diminishing values towards the
south and towards the north. The distribution of
reefal build-ups is plotted in Fig. 9.
The three Cantabrian carbonate factories show

very different production rates. The oldest one,
the Abelgas Fm (415–402Ma) has the low-
est carbonate production rates (90–230mMyr−1),
increasing towards the top of the succession.
Following the shaly deposits of the Esla Fm
(402–396Ma), remarkable reefs of the Santa
Lucía Fm (396–391Ma) developed. They show
the highest production rates (100–780mMyr−1)
for the whole simulation interval. The car-
bonate sedimentation is once again followed
in time by high siliciclastic sediment influx
(4000m2 kyr−1) during the deposition of the Huer-
gas Fm (391–385Ma) and the renewed estab-
lishment of carbonate conditions (Portilla Fm,
385–382Ma). This carbonate factory displays

rather low carbonate production rates of
130–150mMyr−1.

DISCUSSION OF BASIN EVOLUTION

The Southern Cantabrian Basin can be referred to
as a ‘polyhistory basin’ (Klein, 1987) or ‘polyphase
basin’ (Einsele, 2000), having experienced major
changes in tectonical style.

Subsidence and stage development

Two-dimensional reverse-basin modelling results
reflect a complex evolution from a rift initiation–
climax stage (classification after Prosser, 1993)
to a post-rift stage (passive continental margin)
and finally to a foreland basin, governed by the
approach of the Variscan Orogen in the Early Car-
boniferous. This evolution (560Ma to 313Ma) is
visualized in Figs 7 and 8, showing six major
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subsidence trends. Numerical results are sum-
marized in Table 2. The overall pattern is in
accordance with the qualitative, palaeogeographi-
cal reconstructions of Paris & Robardet (1990), Tait
et al. (1997), Fernández-Suárez et al. (1998, 2000,
2002a, 2002b), Robardet (2000, 2002) and others.
Rifting led to rapid initial subsidence, which

was followedbypersistent, exponentially decaying
thermal subsidence (Einsele, 2000). The pattern
of the first subsidence trend (560–500 Ma; mean
value 16mMyr−1) fits this assumption of the
development of the highest subsidence rates dur-
ing the early stages of the model (rifting) and
declining subsidence rates towards the post-
rift stage. Dating by Sdzuy (1967, 1968) sug-
gests a diachronous, tectonic breakdown of the
Láncara carbonate platform. The subsequently
deposited uppermost nodular limestones (Láncara
Fm) and the offshore shales of the Oville For-
mation (Genestosa Member) can be interpreted as
corresponding to the rift climax stage (according
to the classification of Prosser, 1993).
The second trend (500–435Ma) indicates a

phase of low subsidence rates (mean value
5mMyr−1) with minor spatial differences in
subsidence along the N–S trending Bernesga
Transect and several long persisting hiatus
(10–24Myr). An Early Ordovician magmatic
event (Ollo de Sapo Event; Dallmeyer et al.,
1997, 460–490Ma; Fernández-Suárez et al., 1998,
465–520Ma) together with regional unconformi-
ties indicate renewed thinning and further exten-
sion of the crust up to the Ordovician. During
this subsidence trend, terrigenous sedimentation
rates (2500–2600m2 kyr−1), derived from the 2D
stratigraphic forward modelling declined by 46%
in comparison with the end of the first trend
(4600m2 kyr−1). According to Einsele (2000) this
feature is typical for the shift from rift to drift stage
(immediate post-rift stage according to Prosser,
1993). The absence of carbonates on the shallow-
marine platform points to a position at higher
latitudes during this time in contrast to the Lower
Cambrian, which bears evaporitic remains in the
lower member of the Láncara Fm.
Differential subsidence with an uplifted area

in the north (−8mMyr−1; Cantabrian High) and
higher subsidence to the south (up to 35mMyr−1)
becomes visible in the third trend (435–415 Ma),
and is reinforced in the fourth trend (415–361 Ma;
−13 to 40mMyr−1). The Cantabrian High was a
structural high fromLudlovian times, as expressed
by erosional unconformities and diminishing sed-
iment thicknesses towards the elevated region.

The northernmost areas were subsequently eroded
down to the Ordovician Barrios Fm. Despite a
rising eustatic sea level (Emsian to early Famen-
nian; Fig. 12) and aworldwide transgressive trend,
the Devonian sediments of the Asturo-Leonese
Domain were deposited in a regressive pattern
(García-Alcalde et al., 2002). This pattern was
caused by the regional tectonic movements of the
Cantabrian High, which was a southward tilt-
ing block until the Frasnian. Since that time,
the synsedimentary Intra-Asturo-Leonesian Facies
Line (Raven, 1983; see also Fig. 4) was a sharp
facies and thickness boundary (approximately at
km 45 along the Bernesga Transect), creating
accommodation space in the southernmost part
of the basin (deposition of the Nocedo and Fueyo
Fms). Thus in time, the Cantabrian High extended
in two pulses (428–415 Ma and 415–361 Ma)
to the south, displacing the regions of main
subsidence and deposition basinwards. Conse-
quently the non-depositional/erosional hiatus of
the Cantabrian High extended spatially to the
south (Figs 8 and 10B). Compaction-induced sub-
sidence rates highlight this movement, as com-
pactable sediment was only deposited south of
the shifting topographic high. Figure 10A shows
the depositional depths (palaeobathymetry) along
the Bernesga Transect. As most of the sediments
were deposited under shallow-marine conditions,
flexure caused by water burden can be excluded.
During the fifth trend (361–322Ma) the region

was flooded, depositing condensed, deeper
marine sediments throughout the entire basin
(nodular limestones of the Alba Fm). During this
interval, the inner parts of the orogen (Central
Iberian Zone) were already deformed due to the
Variscan collision, causing the change from a
passive continental to an active margin (Colmen-
ero et al., 2002). The terrigenous input from
the evolving mountain range was trapped in an
orogenic foredeep, initially situated in the West
Asturian-Leonese Zone (Fig. 1). This is, how-
ever, not visible in the field, as the sediments of
this foredeep became uplifted, eroded and later
filled the younger foredeep of the Cantabrian Zone
(Ábalos et al., 2002). This might be the rea-
son that the Cantabrian Carboniferous clastics are
quite poor in terrigenous provenance indicator
minerals.
The sixth trend (Variscan foredeep stage;

322–313Ma) marks a sharp change in subsi-
dence rate distribution in the uppermost Lower
Carboniferous and a marked basin reorganiza-
tion. High thermo-tectonic subsidence rates in
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the southernmost part and moderate rates in the
north indicate strong spatial differences along the
Bernesga Transect. The southern, highly subsiding
depocentres migrated in time to the north (accord-
ing to the present coordinate system), indicating
the approaching orogen and its foredeep (Fig. 8).
Considering the chronology established by Truy-
ols & Sánchez de Posada (1983), first evidence for
the advance of the Variscan Orogen in the exam-
ined area became visible in the middle Namurian
A (approximately 322Ma). Nevertheless the area
investigated might be too small to provide infor-
mation about the migration of a forebulge.
In a global context the subsidence configu-

ration of the Southern Cantabrian Basin points
to the onset of a long-term, first-order conti-
nental encroachment cycle, with a basinward
shift of regional onlap. This concept was pro-
posed by Duval et al. (1998). Two continental
encroachment cycles with a duration of more
than 50Myr (1st order) were recognized dur-
ing the Phanerozoic, caused by the changes in
ocean-basin volume induced by the break-up and
subsequent assembly of supercontinents (Duval
et al., 1998). During the older encroachment cycle
(Neoproterozoic to the end of the Permian) the
change from a backstepping/transgressive phase
to a forestepping/regressive phase, marked by a
major downlap surface, took place at ca. 500Ma.
After a eustatic high during the Ordovician–
Silurian and a maximum marine transgression
around the Ordovician–Silurian boundary, there
was a gradual restriction of the marine domain
from the Silurian to the Permian. Cycles of
higher orders are superimposed (2nd to 4th order).
Regression–transgression cycles (2nd order; dura-
tion 3–50 Myr) bound by hiatus and associated
with 2nd order eustatic cycles, are assumed to
be the result of changes in the rate of regional
tectonic subsidence and/or changes in the rate of
sea-floor spreading (Vail et al., 1984). Not every
aspect of this concept is reflected in the present
model. The change from the transgressive to the
regressive phase is not visible in the Cantabrian
Zone as this time is characterized by numerous
hiatus (Figs 3 and 10B) and the tectonic over-
print does not allow the recognition of seismic-
scale surfaces. The maximum marine flooding is
marked by the black shales of the Formigoso Fm
(Figs 3 and 12), with a slightly delayed onset (early
Llandoverian) in comparison with the data of
Duval et al. (1998). It is also the start of a
second-order encroachment subcycle, bounded by
a significant hiatus (top 435Ma). The San Pedro

Fm shows a basinward shift of regional onlap
from member A to member C. The subcycle has
a duration of 20Ma and ends at time line 415Ma.
The second and more pronounced basinward dis-
placement of regional onlap (Fig. 10B) commences
with the deposition of the Esla Fm and lasts
until the Upper Devonian hiatus (361Ma). The
duration of this encroachment subcycle amounts
to 41Myr. There is no marked hiatus sepa-
rating the two continental encroachment sub-
cycles in the Southern Cantabrian Basin (see
above).

Sedimentary evolution

Two-dimensional stratigraphic forwardmodelling
creates a high-resolution synthetic shelf–basin
transect (Figs 9 and 10). The comparison of out-
crop data with modelling results in terms of
lithofacies distribution, thicknesses, palaeowater
depth and depositional systems, shows a good
fit (Fig. 11). The dominance of siliciclastic depo-
sition from the Neoproterozoic to the Ordovi-
cian (only interrupted by Early Cambrian, often
microbial carbonate sedimentation) is reflected
by very high sediment flux rates throughout the
basin, ranging between 2500 and 4600m2 kyr−1
(Fig. 12). The siliciclastic succession is interrupted
by numerous levels of non-deposition (hiatus,
Fig. 10B), which have been correlated to major
falls of eustatic sea level (Fig. 12). Reef growth
is chiefly controlled by numerous, closely related
extrinsic factors, such as sea level, palaeocli-
mate, oceanography, plate tectonics, nutrients and
tectono-sedimentary setting. The Early Devonian
carbonates of the Abelgas Fm developed because
the siliciclastic input dropped to 700m2 kyr−1
at the end of the Silurian. Nevertheless, dur-
ing later times strong fluctuations in siliciclas-
tic input were one of the major limiting factors
for carbonate growth. The carbonate Santa Lucía
(Eifelian) and Portilla (Upper Givetian) Forma-
tions were drowned by sandy siliciclastics with
mean flux rates of 2000 to 3950m2 kyr−1 (Fig. 12).
Additionally, carbonate production rates were
governed by differential thermo-tectonic and
flexural-induced subsidence and their strong influ-
ence on the creation and destruction of accom-
modation space. During the deposition of the
Abelgas Fm, low thermo-tectonic (7–24mMyr−1)
and flexural-induced (1–3mMyr−1) subsidence
rates together with a falling eustatic sea level lim-
ited the accommodation space available. In the
case of the Santa Lucía Fm, high subsidence (up to
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40mMyr−1) and a slowly rising eustatic sea level
(Johnson et al., 1985; Dennison, 1985; Fig. 12)
offered sufficient accommodation space for the
development of a thick carbonate succession (up
to 356m – decompacted value). Throughout the
modelled period the amplitudes of the synthetic
eustatic sea-level curve show excessive values for
this basin and had to be reduced by an average of
9% (Fig. 12).
Based on their great number and dimensions,

the Devonian reefs probably produced the largest
amount of reefal carbonate in the Phanerozoic
(Kiessling et al., 2000). Decompacted carbonate
production rates show evidence of a significant
increase in production during the Devonian. The
values rise from 90mMyr−1 in the lowermost
Gedinnian (Abelgas Fm) up to 780mMyr−1 in
the Eifelian (Santa Lucía Fm). This formation
marks the first appearance of highly productive
reef organisms in the Cantabrian Zone. The quan-
titative results point to a shift of the sedimentary
environment towards tropical conditions ade-
quate for reef growth. This is consistent with the
qualitative palaeogeographical models of Paris &
Robardet (1990) proposing a northward drift of
Iberia during this time interval. Carbonate pro-
duction rates of the Portilla Fm (upper Givetian)
dropped to 150mMyr−1, which is 81% less than
in the Eifelian. This drop is caused by an increased
terrigenous input suppressing the carbonate pro-
ductivity and possibly diminishing accommoda-
tion space during this time. Spatially, the results
of this study point to an earlier development of
a syn-sedimentary fault between km 45 and 47
(Intra-Asturo-Leonesian Facies Line, see above
and Fig. 4), starting at the latest at the begin-
ning of the Late Devonian (see also discussion in
Veselovský, 2004). The identical position of reefal
development during Santa Lucía andPortilla times
at km 42, only a few kilometres north of the Intra-
Asturo-Leonesian Facies Line, indicates the influ-
ence of this line on carbonate palaeogeography
(Fig. 9).
The carbonate production rates in the Southern

Cantabrian Mountains reached their peak close to
the Emsian–Eifelian boundary. This is in slight
disagreement with the global data published by
Kiessling et al. (2000), who claim that the maxi-
mum of total production rates was in the Givetian–
Frasnian. The Lower Carboniferous Alba Fm is
represented by condensed sediments with very
low accumulation rates (1.2–1.8mMyr−1).
The Southern Cantabrian Basin experienced

very low bathymetric fluctuations throughout its

history. Apart from the uppermost part of the
Láncara Fm and the Alba Fm (red nodular lime-
stone) and the black shales of the Formigoso
and Vegamián Fms, the depositional environ-
ment was constantly at shallow-marine depths
(Fig. 10B). Long-persisting morphological basin
configuration and maintenance of shallow-marine
facies was described as a ‘balanced basin’ (Einsele,
2000), where sediment supply and vertical build-
up approximately compensated for subsidence.
On the other hand, due to the Mesozoic and Ceno-
zoic cover of the Duero Basin and the structural
situation, no data are available for the estimation of
the true former extent of the Southern Cantabrian
Basin at this time. Consequently, long-persisting
shallow-marine conditions probably signify that
the basin was oversupplied with sediment at some
time. In this case the sediment flux throughout
the basin may have been underestimated, as an
uncertain amount of sediment was transported to
deeper regions further south, not visible in the
outcropping geological record.

Open questions

Stratigraphic modelling depends to a great extent
on an adequate chronostratigraphical and /or bios-
tratigraphical framework. Even though numerous
authors have contributed to the present knowledge
of the Cantabrian stratigraphy, the precise dat-
ing of formations across the CantabrianMountains
still remains the largest uncertainty in this study.
Thus themodel focuses onOrdovician to Carbonif-
erous strata, as the time-resolution diminishes
significantly towards the older strata.
Although structural balancing forms part of the

present study (see also Veselovský, 2004), it rep-
resents only a first approximation of a highly
complex topic. A detailed structurally balanced
cross-section along the Bernesga Valley, with a
strong focus on outcrop data would offer a better
insight into the spatial extent of the basin before
the onset of tectonic deformation. A study along
these lines would also need to touch on the diffi-
cult task of distinguishing between Variscan and
Alpidic deformation.

SUMMARY

This multidisciplinary approach provides new
quantified data for the evolution of the Palaeozoic
Southern Cantabrian Basin.
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Structural balancing offers approximations of
pre-deformational, spatial relationships between
measured cross-sections, as well as minimal basin
shortening and Late Devonian basin geometry. At
the basin scale, the amount of total tectonic short-
ening of the deformed basin infill was 54% at
minimum. The Pedrosa Domain displays the high-
est values reaching 65%, followed by the Bodón
(41%) and Alba (25%) Domains.
Using 2D reverse-basin modelling, six major

subsidence trends within the total subsidence
values and their components can be distinguished
between 560Ma and 313Ma. These trends reflect
a complex evolution from a rift initiation–climax
stage, to a post-rift stage (passive continental mar-
gin) and finally to a foreland basin, governed by
the approach of the Variscan Orogen in the Early
Carboniferous. The strongly subsiding foredeep
moved from south to north in time (present-day
coordinates), reflectingmovements of the Variscan
Orogen. Two second-order encroachment subcy-
cles with durations of 20Myr and 41Myr were
identified, based on subsidence patterns and bas-
inward shifts of regional onlap. Maximum marine
flooding was reached during the early Llandovery.
Two-dimensional stratigraphic forward mod-

elling visualizes the predicted depositional history
along the synthetic Bernesga Transect. Differential
thermo-tectonic and flexural-induced subsidence,
along with the fluctuating eustatic sea level con-
trolled the production and destruction of accom-
modation space. Siliciclastic flux rates between
2500 and 4600m2 kyr−1 impeded carbonate pro-
duction, which was able to initiate after a signif-
icant drop of clastic input (700m2 kyr−1) in the
Early Devonian. Three Devonian carbonate fac-
tories display decompacted carbonate production
rates from 90 to 780mMyr−1, each depending
on (i) the amount of siliciclastic input, (ii) the
accommodation space available and (iii) palaeo-
geographical position of the depositional area. The
present study shows that carbonate production
rates are often underestimated in the literature.
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ABSTRACT

Alluvial deposits occur over a range of superimposed scales, dependent on the scales
of associated topographic features (such as ripples, dunes, bars, channels, floodplains,
valleys, river systems), the time and spatial extent over which deposition occurred,
and the degree of preservation. Understanding and prediction of alluvial deposits is
aided by numerical (forward) modelling of depositional forms and processes. The most
desirable approach to such numerical modelling is through solution of the fundamental
equations of motion for the fluid and the sediment (e.g. conservation of mass, momen-
tum and energy) for all of the scales of deposits. Construction of the equations of motion
requires an understanding of the interactions among unsteady, non-uniform, turbulent
water flow, the supplied and transported sediment, and the topography of the sediment
bed. This understanding is very incomplete.
Simplified numerical forward models have been applied to relatively short-term,

small-scale processes such as bed degradation and armouring downstream of dams,
reservoir sedimentation, and sorting of sediment (e.g. downstream fining) during depo-
sition in spatially decelerating flows. However, such models are rarely applied over
long time periods, over large spatial scales, and where there are complicated temporal
and spatial variations in the geometry, water and sediment supply. This is because of
limitations to computing facilities, and because of lack of understanding of the work-
ings of the alluvial system. As a result, long-term, large-scale alluvial processes are
commonly treated using ‘process-imitating’ models. Process-imitating models do not
necessarily represent processes accurately or completely. This review of process-based
models demonstrates that they are generally undeveloped, and linkages between mod-
els for different scales are lacking. Process-basedmodelling is in its infancy. As a result,
structure-imitating stochastic models are widely used for simulating alluvial hydrocar-
bon reservoirs and aquifers, given some initial data. However, suchmodels cannot help
understanding of alluvial deposits, nor can they predict their nature outside the data
region.

Keywords Alluvial deposits, numerical models, depositional scales, process-based
versus stochastic models.

INTRODUCTION

Understanding of fluvial sedimentary processes
and deposits has come from: (1) field studies of
modern fluvial environments; (2) laboratory flume
studies using physical models; and (3) construc-
tion of idealized models based on these studies.
Understanding and prediction of ancient alluvial
deposits is based on direct modern analogues or
idealized models.
Field studies of modern fluvial environments

are absolutely essential for understanding fluvial

sedimentary processes and deposits, but such
studies are difficult to undertake during floods,
over large areas, and for a long time, and it
is difficult to describe deposits below the water
table. Recently, some of these problems have
been overcome by: using remote-sensing images
and digital elevation models (DEMs) for study-
ing changes in channel and floodplain geometry;
measurement of water flow and sediment trans-
port during floods using new types of equipment
(e.g. acoustic Doppler current profilers); descrip-
tion of deposits using ground-penetrating radar
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(GPR) in combination with coring, and optically
stimulated luminescence (OSL) dating.
Laboratory flumes have been used to study flu-

vial processes and deposits over a wide range of
physical scales. These physical models may be
full scale, reduced scale, or unscaled (analogue).
However, scaling problems can limit the appli-
cability of these studies to the real world, and
these problems increase as the scale of the physical
model decreases relative to the real-world pro-
totype. In particular, all superimposed scales of
bedform and associated strata cannot be produced
in flumes, and rates of sedimentary processes are
unrealistically high.
Idealized models may be qualitative (graphic),

quantitative (numerical), static, dynamic (forward),
stochastic, deterministic. As these models are ulti-
mately based on studies of modern sedimentary
processes and deposits, models that are relatively
short-term and small-scale are well developed and
most easy to test. As the spatial and temporal
scales increase, useful models are more difficult to
construct and test. As a result, it is difficult to link
models of different scales of deposition. Numeri-
cal models of fluvial deposits are discussed here,
with emphasis on process-based (forward)models.
The models are discussed in order of increasing
scale, following definition of the different scales
of fluvial forms and associated deposits.

SCALES OF FLUVIAL FORMS AND
DEPOSITS

Different scales of fluvial deposits depend on
the scale of the associated topographic features,
the time and spatial extent over which depo-
sition occurred, and the degree of preservation
(Fig. 1). The scales of topographic features and
associated deposits discussed here are, in order
of increasing scale: (1) relatively small-scale bed-
forms such as ripples, dunes, antidunes, and bed-
load sheets on pseudo-planar beds, that give rise

to small- and medium-scale cross strata and pla-
nar strata; (2) depositional increments in channels
and on floodplains formed during distinct floods,
referred to here as large-scale strata; (3) channels
and bars, forming sets of large-scale inclined strata;
(4) channel belts, that are composed of groups of
large-scale inclined stratasets; (5) floodplains with
levees, crevasse splays, channels and floodplains,
that are also composed of groups of large-scale
inclined stratasets; (6) alluvial valleys, contain-
ing deposits of channel belts and floodplains (or
fans or deltas); (7) river systems, that comprise
erosional landscapes and basin fills.
The geometry of a particular scale of strataset

is related to the geometry and migration of the
associated topographic feature, and subsequent
erosion. With wavy bedforms such as ripples,
dunes, and bars, the length-to-thickness ratio of
associated stratasets is similar to the wavelength-
to-height ratio of the bedforms (Fig. 2; Bridge &
Lunt, 2006). Furthermore, the wavelength and
height of dunes and bars are related to chan-
nel depth and width. Therefore, the thickness of
medium-scale cross stratasets (formed by dunes)
and large-scale inclined stratasets (formed by bars)
will vary with river dimensions. These ideas need
to be tested more fully and applied to larger scales
of topographic feature and strataset.

NUMERICAL FORWARD MODELS OF
FLUVIAL DEPOSITS

Desirable approaches and compromises

The most desirable approach to numerical mod-
elling of physical deposition, irrespective of
scale, is through solution of the fundamental
equations of motion for the fluid and the sedi-
ment (e.g. conservation of mass, momentum and
energy). In the case of fluvial environments, con-
struction of the equations of motion requires an
understanding of the interactions between turbu-
lent water flow, the transported sediment, and

Fig. 1. (Opposite page) Scales of fluvial forms and deposits. (a) Alluvial valley of Senguerr River, Argentina with channel
belt of a meandering river (100m across) and floodplain (background). (b) Deposits of channel belts (thick grey sandstones)
and floodplains (red siltstones and thin grey sandstones) from theMiocene of the Potwar Plateau, Pakistan. Marked channel-
belt deposit is 10 to 15m thick. (c) Channel belt of Rakaia River, New Zealand showing unit bars and compound braid
bars composed of accreted unit bars. View is about 500m across. (d) Outcrop (about 10m high) of Carboniferous channel
sandstone deposits (from West Virginia), showing large-scale inclined strata formed by bar migration. (e) GPR profile
of braided-channel deposits from the Sagavanirktok River, Alaska, showing large-scale inclined strata associated with
migration of unit bars and compound braid bars. (f) Curved crested dunes on point bar (Congaree River, South Carolina),
with medium-scale trough cross strata visible in trench. Scale is 0.15m across. (g) Cross-section (1m across) showing
experimental antidune (top) and antidune cross strata.
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Fig. 2. Bedform length/height plotted against
corresponding strataset length/thickness (from
Bridge and Lunt, 2006). Bedform geometry was
taken from aerial photographs or descriptions,
and strataset dimensionswere taken fromground-
penetrating radar profiles and descriptions. Some
bedform dimensions were measured at low flow
stage, and may not represent formative bedform
dimensions.

the topography of the sediment bed. Models that
describe this interaction are sometimes referred
to as sediment routing models. Sediment routing
models normally involve treatment of unsteady,
non-uniform flow acting upon heterogeneous sed-
iment beds. A realistic sediment routing model
requires specification of: (1) the original geome-
try of the system; (2) time varying supply of water
and sediment to the system; (3) sediment types
(grain size, shape, density) available for transport;
(4) the mean and turbulent fluctuating values of
fluid force acting upon sediment grains, and how
these forces vary in space and time; (4) the interac-
tion between fluid forces and individual sediment
fractions, resulting in sediment entrainment and
transport as bedload (normally in characteristic
bedforms such as ripples, dunes and bars) and sus-
pended load; (5) erosion and deposition (change in
bed position) as determined by a sediment conti-
nuity equation applied to different grain fractions;
(6) the concept of an active layer towhich sediment
can be added or from which it can be removed;
and (7) an accounting scheme to record the nature
of deposited sediment. The geometry of the sys-
tem, and the supply of water and sediment will
change in response to tectonic uplift and subsi-
dence, and to base-level change. Such changes
inevitably result in erosion and deposition, in turn
changing the geometry of the system.
Many extant sediment routing models (review

by Bridge, 2003) do not have all of these

desirable components, detracting from their use-
fulness. Nevertheless, simplified sediment rout-
ing models have been applied to relatively
short-term, small-scale processes such as bed
degradation and armouring downstream of dams,
reservoir sedimentation, and sorting of sediment
(e.g. downstream fining) during deposition in spa-
tially decelerating flows. Sediment routingmodels
have rarely been applied to flow and sediment
transport acting over long time periods, over large
spatial scales, and where there are complicated
temporal and spatial variations in geometry, water
and sediment supply. This is because of limi-
tations to computing facilities, and because of
lack of understanding of the dynamics of the
alluvial system. As a result, long-term, large-
scale fluvial processes are commonly treated using
‘process-imitating’ models (term after Koltermann
& Gorelick, 1996). Process-imitating models do
not necessarily represent processes accurately or
completely.

Small-scale bedforms

Laboratory flume studies (full-scale) have been
invaluable for elucidating the water flow and
sediment transport, bedform geometry and migra-
tion, and deposits associated with small-scale flu-
vial bedforms such as ripples, dunes, antidunes
and bedload sheets on pseudo-planar beds (review
by Bridge, 2003). Many field studies of small-scale
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bedforms have also been undertaken: however,
it is difficult to adequately describe the geome-
try and migration of bedforms in the field, and
to relate them to the formative flow and sedi-
ment transport. This is because river flows are
unsteady andnon-uniform, and because of the lim-
ited time periods and areas over which detailed
and coordinated field observations are possible.
As a result, empirical data used for defining equi-
librium hydraulic stability fields of small-scale
bedforms come almost entirely from laboratory
flume experiments, and the behaviour of bedforms
under unsteady flows is poorly understood.
Water flow and sediment transport over incip-

ient small-scale bedforms such as ripples, dunes
and antidunes have been modelled numerically
as part of stability analysis of bedforms (reviewed
in Allen, 1982; McLean, 1990; Bridge, 2003).
A stability analysis starts by defining the uni-
form, steady water flow and sediment transport
over a plane bed. Fluid motion is defined using
the equations for conservation of momentum and
mass (continuity equation). Erosion and deposi-
tion of sediment are defined using the conserva-
tion of mass (sediment continuity equation) and
a function that relates sediment transport rate to
fluid flow characteristics. Stability analyses vary
greatly in the mathematical treatment of water
flow and sediment transport. It is then assumed
that a sinusoidal disturbance of the planar bed
(a bed defect) occurs, and the stability analysis
attempts to predict whether a bed defect of a given
wavelength will become amplified (giving rise to
bedforms) or whether it will be damped (the bed
remains plane). All stability analyses require intro-
duction of a spatial lag of sediment transport rate
behind a spatial change in flow velocity and bed
topography in order to allow amplification of the
initial bed defect. The spatial lag has been related
to: (1) the interaction between turbulent bed shear
stress and bed topography; (2) the inertia of sus-
pended load; and (3) the effects of local bed slope
on bed-load transport rate. If a bed defect becomes
amplified, those wavelengths with the fastest rate
of amplification are considered to become dom-
inant. Thus, a stability analysis will normally
predict the wavelength of the resulting bedforms.
Stability analyses have been successful in predict-
ing the stability fields of antidunes, plane beds,
dunes, and ripples.
Stability analyses only describe flow and sedi-

ment transport during the initial stages of bedform
growth, and before flow separation occurs on the
lee side of growing bedforms. Flow separation

downstream of bedform crests has an important
effect on turbulent flow structure, bed shear stress
and sediment transport both in bedform troughs
and on the back of the next bedform downstream.
No stability analysis describes these interactions
between turbulent flow structure, sediment trans-
port, and bed topography. As a result, there are no
reliable models to predict bedform geometry and
kinematics based on flow and sediment transport
characteristics.
Even the most sophisticated stability analyses

do not treat unsteady, non-uniform flow (averaged
over several bedforms). Theoretical models are
available for predicting changes in the height and
length of individual dunes as discharge changes
(reviews by Allen, 1982; Bridge, 2003). Unfortu-
nately, these models are very simplistic and there
are many unjustified assumptions, such that it is
difficult to assess their usefulness. There are no
theories for the interaction between water flow,
sediment transport, and bed topography over a
train of changing bedforms.
In view of the lack of adequate numerical for-

ward models for flow and sediment transport over
migrating small-scale bedforms, it is not surpris-
ing that numerical forwardmodels for the deposits
associated with these bedforms are also poorly
developed. In order to model the deposits of bed-
forms such as ripples, dunes and bedload sheets, it
is necessary to account for the sorting of heteroge-
neous sediment during transport and deposition
on the downstream (lee) side, associated with:
(1) temporal variation in the texture, composi-
tion and transport rate of sediment arriving at the
bedform crest; (2) grain sorting during grain flow
(avalanching) on the steep downstream face of the
bedform; (3) settling of suspended sediment (grain
fall) on the downstream face; and (4) modification
of the lee-side deposits by the near-bed flow in
the vortex beneath the separated boundary layer
(Fig. 3). Much more is known about factors (2)
and (3) than factors (1) and (4) (reviews by Bridge,
2003; Kleinhans, 2004).
The texture, composition, and transport rate

of sediment arriving at the bedform crest vary in
time due to turbulence, the passage of smaller bed
waves over the back of the larger bedform, and
longer-term (e.g. diurnal or seasonal) variations in
sediment transport. For example, relatively large
amounts of coarse-grained bed load may be associ-
ated with the arrival at the depositional lee side of
a superimposed bedwave, whereas small amounts
of relatively fine-grained sediment may be associ-
ated with arrival of the trough region. The flow
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Fig. 3. Controls on the sorting of sediment deposited on the lee side of small-scale bedforms: (1) temporal variation in
the texture, composition and transport rate of sediment arriving at the bedform crest; (2) grain sorting during grain flow
(avalanching) on the steep downstream face of the bedform; (3) settling of suspended sediment (grain fall) on the downstream
face; and (4) modification of the lee-side deposits by the near-bed flow in the vortex beneath the separated boundary layer.

pattern associated with a relatively large superim-
posed bedform tends to modify the lee slope of the
host bedform. Relatively large amounts of coarse-
grained bedload may be associated with diurnal
snowmelt floods or seasonal floods. At relatively
low rates of sediment transport, bedload avalanch-
ing on the lee side is intermittent, and discrete
grain flows may be distinguishable. The coars-
est grains tend to accumulate preferentially at the
outer margin and base of such grain flows, because
finer grains move downwards through the spaces
between the larger grains (kinetic sieving). At high
rates of sediment transport, bedload avalanching
is more-or-less continuous, and kinetic sieving is
not as effective. Also, the associated increased
rate of deposition of suspended load on the lower
lee slope of the bedform results in a build-up of
relatively fine-grained sediment here. This build-
up of sediment near the base of the lee slope
may also be augmented by the near-bed reverse
flow. Numerical models that take into account
all of these processes of sediment transport and
deposition still need to be developed. This is
also true of sedimentary processes associated
with pseudo-planar beds and antidunes described
below.
Planar strata are formed by migration of low-

relief bed waves (bedload sheets) on lower-stage
plane beds and upper-stage plane beds (Bridge &
Best, 1988, 1997; Paola et al., 1989; Best & Bridge,
1992; Bennett & Bridge, 1995b). Therefore, plane
beds are not strictly planar. Low-relief bedforms
on lower-stage plane beds are associated with low
bedload transport rates of gravels mainly. These
bedforms are a few grain diameters high, and their
length is proportional to flow depth. The grain size
of these bedforms is less than the bed material,
and the largest grains in the bed are more-or-less
immobile. The gravel on most of the back of these
bedforms is imbricated, and may be in the form

of pebble or cobble clusters. The steep front of
the bedforms may have platy grains dipping in
the flow direction at the angle of repose (pseudo-
imbrication). Thus gravelly planar strata formed
by slow downstream migration of low-relief bed
waves typically fine upward, and contain both
imbricated and pseudo-imbricated gravel clasts.
As bed shear stress increases, the grain size of the
bedload becomes more like the bed material, and
low-relief bed waves are transformed into dunes.
Bedload sheets on upper-stage plane beds are

associated with high bedload transport rates of
sandsmainly, and there is a substantial suspended
sediment load. The bedforms aremillimetres high,
and their length is about six flow depths. As these
bedformsmigrate downstream (at rates of millime-
tres per second), suspended sediment is deposited
in the trough of the bedform. As the bedform
migrates over this trough, a lamina is produced
that has a fine-grained base formed by suspended
sediment deposition.
Recent experiments on antidune migration

under aggradational conditions (Alexander et al.,
2001) have revealed that the dominant inter-
nal structure (as seen in along-stream sections)
is trough-shaped stratasets containing low-angle
cross strata (Fig. 1g). The cross-strata may dip
upstream or downstream, or in no preferred direc-
tion. These stratasets are formed as antidunes and
associated water-surface waves migrate upstream,
increase in height and asymmetry, and then break,
filling the antidune trough with sediment very
rapidly.
The deposits of bedforms described above vary

in space because the geometry of an individual
bedform varies in space (e.g. sinuous-crested rip-
ples and dunes), and because individual bedforms
vary in geometry and migration rate during their
lifespans, even under steady, uniform flow con-
ditions (review in Bridge, 2003). Furthermore,
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the preservation of these deposits at any loca-
tion depends on the sequence of bedforms of a
given geometry arriving at that location, and the
net deposition rate. In particular, the thickness
of cross-sets observed in cross-sections parallel
to mean flow direction depends on: (1) the aver-
age rate of deposition relative to the rate of bed-
form migration; (2) the sequence of bedforms of
a given scour depth (related to bedform height)
passing a given bed location; and (3) changes
in the geometry and migration rate of individ-
ual bedforms as they migrate (Allen, 1973, 1982;
Paola & Borgman, 1991; Bridge, 1997; Leclair &
Bridge, 2001; Leclair, 2002). Quantitative models
are available to predict the thickness distribution
of cross-sets given a distribution of bedform scour
depths (Paola & Borgman, 1991; Bridge, 1997;
Leclair and Bridge, 2001) and some other empiri-
cal information, but these models are not based on
theoretical models of fluid flow, sediment trans-
port and bedform mechanics (as such theoretical
models do not exist).
Process-imitating (forward) models of the geom-

etry of cross-strata sets produced by migrating
bedforms were proposed by Rubin (1987) and
Leclair (2002). In Rubin’s (1987) model, bedforms
can be straight-crested or curved-crested, can
change geometry andmigration rate in time, can be
superimposed on different types of bedform, and
bedforms can migrate in different directions. This
versatility in themodel requires 75 input variables.
The geometry and migration of bedforms is repre-
sented by translation of sine curves. It is assumed
that bedform height is equally represented above
and belowmean bed level, and that the cross-strata
sets are formed by climbing (net aggradation).
Experimental studies discussed above have shown
that these last two assumptions are incorrect. Fur-
thermore, interactions among bedforms are not
considered. These deficiencies are reflected in the
unrealistic geometry of the cross-strata produced
by the model. Leclair (2002) modelled the geom-
etry of cross-sets by simulating the dune trough
trajectories of a succession ofmigrating dunes. The
trough trajectories were obtained by random sam-
pling of empirical distributions of dune migration
rate and changes in dune trough elevation.
Geometrical and kinematical models such as

that of Rubin (1987) and Leclair (2002) do not
consider how bedform geometry and migration
are controlled by flow and sediment transport
mechanics. This is a very poorly understood field.
Although theoretical models are available for pre-
dicting changes in height and length of single

dunes as flow velocity, depth and sediment trans-
port rate change in time (review in Bridge, 2003),
there are no such theoretical models to account
for simultaneous changes in several adjacent bed-
forms in a train, even under steady uniform flows.
Indeed, no experimental studies have been under-
taken to address this problem.
The variation of sediment texture that defines

stratification has a major influence on spatial vari-
ation of porosity and permeability, and therefore
on the nature of fluid flow in hydrocarbon reser-
voirs and aquifers (reviews by Brayshaw et al.,
1996; Bridge, 2003). It is therefore desirable to
improve our ability to predict sediment texture
within different scales of strata using numerical
forward models.

Flood deposits

Figure 4 shows some typical sedimentary sequen-
ces in which mean grain size and sedimentary
structures vary vertically and laterally, associated
with changing flow conditions over a typical flood.
Figure 4 (fromBridge, 2003) is based on theoretical
reasoning, experimental studies of bedforms and
sedimentary structures, and numerous field obser-
vations of river deposits. Temporal changes in
sediment transport rate and grain size (hence bed-
form) at a point are associatedwith changes in flow
strength (e.g. flow velocity or bed shear stress) over
the flood, and these produce vertical variations
in grain size and sedimentary structures. Spa-
tial decrease in sediment transport rate is mainly
responsible for the deposition and for downstream
changes in mean grain size and sedimentary struc-
tures. The availability of different sediment sizes
and the overall flow strength controls the overall
grain size of the deposited sediment. Sequences
such as those shown in Fig. 4 must be incorpo-
rated into larger-scale sequences associated with
channel bars and channel fills, levees and crevasse
splays; however, Fig. 4 is qualitative. It is possi-
ble to predict such facies sequences quantitatively
using existing sediment routing models, but it has
not been attempted yet.

Channel and channel bar

Theoretical stability analyses for the formation
of unit bars in river channels, and the devel-
opment of meandering and braided rivers, have
been approached in a way similar to smaller bed-
forms (review by Bridge, 2003). These analyses
have resulted in predictions of the geometry and
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Fig. 4. Flood-generated stratasets for different grain-size ranges (from Bridge, 2003). Sediment transport rate varied in time
(t) during a single flood, and in space. Deposition and lateral changes in grain size, bedforms and sedimentary structures,
are caused mainly by decrease in sediment transport rate (i) in the flow direction (x). Vertical changes in grain size and
sedimentary structures are caused by temporal changes in sediment transport rate. Flood-generated stratasets are typically
centimetres to metres thick.

migration rates of bars, and simple patterns of
flow and sediment transport. Equilibrium cross-
sectional and plan geometry of channels has also
been predicted using a range of different theo-
ries, including: minimization of energy expendi-
ture (maximum sediment transporting efficiency);
channel bank stability with mobile sediment beds
dependent on lateral variations in bed shear stress
relative to the critical shear stress for bank ero-
sion; and constancy of dimensionless bed shear

stress in sand-bed or gravel-bed rivers (discussed
by Bridge, 2003). There are many models for the
interaction between flow, sediment transport and
equilibrium bed topography in channel bends, but
most of them do not consider sorting of bed sedi-
ment (reviews in Bridge, 1992, 2003). Such inter-
active theoretical models are not well developed
for channel confluences and diffluences. Although
there are numerical models of turbulent flow in
confluences that agree fairly well with observed
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flows (e.g. Bradbrook et al., 1998, 2000, 2001;
Lane & Richards, 1998; Nicholas & Sambrook-
Smith, 1999; Lane et al., 2000; Huang et al., 2002),
they do not describe the interaction between flow,
sediment transport and bed topography. Theoret-
ical models for flow, sediment transport, and bed
topography at channel diffluences are rudimen-
tary (e.g. one-dimensional) at present (e.g. Wang
et al., 1995; Sun et al., 2002; Bolla-Pittaluga et al.,
2003). They commonly involve assumptions of
uniform steady flow, constant slope, and constant
channel width. These models have been used to
predict whether both diffluent channels are sta-
ble, or whether one of them progressively fills
with sediment while the other becomes dominant.
Theoretical models for the influence of riparian
vegetation on the geometry, water flow, sediment
transport, and migration of river channels are
being increasingly developed (reviews in Bridge,
2003; Bennett and Simon, 2004).
Forward models for the temporal evolution of

plan geometry and migration of single meanders
are based on models of flow velocity and
depth variation in channel bends, and empirical
equations for bank erosion rate (e.g. Ikeda
et al., 1981; Parker et al., 1982, 1983; Parker &
Andrews, 1986; Odgaard, 1989a,b; Johannesson &
Parker, 1989; Howard, 1992, 1996; Sun et al.,
1996, 2001a, 2001b, 2001c; Nagata et al., 2000;
Duan et al., 2001; Seminara et al., 2001; Zolezzi
& Seminara, 2001; Lancaster & Bras, 2002). Bank
erosion rate is dependent on either near-bank
velocity or near-bank depth (each dependency
giving different results). Bank erosion models
require empirical bank erodibility coefficients that
are not known well, and most models do not
consider changing modes of bank erosion associ-
ated with unsteady flows (but see Nagata et al.,
2000). Despite these shortcomings, these mod-
els correctly predict both lateral and downstream
migration of bends, transformation of symmetrical
meander loops to asymmetrical ones as bend sin-
uousity increases, and reduction in rate of bank
erosion as bend amplitude increases. Bend cut-off
was predicted by Bridge (1975), Howard (1996),
and Sun et al. (1996), but not based on an ana-
lytical understanding of the process. The model of
Sun et al. (2001b, 2001c) is themost sophisticated,
and can predict the grain size of point-bar surfaces
(Fig. 5).
Quantitative, dynamic, 3D depositional models

of river channel deposits (e.g. Willis, 1989; Bridge,
1993) are at a rudimentary stage. These types
of models require prediction of the interaction

between bed topography, water flow, sediment
transport rate, mean grain size of bedload, and
bedforms within channels of prescribed geome-
try. The flow conditions are assumed to be steady
and bankfull, with the bed topography, water flow
and sediment transport in equilibrium. The mod-
els apply to either single channel bends with an
associated point bar, or two channel bends sepa-
rated by a braid bar. The plan forms of the channels
are sine-generated curves, and features such as
unit bars and cross-bar channels are not consid-
ered. The channels and associated barsmust be put
in a dynamic context by allowing them to migrate
by bank erosion and bar deposition, and to change
geometry in time. Net vertical deposition is not
allowedover the timespans considered in themod-
els. Despite being simplified, these models give
important insights into the nature of channel-bar
deposits that could not come from the previous
static 1D and 2D models (review in Bridge, 2003).
Examples of these models (shown in Figs 6 and
7) illustrate a number of fundamentally important
aspects of river channel deposits.

1. As channels migrate by lateral and downstream
migration, the deposits from different parts
of channel bars become vertically superim-
posed (e.g. bar-head deposits overlying bar-
tail deposits, and bar-tail deposits overlying
confluence scour deposits).

2. Systematic spatial variations in the thickness of
channel-bar deposits, and the inclination and
orientation of large-scale strata, are due to bed
topography and the mode of channel migra-
tion. For example, it is common for channel-bar
deposits to thicken (by up to a factor of two),
and for large-scale strata to steepen, towards
a cut bank (channel-belt margin) or confluence
scour.

3. Lateral and vertical variation in grain size
and sedimentary structures are controlled by
the bed topography, flow, sediment transport
and bedforms, and by the mode of channel
migration. Channel-bar deposits normally fine
upwards, but they also commonly show little
vertical variation in grain size. Some channel-
bar deposits coarsen at the top if bar-head
deposits are preserved.

These models of Bridge and Willis predict the
geometry, grain size and sedimentary structure of
the deposits of single point bars or braid bars.
However, they do not consider the somewhat
complicated flow structures at channel diffluences
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Fig. 5. Meander-belt model of Sun et al.
(2001b,c). The colour scale is for the
grain size of surface sediment. The maps
indicate meander belt development after
(a) 2762 years, (b) 3263 years, and (c) 4000
years.

and confluences. Finally, there are no quantita-
tive models for the flow, sediment transport and
deposition in abandoned-channel fills.

Channel belt

Numerical simulation of the nature of channel
deposits within channel belts is in its infancy.
The spatial distribution of the deposits of individ-
ual channel bars and fills could not be included
easily in the bar depositional models of Willis
(1989) and Bridge (1993) because it is very difficult
to predict how individual channel segments and
bars will migrate and become preserved within
channel belts. It is necessary to develop models
for the deposits of several adjacent bars and chan-
nel fills within channel belts. Quantitative models
for the simultaneous migration of different curved
channels in meander belts (e.g. Howard, 1992,
1996; Sun et al., 1996, 2001a, 2001b, 2001c) can-
not yet predict the nature of the deposits. Tetzlaff

(1991) proposed a very simple empirical model
for the geometry, lateral channel migration and
aggradation of meandering and braided channels
within channel belts. This model was used (in
a way not clearly explained) to predict spatial
distributions of channel deposits within flood-
plain deposits, in which the shapes of channel
sandstone bodies look very unrealistic. The pre-
dicted deposits were used as training images for
a transition probability model that was used to
simulate oilfield data.
SEDSIM (Tetzlaff & Harbaugh, 1989) is a sed-

iment routing model of fluvial deposition that is
based on solution of the simplified equations of
motion of water and sediment. It is claimed to be
able to simulate flow, sediment transport, erosion
and deposition in river channel bends, braided
rivers, alluvial fans, and deltas. However, there are
fundamental problemswith the basic assumptions
and construction of this model, particularly in
the treatment of sediment transport, erosion and
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Fig. 6. Example of a quantitative model of braid bar deposits (Bridge, 1993). Upper figure shows plan geometry of initial
braided channels (stippled) and migrated channels (dashed). The braid bar migrated downstream in four discrete incre-
ments. Cross-sections show basal erosion surface of bar deposits, large-scale inclined strata due to incremental deposition,
and details of spatial variation in deposit thickness, grain size, sedimentary structure, and paleocurrents. Deposit thickness
and inclination of large-scale inclined strata vary systematically. Bar sequences generally either fine upwards or have little
vertical variation in grain size. The dominant internal structure in this example is medium-scale trough cross-strata (formed
by dunes), with subordinate small-scale cross-strata (formed by ripples).

deposition (North, 1996). SEDSIM has not been
tested by detailed comparison with real-world
data (Paola, 2000). Tetzlaff and Priddy (2001) and
Griffiths et al. (2001) describe the development of
SEDSIM into STRATSIM, in order to simulate a
range of fluvial and marine sedimentary processes
acting over time intervals of hundreds of thou-
sands of years. Unfortunately, fewdetails are given
of the workings of most of these models, nor of

how or whether they were tested against data from
natural sedimentary environments (Paola, 2000).
Despite the shortcomings of these models, they
have been used to simulate the general character
of hydrocarbon reservoirs.
MIDAS is a sediment routing model that pre-

dicts the sorting of sediment grains by size and
density, and is different from most others in that
it considers the effect of turbulent fluctuations
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Fig. 7. Example of a quantitative model of point-bar deposits (Willis, 1989). Meander plans to right indicate downstream
and lateral growth of a point bar in discrete increments, and position of cross-sections in various orientations. Cross-sections
indicate basal erosion surface of point-bar deposits, large-scale inclined strata due to incremental deposition, contours of
mean grain size (dotted lines annotated in mm), and current orientations relative to the cross-section (arrows pointing
down indicate flow out of plane of cross-section). Point-bar deposits thicken, and inclination of large-scale inclined strata
increases, from left to right in sections A, B, and C.

of fluid drag and lift on sediment transport (Van
Niekerk et al., 1992). MIDAS considers width-
averaged flow and sediment transport in straight
channels, and therefore cannot predict the flow
and sediment transport associated with point bars
and braid bars. Vogel et al. (1992), Bennett &
Bridge (1995a), and Robinson et al. (2001) used
MIDAS to predict conditions of erosion and depo-
sition in various flumes and modern rivers. Under
erosional conditions, the model predicted well
the temporal and spatial variation in sediment
transport rate, grain-size distributions of the bed,
armour layer, and eroded sediment, and the

amount of erosion. In the case of aggradation pro-
duced by overloading (sediment supply in excess
of transport rate), the grain-size distributions of
the bedload and active layer, bedload transport
rates, and amounts of deposition were predicted
well by MIDAS. The downstream decrease in bed
shear stress that occurs under aggradational con-
ditions results in the coarsest sediments being
deposited upstream, and the deposit becomes finer
grained downstream, as found by many others
(review in Bridge, 2003). Robinson & Slingerland
(1998a, 1998b) have applied MIDAS to predict
downstream fining of bed sediment in ancient
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channel belts under conditions of active subsi-
dence and aggradation. They concluded that the
rate of downstream fining is influenced largely by
sediment supply rate and subsidence rate, and
to a lesser extent by downstream variations (nor-
mally increases) in channel width and depth. For
example, if sediment supply rate is large rela-
tive to subsidence rate, a relatively large amount
of sediment travels past the zone of subsidence
rather than being deposited in it and the coars-
est grains cannot be effectively separated from the
finer grains.
Murray & Paola (1994, 1997) modelled channel

belts of braided rivers using a grid of cells, the top
surfaces of which formed a uniform downstream
slope but with random perturbations in elevation
superimposed. Water discharge moving down the
grid is distributed between adjacent cells such that
more discharge moves down the steeper slopes.
Sediment discharge between cells is a power func-
tion of either water discharge or a discharge–slope
product. The result of themodel is that hollows are
scoured and high areas receive deposits (due to the
non-linear dependence of sediment transport rate
on discharge), so that braided channels and bars
form. Despite somewhat unrealistic assumptions
in the model, Murray & Paola (1994, 1996, 1997)
claim that it can produce braided-channel patterns
that are similar to those in real rivers. This model
cannot predict the nature of deposits. A recent
development of this approach is by Thomas and
Nicholas (2002).
Vertical superposition of channel-bar and

channel-fill deposits in single-channel belts can
occur by superposition of a cross-bar channel
on a main-channel bar and by migration of one
main-channel bar over another. In the latter case,
the degree of preservation of the overridden bar
depends on the relative elevations of the two
superposed basal erosion surfaces. The likelihood
of preservation of the lower parts of the eroded bar
increases with the vertical deposition rate relative
to the lateral migration rate of the superposed bar,
and the variability of channel scour depth and bar
thickness. The relative importance of deposition
rate/lateral migration rate of bars and the variabil-
ity of channel scour depths (bar heights) in con-
trolling the amount of preservation of truncated
bars can be assessed using the method outlined in
Bridge and Lunt (2006). In general, the variability
of channel scour depths is the main control.
Object-based stochastic models (e.g. MOHERES,

FLUVSIM) have been used to distribute channel
deposits within channel belts (e.g. Tyler et al.,

1994; Webb, 1994, 1995; Webb & Anderson,
1996; Deutsch & Wang, 1996; Holden et al., 1998;
Deutsch & Tran, 2002). Webb (1994, 1995) and
Webb & Anderson (1996) modelled a braided net-
work of river channels as a random walk. Channel
shapes were assigned using hydraulic geome-
try equations, and sedimentary facies within the
channel fills were assigned using a calculated
Froude number. A 3D pattern of channel fills was
produced by repeated simulation of channel net-
works with a fixed aggradation rate superimposed.
Hydraulic conductivity values were assigned to
the various lithofacies types in order to explore the
effects of 3D lithofacies heterogeneity on ground-
water flow (Webb & Anderson, 1996; Anderson
et al., 1999). In the approaches of Tyler et al.
(1994), Deutsch & Wang (1996), and Holden
et al. (1998), individual channel deposits within
channel belts are represented by a series of sinu-
ous channels superimposed in space (Fig. 8). None
of these approaches correctly represents the nature
of channel deposits in channel belts, which are in
fact composed predominantly of parts of channel
bars with relatively minor volumes of channel fills
(Fig. 1). It is necessary to define shapes of objects
properly, as shown in Fig. 9. The information
shown in Fig. 2 will assist in the scaling of objects.
Prediction of the width and thickness of subsur-

face channel-belt deposits is an important objec-
tive. Channel-belt thickness can be determined
relatively easily from well logs and cores (e.g.
Bridge & Tye, 2000). The most common method
for predicting the width of channel-belt deposits
is probably lithostratigraphic correlation of chan-
nel sandstone bodies between wells. Other meth-
ods include use of outcrop analogues, empirical
equations relating channel depth to channel-belt
width, and, rarely, 3D seismic data. Drawbacks of
these methods for predicting channel-belt width
were discussed by Bridge & Tye (2000) and Bridge
(2001, 2003). A reasonable numerical model for
the dynamics of channels and bars within channel
belts should be capable of predicting channel-belt
width and thickness, given parameters such as
bankfull channel width and depth, channel sinu-
ousity and degree of braiding, deposition rate, and
lifespan of the channel belt (Bridge, 2003).

Floodplain

The interaction between water flow, sediment
transport, and bed topography of floodplains is
not known as well as for channels (review by
Bridge, 2003). Detailed field studies of water flow
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Fig. 8. Stochastic object models for channel belts from Tyler et al. (1994) (left) and Deutsch & Wang (1996) (right). Both
representations are unrealistic because real channel belts are composed of the deposits of channel bars and channel fills.

Fig. 9. Realistic shapes of channel bar and fill objects (plans and cross-sections of channel bars and adjacent channel fills)
that must be distributed within channel belts.

and sediment transport over floodplains during
overbank floods do not exist, mainly because
of difficulties of observation and lack of will-
ing students. Water flow and sediment transport
on floodplains is complicated by variable flood-
plain width and surface topography (channels;
depressions; mounds of sediment such as levees,
crevasse splays, abandoned channel belts, and
marginal alluvial fans; vegetation and structures
produced by humans and other animals). Many
experimental studies of overbank flow adjacent to
river channels have been undertaken, but mostly
with steady flows over simple channel–floodplain
geometry, and with immobile boundaries without
sediment movement. Numerical models of flood-
plain flow and sediment transport are inadequate

at present. Therefore, there are no quantitative, 3D
depositional models for floodplains.
Several numerical models of suspended-

sediment transport on floodplains have been pro-
posed (e.g. James, 1985; Pizzuto, 1987; Nicholas &
Walling, 1997b, 1998; Middlekoop&VanDer Perk,
1998; Hardy et al., 2000). Themodels of James and
Pizzuto are based on lateral turbulent diffusion
from a zone of high suspended-sediment concen-
tration at the channel margin to a zone of low
concentration on the floodplain. However, such
a diffusion approach cannot describe the common
convective transport of suspended sediment from
channels to floodplains, andwithin floodplains, in
sheet flows and channels. Furthermore, bedload is
commonly an important component of sediment
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transport on floodplains. Once again, a sediment
routing approach is required.
Empirical equations for the spatial variation in

time-averaged deposition rate on floodplains by
(Bridge & Mackey, 1993a) are:

r/a = (1+ z/zm)−b (1)

r/a = e−bz/zm (2)

where r is deposition rate at distance z from the
edge of the channel belt, a is mean channel-belt
deposition rate, zm is themaximumfloodplain dis-
tance from the edge of the channel belt, and b is
an exponent that determines the rate of decrease of
floodplain depositionwith distance from the chan-
nel belt. The value of b ranges up to about 10, but
there is no rational theory to explain its variabil-
ity. Apparently, b values decrease as the timescale
of deposition increases, implying that successions
of overbank floods do not maintain the same areal
distribution of deposition rate as observed during
a single flood. Several others have proposed quan-
titative models for spatial variation of overbank
aggradation rate (e.g. James, 1985; Pizzuto, 1987;
Howard, 1992, 1996; Marriott, 1996; Nicholas
& Walling, 1997a, 1998; Middelkoop & Van Der
Perk, 1998). As stated above, those based on
lateral diffusion of suspended sediment cannot
be justified in general. Several recently proposed
floodplain deposition models (e.g. Howard, 1992,
1996; Walling et al., 1996; Nicholas & Walling,
1997a; Middelkoop & Van Der Perk, 1998; Hardy
et al., 2000) have incorporated the role of flood-
plain topography (or flow depth), which can
exert considerable control on short-term overbank
aggradation rate.

Alluvial valley

Models of channel-belt movements across
floodplains (and fans)

A ubiquitous feature of aggrading floodplains (and
fans and deltas) is the periodic shifting of channel
belts to new locations on the floodplain, a process
called avulsion (reviews in Smith & Rodgers, 1999;
Bridge, 2003; Slingerland & Smith, 2004). It has
also been suggested that channel belts can migrate
across floodplains by more gradual erosion and
deposition at the edge of the channel belt (not dis-
cussed here, but see Bridge, 2003). Process-based,
numerical models of avulsion are rare. Mackey
& Bridge (1995) suggested that the probability of
avulsion at a given location along a channel belt

could be expressed empirically as:

P(a) = (Qf/Qa)
eq(cs Scv/Sdv)

es (3)

where Qf is maximum flood discharge for a given
year, Qa is a threshold flood discharge, Scv is
the cross-valley slope at the edge of the channel
belt, Sdv is the local down-valley slope of the
channel belt, and cs is an empirical coefficient.
This expression is based on the assumptions that
avulsions are initiated during periods of extreme
discharge when erosive power of the stream is
greatest, and that a sufficient stream power advan-
tage exists for a new course to be established on the
floodplain. In reality, avulsion could also be trig-
gered by a flow blockage downstream. The model
produces realistic results if cs is 0.2 to 0.3, and the
exponents eq and es are between 1 and 5.
The slope ratio concept was used because the

discharge–slope product (QS) is proportional to
the sediment transporting power per unit length of
the stream. Erosion and enlargement of a crevasse
channel will be possible if the sediment transport
rate increases from the point at which it bifur-
cates from the main channel down its course over
the floodplain. The water discharge in a growing
crevasse channel will initially be less than that
in the larger main channel. Therefore, in order
for the sediment transport rate (per unit channel
length) to increase from the main channel to the
crevasse channel, the crevasse channel slope must
be greater than the main channel slope. In the
limiting case where the water discharges of the
main channel and the developing crevasse channel
are equal, the slope in the crevasse channel must
exceed that of the main channel for the avulsion
to proceed. The water level in a floodbasin must
be lower than that in the main channel to allow
water to flow away from the main channel through
a crevasse channel. When the water surface eleva-
tions of the main channel and the floodbasin are
the same, there can be no such crevasse-channel
flow. Therefore, crevasse-channel enlargement
can only operate during certain overbank flood
stages. Accordingly, it may take a number of
overbank flood periods for a crevasse channel to
enlarge to the point of avulsion.
Mackey & Bridge (1995) used equation (3) to

simulate avulsions where floodplain slopes vary
in space and time due to variations in deposi-
tion rate, tectonic tilting and faulting within the
alluvial valley (Fig. 10). Down-valley increase in
channel-belt deposition rate produces a down-
valley decrease in channel-belt slope but an



ANFMS: “ANFMS_C004” — 2008/8/29 — 15:35 — PAGE 112 — #16

112 J. Bridge

High deposition rate
4

5
2

1

3

Low deposition rate

High deposition rate High deposition rate

High deposition rate

Low deposition rate

6

3

2

1

5

4

8

9
7

1

2

2

3
14

6

5

Low deposition rate

Fig. 10. Typical patterns of channel-belt avulsion, depen-
dent upon spatial variation in deposition rate and pre-
existing floodplain topography. Channel belts represented
by lines. Numbers represent points of avulsion in chrono-
logical order. Based on observations and theoretical models
(full explanation in Bridge, 2003).

increase in cross-valley slope as the alluvial ridge
grows, as is likely to happen during base-level
rise. Under these circumstances, avulsion prob-
ability increases through time, and is greatest
in the down-valley part of the floodplain where
channel-belt slopes are smallest but cross-valley
slopes are largest. The model predicts that avul-
sion is initiated in the down-valley part of the
floodplain and successive avulsion points shift
up-valley with a progressive decrease in interavul-
sion period. This is due to gradual increase in
avulsion probability up-valley of avulsion points
where alluvial ridge growth continues uninter-
rupted. New channel-belt segments down-valley
from avulsion points have not had time to aggrade
significantly and develop alluvial ridges, and
therefore have low avulsion probabilities. After
a finite number of avulsions stepping up-valley,
the progressive decrease in channel-belt slopes
in the down-valley part of the floodplain causes
abrupt shift in the locus of avulsion to this loca-
tion. Although model results agree broadly with

what is observed in nature, the model does not
take into account the effects of the increased slope
of the new channel as it leaves the old channel.
This steep slope would result in channel incision
and upstream retreat of a knickpoint in the vicinity
of the point of avulsion. Therefore, the probability
of avulsion would be greatly reduced immediately
upstream of a recent avulsion point.
Down-valley decrease in channel-belt aggrada-

tion rate is typical of alluvial fans and where
base-level is falling, and produces a down-
valley decrease in down-valley slope. Avulsion
probability decreases with time because overall
down-valley channel-belt slope increases with
time. However, avulsion probability is high in
the up-valley parts of the floodplain where cross-
valley slopes are increased by high aggradation
rate. The concentration of avulsions up-valley
where deposition rate is high produces nodal avul-
sions, which are characteristic of alluvial fans
(Fig. 10).
The model predicts that avulsion periods vary

greatly depending on the stage of growth of allu-
vial ridges. Sections of alluvial ridges that are
well developed are associated with short avul-
sion periods (say decades or centuries), whereas
newly formed channel belts may not experience
an avulsion for on the order of 1000 years. Also,
the obstruction to flow caused by pre-existing allu-
vial ridges may cause subsequent channel belts
to be clustered preferentially on one side of the
floodplain with a distinctive en échelon pattern
(Fig. 10). This means that other parts of the
floodplain distant from the active channels expe-
rience relatively low overbank deposition rates
for extended periods of time, allowing soils to
develop.
Tectonic tilting and faulting within the

floodplain increase avulsion probability locally
(Fig. 11). Channel belts shift away from zones of
uplift and towards zones of maximum subsidence.
However, if channel-belt aggradation keeps pace
with fault displacement or tilting, alluvial ridge
topography causes channels to shift away from
areas of maximum subsidence. Although these
predictions agree broadly with data from modern
rivers, data on the relationship between tecton-
ism and avulsion are insufficient to test model
predictions in detail.
The Mackey–Bridge model was a first attempt,

and there is ample room for improvement. The
model does not simulate changes in channel
pattern and channel-belt width, floodplain lakes,
and channel-belt and floodplain deposition and
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Fig. 11. Typical effect of faults and tilting on channel-belt
avulsion. Channel belts indicated by lines. Numbers repre-
sent points of avulsion in chronological order. Downthrown
side of faults indicated by triangles. Based on observations
and theoretical models (full explanation in Bridge, 2003).

erosion associatedwith tectonism. Tributaries and
downstream increases in channel belt size are not
simulated, nor are the influences of alluvial fans
at valley margins. The model does not consider
widespread erosion of channel–floodplain sys-
tems, and it is not capable of simulating the diver-
sion of a channel belt into a pre-existing channel.
Model development is, however, under way, and
has been greatly aided by new data from Holocene
fluvial and deltaic settings (reviewed by Bridge,
2003). The component models for aggradation,
avulsion, and the development of channel belts
following avulsion have been greatly improved
(details in Karssenberg et al., 2003, 2004). New
channel belts are formed by channel bifurca-
tion, and multiple channel belts may develop
and coexist (forming anastomosing rivers). Anas-
tomosing rivers occur in the new model where
the channel belt bifurcates but there are insuffi-
cient gradient advantages to cause avulsion. Avul-
sions occur when a gradient advantage causes
the discharge in one of the channel belts to
increase. The new model can simulate the occu-
pation of pre-existing floodplain channels by an
avulsing channel. Degradation of the channel and
floodplain is treated using a diffusion–advection
approach, such that upstream migration of knick-
points and formation of incised channels and ter-
races can be simulated. If a channel belt is incised
up-valley, it becomes fixed in space, such that in
depositional areas downstream the channel belt

can be associated with abnormally thick and wide
deposits. The effect of cyclic variation in degra-
dation and aggradation on avulsion and alluvial
architecture can be simulated (allowing a link to
sequence-stratigraphy models).
Slingerland & Smith (1998) have made the only

analytical approach to the cause of avulsion. Their
model is based on simplified equations of motion
for fluid and sediment applied to simple chan-
nel geometry. The crux of the model is that the
suspended sediment concentration at the entrance
to a crevasse channel leading from a deeper main
channel is different from the equilibrium concen-
tration that should exist in the crevasse channel.
Then, depending on local hydraulic conditions,
the crevasse channelwoulddeepen or fillwith sed-
iment until the equilibrium suspended sediment
concentration is reached. A condition where the
channel progressively deepens is taken as a crite-
rion for avulsion. Avulsions are predicted to occur
wherever the slope ratio exceeds 5. One drawback
of this approach is that bedload sediment transport
is not treated, so that the model cannot explain
avulsions in the many rivers that transport mainly
bedload during floods. Slingerland & Smith (2004)
mention that theories for the stability of channel
bifurcations (including treatment of bedload) in
braided rivers (e.g. Bolla Pittaluga et al., 2003)
might be applied to prediction of avulsion.
Sun et al. (2002) made a numerical model of

channel flow and sediment transport dynamics
linked to channel avulsion for the case of flu-
vial fan deltas. They used the models of Parker
et al. (1998a, 1998b) for predicting channel geom-
etry, flow, and sediment transport, assuming
steady uniform flow conditions. They used a cel-
lular modelling approach similar to Murray and
Paola (1994) to simulate channel bifurcations, and
assumed that the water discharge to each bifur-
cation channel is proportional to the square root
of the channel slope for that channel. Of course,
the discharge in any channel should really also be
related to its depth and width. A channel avulsion
occurs if the channel elevation at the bifurcation is
greater than the elevation at some reference point
on the fan. Therefore, a degree of channel super-
elevation is required for an avulsion to occur. If an
avulsion is predicted, the channel follows the line
of steepest descent, but is allowed some statisti-
cal variation in its course. These fan channels do
not form channel belts per se. This avulsionmodel
is not compared with those of Mackey & Bridge
(1995) and Slingerland & Smith (1998): indeed, no
reference is made to this previous work.



ANFMS: “ANFMS_C004” — 2008/8/29 — 15:35 — PAGE 114 — #18

114 J. Bridge

Deposits of alluvial valleys
(alluvial architecture)

The term alluvial architecture was used by
Allen (1978) to refer to variations in the
mean grain size, geometry, proportion and spa-
tial distribution of channel-belt and floodplain
deposits within alluvial valleys. Definition of the
architecture of ancient deposits requires exten-
sive exposures, and/or high-resolution (preferably
three-dimensional) seismic data, and/or many
closely spaced cores or borehole logs, and accu-
rate age dating. As such data are commonly lacking
or incomplete, it is necessary to ‘fill in’ three-
dimensional space in order to produce a com-
plete (and hypothetical) representation of alluvial
architecture. Furthermore, as it is not possible to
observe directly the processes of development of
alluvial architecture, it is necessary to use mod-
els to interpret and predict alluvial architecture.
Most quantitative models of alluvial architecture
(reviewed by Bryant & Flint, 1993; Koltermann
& Gorelick, 1996; North, 1996; Anderson, 1997;
Bridge, 2003) are either process-based (process-
imitating) or stochastic (structure-imitating), as
discussed below.
Alluvial architecture is primarily controlled by:

the geometry and sediment type of channel belts
and floodplains; the rate of deposition or erosion
in channel belts and on floodplains; local tec-
tonic deformation within the alluvial valley, and;
the nature of channel-belt movements (mainly
avulsions) over floodplains. These intrinsic (intra-
basinal) controlling factors are in turn controlled
by extrinsic (extrabasinal) factors such as tecton-
ism, climate, and eustatic sea-level changes. For
example, the geometry and sediment type of chan-
nel belts and floodplains are determined by water
and sediment supply (rate and type), which are in
turn controlled by the source rocks, topographic
relief, climate, and vegetation of the drainage
basin. Floodplain width is also influenced by its
tectonic setting and development history. Long-
term deposition in alluvial valleys is due mainly
to long-term decrease in sediment transport rate
in the down-flow direction (by virtue of conser-
vation of mass), which can be accomplished by
either increasing sediment supply up-valley (by
tectonic uplift, climate change, or river diver-
sions) and/or by decreasing sediment transport
rate down valley (by flow expansion associated
with tectonic subsidence or base-level rise). Subse-
quent erosion depends upon increasing sediment
transport in the down-flow direction, such as

caused by basin uplift or base-level fall. Local tec-
tonic deformation in alluvial valleys can cause
local changes in channel and floodplain geometry
and location, deposition and erosion. Channel-
belt movements across floodplains are influenced
by the severity of floods and the development
of cross-floodplain slopes associated with alluvial
ridge deposition and local tectonic deformation.
Most process-basedmodels of alluvial architecture
consider intrinsic processes.

Process-based (process-imitating) models of
alluvial architecture

Leeder (1978) developed the first quantitative,
process-imitating model of alluvial architecture.
A channel belt of specified cross-sectional area
was allowed to migrate by avulsion within a flood-
plain of finite width as aggradation (balancing
subsidence) continued. The period of time sep-
arating avulsions and the location of avulsing
channels on the floodplain were chosen randomly
within defined limits. The deposits were mod-
elled within a single cross-valley section. Leeder
defined 2D measures of the proportion of channel-
belt deposits and their degree of connectedness,
that depend upon aggradation rate, avulsion fre-
quency, channel-belt cross-sectional area, and
floodplain width. Allen’s (1978, 1979) later
approach followed Leeder’s closely, but Allen
added a function to allow diverted channel belts
to avoid high floodplain areas underlain by pre-
existing channel belts. The 2D approach was
extended (Bridge & Leeder, 1979; Bridge &
Mackey, 1993a, 1993b) by considering also the
effects on alluvial architecture of compaction, tec-
tonic tilting of the floodplain, and variation of
aggradation rate with distance from channel belts,
and predicting the width and thickness of channel
sandstone/conglomerate bodies comprising single
or connected channel belts (Fig. 12). Channel-
deposit proportion, sandstone-body width and
thickness increase as bankfull channel depth
and channel-belt width increase, and as flood-
plain width, aggradation rate and inter-avulsion
period decrease. Channel-deposit proportion and
connectedness also increase in locally subsided
areas of floodplain. These quantitative 2D models
have been used (and misused) widely to interpret
and model alluvial architecture, despite the fact
that they have not been tested comprehensively
against field data (but see Leeder et al., 1996).
However, 2D models are unable to realistically
simulate down-valley variations in the location
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Fig. 12. Channel belt connectedness increases with channel deposit proportion (CDP). For CDP < 0.4, most channel belts
(shown as stippled boxes in cross-floodplain sections) are unconnected, such that frequency distributions of channel deposit
width or thickness are bimodal with a large mode equivalent to the width or thickness of an unconnected channel belt.
As CDP increases, more channel belts are connected, channel deposits become larger, and the frequency distributions of
channel deposit width or thickness become polymodal. For CDP > 0.75, all channel belts are connected and the channel
deposit is as wide as the floodplain. Based on 2D alluvial architecture model of Bridge & Mackey (1993a).

and orientation of individual channel belts. This
is only possible with 3D models.
Mackey & Bridge (1995) developed the first

3D process-based model of alluvial architecture.
The floodplain contains a single active channel
belt (Fig. 13). Changes in floodplain topography
are produced by spatial and temporal variation
of channel-belt and floodplain deposition rates,
by compaction, and by tectonism. The location
and timing of avulsions are determined by local
changes in floodplain slope relative to channel
belt slope, and by flood magnitude and frequency
(equation 3). The diverted channel follows the
locus of maximum floodplain slope. Major dif-
ferences between this model and the 2D models
are the treatment of avulsion location and period
as dependent variables, and constraints on the
location of avulsing channels by the points of avul-
sion and topographic highs on the floodplain. The

behaviour of the avulsion model was discussed
above. Avulsions occur preferentially where there
is a decrease in channel-belt slope and/or an
increase in cross-valley slope that may be related
to spatial variations in deposition rate and/or tec-
tonism and/or base-level change. Evolution of
alluvial ridges over time in different parts of the
floodplain greatly influences the timing and loca-
tion of avulsions. This may result in sedimen-
tary sequences that increase upwards in channel-
deposit proportion and connectedness, capped
with overbank deposits with well developed soils.
Such sequences may take on the order of 103–105

years to form, comparable to cycles attributed to
tectonism or climate change. Predictions of the
Mackey–Bridge model agree with the somewhat
limited data from modern rivers, and the model
has been applied to interpreting and predicting the
alluvial architecture of ancient deposits. However,
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Fig. 13. Quantitative, 3D alluvial architecture models from Mackey and Bridge (1995) (left) and Karssenberg et al. (2004)
(right). Coloured objects are channel belts.

the model is very simplified, and further devel-
opment of the model is underway, as discussed
above.
Even though desirable, sediment routingmodels

have not been used to simulate the complicated
spatial and temporal variations in sediment trans-
port and deposition in channels and flood-
plains that occur over the long term in alluvial
valleys. However, one very simple sediment
routing approach applied to alluvial architecture
(Koltermann & Gorelick, 1992) is discussed below.

PREDICTION OF ALLUVIAL
ARCHITECTURE OF SUBSURFACE
DEPOSITS

The most common approach to predicting the
architecture of subsurface fluvial reservoirs and
aquifers (discussed in Bridge & Tye, 2000) is
to: (1) determine the geometry, proportion and
location of different types of sediment bodies
(e.g. sandstones, shales) from well logs, cores,
seismic or GPR; (2) interpret the origin of the sed-
iment bodies; (3) use outcrop analogues to predict
more sediment-body characteristics; and (4) use
stochastic (structure-imitating) models to simu-
late the alluvial architecture between wells, and
the rock properties with sediment bodies such
as channel-belt sandstones. Stochastic (structure-
imitating) models are either object-based (also
known as discrete or Boolean) or continuous, or
both (reviewed by Haldorsen & Damsleth, 1990;

Bryant & Flint, 1993; Srivastava, 1994; North,
1996; Koltermann & Gorelick, 1996; Deutsch,
2002). A common combined approach is to use
object-based models to simulate the distribution
of channel-belt sandstone bodies and floodplain
shales, and then use continuous models for simu-
lating ‘continuous’ variables such as porosity and
permeability within the objects.
With object-based models, the geometry and

orientation of specified objects (e.g. channel-belt
sandstone bodies or discrete shales) are deter-
mined by Monte-Carlo sampling from empirical
distribution functions derived mainly from out-
crop analogues. ‘Conditioned simulations’ begin
by placing objects such that their thickness and
position correspond with the available well data.
Then, objects are placed in the space between
wells until the required volumetric proportion
is reached. Objects are placed more-or-less ran-
domly, although arbitrary overlap/repulsion rules
may be employed to produce ‘realistic’ spatial
distributions of objects (Figs 14 and 15).
Continuous stochastic models have been used

mainly to simulate the spatial distribution of con-
tinuous data such as permeability, porosity, and
grain size. With these models, a parameter value
predicted to occur at any point in space depends
on its value at a neighbouring site. The conditional
probabilities of occurrence are commonly based
on an empirical semivariogram. These approaches
have been modified to predict the distribution
of discrete facies by using indicator semivari-
ograms and simulated annealing (e.g. Johnson &
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Sand bodies randomly located
to coincide with sands in wells

Sand bodies added until net-to-gross
ratio reaches desired target

Fig. 14. Example of 2D object-based stochastic modelling
of alluvial architecture (modified from Srivastava, 1994).

Driess, 1989; Bierkens & Weerts, 1994; Deutsch
& Cockerham, 1994; Seifert & Jensen, 1999,
2000). A variant of the indicator semivariogram
approach is transition probability (Markov) mod-
els in which the spatial change from a particular
sediment type (e.g. channel sandstone) to another
(e.g. floodplain mudstone) is based on the proba-
bility of the transition. The probability of spatial
transition to a particular sediment type depends
on the existing sediment type, and this depen-
dence is called a Markov property. The matrix
of probabilities of transition from one sediment
type to another can be used to simulate sedimen-
tary sequences in one, two or three dimensions

(e.g. Tyler et al., 1994; Doveton, 1994; Carle et al.,
1998; Elfeki & Dekking, 2001; Fig. 15). Another
variant on the variogram approach is multiple-
point geostatistics, which can simulate complex
spatial heterogeneity given training images (Caers
et al., 2000; Caers and Zhang, 2004; Strebelle,
2002).
It is commonly difficult to define the input

parameters for stochastic models, especially the
semivariograms and transition probability matri-
ces in lateral directions, and spatial heterogeneity
is difficult to simulate realistically. The shapes,
dimensions and locations of objects in object-
based models are also difficult to define realisti-
cally (see the models of Tyler et al., 1994; Deutsch
& Wang, 1996; Holden et al., 1998; Seifert &
Jensen, 1999, 2000; Fig. 15). If definition of the
dimensions of objects relies upon use of outcrop
analogues and determination of palaeochannel
patterns from subsurface data, there may be seri-
ous problems (Bridge & Tye, 2000). Process-based
models and sequence-stratigraphymodels demon-
strate that the spatial distribution of channel-belt
sandstones is not random. Unrealistic shapes,
dimensions and spatial distributions of sediment
types means that it is difficult to get the model
to fit observed data and predict reservoir/aquifer
behaviour. Furthermore, as stochastic models do
not simulate processes of deposition, they cannot
give any insight into the origin of the alluvial archi-
tecture, and they have no predictive value outside
the data region.
If there are so many problems with stochastic

models, why are they used? Commercial software
is available. Simulations can easily be conditioned
using well data, cores, seismic, GPR, and other
types of geological information. Detailed under-
standing of the origin of the subsurface strata is
not necessary in order to use stochastic mod-
els, even though it is desirable. Numerical for-
ward (process-imitating) models are considered
difficult to fit to subsurface data, and the mod-
els and software have not yet been well devel-
oped. Therefore, process-imitating models have
had limited application in quantitative simula-
tion of the architecture of hydrocarbon reservoirs
or aquifers. However, process-imitating models
provide genetic interpretations of deposits, and
can predict more realistic sedimentary architec-
ture than structure-imitating stochastic models.
Karssenberg et al. (2001) have demonstrated that
fitting of process-based models to well data using
an essentially trial-and-error approach is possible
in principle. Such an approach involves multiple



ANFMS: “ANFMS_C004” — 2008/8/29 — 15:35 — PAGE 118 — #22

118 J. Bridge

(a)

Northwest (m)

500
250

0
−250−500

(b)

160

140

120

100

80

60

-500

-250

250

500

E
le

va
tio

n 
(m

)

0

0

Northeast (m
)

FC-A

FC-B

SF

OTP

Debris flow

Floodplain

Levee

Channel



ANFMS: “ANFMS_C004” — 2008/8/29 — 15:35 — PAGE 119 — #23

Numerical modelling of alluvial deposits 119

runs of a process-based model under different
input conditions, and optimization of the fitting
of output data to observed data. Process-based
models are being developed by Karssenberg et al.
(2003), including development of software so that
models can be fitted to subsurface data (inversion
approach). Another approach is to use output from
process-imitating forwardmodels to provide input
(training images) for stochastic models that can be
more easily conditioned with subsurface data.

RIVER SYSTEM

Process-imitating models of river systems con-
sider interactions between tectonic uplift and sub-
sidence, climate, base-level change, vegetation
development, water and sediment supply, erosion
anddeposition, and evolution of drainage systems.
However, it is uncommon for all of these inter-
actions to be considered simultaneously. Mod-
elling of the influence of vegetation on water and
sediment supply, erosion and deposition is at a
rudimentary stage.

Landscape erosion models and evolution of
drainage systems

Many models now exist for the evolution of
drainage systems in upland regions dominated
by erosion (e.g. Kirkby, 1986, 1987; Willgoose
et al., 1991a, 1991b, 1991c, 1992, 1994; Chase,
1992; Beaumont et al., 1992, 2000; Kooi &
Beaumont, 1994, 1996; Howard, 1994; Tucker and
Slingerland, 1994, 1996, 1997; Izumi & Parker,
1995; Johnson & Beaumont, 1995; Moglen &
Bras, 1995; Braun & Sambridge, 1997; Tucker &
Bras, 1998; Coulthard et al., 1999, 2002; Ellis
et al., 1999; Allen & Densmore, 2000; Crave &
Davy, 2001; Tucker et al., 2001, 2002; Bogaart
et al., 2003a; Clevis et al., 2003, 2004a, 2004b;
Tucker, 2004). Although these various approaches
differ in the way erosion and deposition are mod-
elled, there are many similarities. Sediment trans-
port on hillslopes associated with mass wasting
processes such as soil creep is commonly mod-
elled using a linear diffusion approach, and such

transport may be limited by production of sedi-
ment by weathering. Landslides have been mod-
elled by considering the shear strength of rock or
soil and whether or not this material exceeds some
critical hillslope angle. Erosion rate of bedrock
and cohesive sediments by streams is commonly
taken as proportional to kAmSn in excess of some
threshold value, where k is bedrock erodibility,
A is drainage basin area, and S is surface slope;
A is a surrogate measure for stream water dis-
charge, such that bedrock erosion rate becomes a
function of stream power per unit channel length.
The exponents m and n are not known well,
although they are commonly assumed equal to
unity. There has been extensive discussion of the
various models for bedrock erosion (e.g. Seidl &
Dietrich, 1992; Howard et al., 1994; Sklar &
Dietrich, 1998, 2001; Stock & Montgomery, 1999;
Whipple & Tucker, 1999, 2002; Nieman et al.,
2001; Tucker & Whipple, 2002; Baldwin et al.,
2003). Sediment transport in channels and by
overland flow is also commonly taken as propor-
tional to a function of stream power in excess
of some limiting value. Sediment transport by
flowing water may also be limited by sediment
production by weathering. Grain-size sorting dur-
ing sediment transport is generally only treated at a
rudimentary level (e.g. separate treatment of sand
and gravel: Gasparini et al., 1999, 2004; Tucker
et al., 2002; Clevis et al., 2003) if at all. Gasparini
et al. (2004) examined theoretically the interaction
between the degree of stream-profile concavity and
bed grain-size sorting.
Hillslope processes are not explicitly distin-

guished from channel processes in all of these
models. In some models, the formation of chan-
nels is dependent on a channel initiation func-
tion (proportional to functions of water discharge
(drainage area) and slope) exceeding some spec-
ified threshold. Headward extension of channels
and development of tributaries continues until the
channel initiation function decreases below the
threshold because the drainage areas contribut-
ing water to the tributary channels progressively
decrease.
The development of drainage systems has also

been approached from the point of view of the
energy required to transport water and sediment

Fig. 15. (Opposite page) Three-dimensional stochastic model simulations. (a) Alluvial fan deposits simulated using a
Markov model (Carle et al., 1998). Note the unrealistic depiction of channel deposits. (b) Fluvial deposits simulated using
an object model for channel belts (FC-A and FC-B) and a sequential indicator simulator for the ‘background’ sheetflood (SF)
and lacustrine (OTP) deposits (Seifert & Jensen, 2000). Note the unrealistic distribution of channel-belt orientations.
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from the land as efficiently as possible. Drainage
systems are most efficient (require the least energy
expenditure) when flow resistance due to bound-
ary friction is at a minimum. The best way of
minimizing flow resistance is to have channel flow
instead of overland (sheet) flow, and to have a
relatively small number of large channels. How-
ever, channel initiation requires a certain amount
of overland and/or shallow subsurface flow, which
is associated with high flow resistance. Accord-
ing to Rodriguez-Iturbe et al. (1992) and Rinaldo
et al. (1992, 1998), drainage networks are devel-
oped such that the energy expenditure in any
stream segment and in the whole system are at a
minimum, and the energy expenditure per unit
bed area is constant. Although these assump-
tions regarding distribution of energy expendi-
ture can be argued with, this theory agrees with
the well known morphometric laws for drainage
networks.
The influence of climate on stream erosion and

sediment transport has been modelled by tak-
ing water discharge proportional to the product
of effective precipitation rate per unit area and
drainage basin area (e.g. Rinaldo et al., 1995;
Tucker & Slingerland, 1997; Moglen et al., 1998;
Coulthard et al., 1999, 2002; Tucker & Bras, 2000;
Tucker et al., 2002; Bogaart et al., 2003a; Snyder
et al., 2003; Tucker, 2004). River erosion through
bedrock and development of drainage systems is
critically dependent on the temporal and spatial
variation of rainfall events, the form of the bedrock
erosion law, and the magnitude of the erosion
thresholds relative to that of the erosive forces.
Bogaart et al. (2003a) examined theoretically the
effects of alternating permafrost and temperate
regimes on channel-network geometry and sedi-
ment dynamics. In a different type of approach,
Bogaart et al. (2003b, 2003c) modelled the effect
of rapid climate change on fluvial systems by
using models for: weather generation; precipita-
tion linked to runoff; hillslope erosion; channel
geometry; and sediment transport.
The behaviour of these landscape-evolution

models depends on the nature of discretization
of space and time. For example, some models
are based on rectangular grid cells and others are
based on irregular networks and node points (dis-
cussed by Braun & Sambridge, 1997; Tucker et al.,
2001). The type of discretization determines how
water and sediment are moved downslope. The
dimensions of grid cells determine whether or not
discrete channels can be modelled. The time steps
determine the way in which surface processes

can be averaged over time. These issues are of
course relevant to all numerical forward models.

General models for tectonic subsidence, fluvial
sediment supply and deposition

Paola et al. (1992) developed a theoretical model
of large-scale variations in mean grain size in allu-
vial basins, as seen in a 2D section parallel to
the sediment transport direction (see also Paola,
1988, 1990). All sediment transport was mod-
elled using a linear diffusion approach, with the
diffusivity of sediment being controlled mainly
by water discharge and channel pattern (braided
or single channel). Grain-size partitioning in the
model was based on the crude assumption that
gravel will dominate a deposit until all gravel in
transport is exhausted, at which point deposition
of sand will begin (referred to here as the perfect
sorting model). They examined the response of an
alluvial basin to sinusoidal variation of four extrin-
sic controlling variables: rate of sediment supply,
diffusivity of sediment, tectonic subsidence rate,
and proportion of gravel in the sediment supply
(Fig. 16). The basin response depends strongly
on the time scale over which variation in the
controlling variables occurs. ‘Slow’ and ‘rapid’
variations are defined as those that vary with peri-
ods that are respectively longer or shorter than a
so-called basin equilibrium time, defined as the
square of basin length divided by sediment diffu-
sivity. Changes in the rates of uplift of uplands,
erosion, sediment supply, and subsidence are not
linked (i.e., uncoupled) in this model, as they
must be in nature. Also, tectonic and sedimen-
tary processes in sedimentary basins are distinctly
3D. Notwithstanding the simplifications in this
model, Heller & Paola (1992) applied it to three
alluvial basins to help determine whether con-
glomerate progradation was coincident with tec-
tonic uplift and increase in erosion and sediment
supply (i.e., syntectonic) or not (antitectonic).
Paola et al. (1999) calibrated the sediment dif-

fusion coefficient for a braided river on a fan
using field data and a simple model for spatially
averaged sediment transport rate and bed topogra-
phy. Marr et al. (2000) further developed the Paola
et al. (1992) model. They used different diffusion
models for sand and gravel transport, constant val-
ues of dimensionless bed shear stress for sand-bed
rivers and gravel-bed rivers, and a single con-
stant friction coefficient for sand-bed and gravel-
bed rivers. These are dubious assumptions (e.g.
Robinson & Slingerland, 1998a). Results of the



ANFMS: “ANFMS_C004” — 2008/8/29 — 15:35 — PAGE 121 — #25

Numerical modelling of alluvial deposits 121

Sediment flux

SLOW VARIATION FAST VARIATION

25 km

25 km

Basement

Equilibrium deposition

Sand
Gravel

0

10

K
ilo

m
et

re
s

M
et

re
s

20

0

50

100

150

Subsidence

Relative
amplitude
of variation

−1 10
Young

Increasing

Decreasing

Old

T
im

e 25 km

25 km

Equilibrium deposition

0

10

K
ilo

m
et

re
s

M
et

re
s

20

0

50

100

150

Gravel fraction

25 km

25 km

Equilibrium deposition

0

10

K
ilo

m
et

re
s

M
et

re
s

20

0

50

100

150

Diffusivity

25 km

25 km

Equilibrium deposition

0

10

K
ilo

m
et

re
s

M
et

re
s

20

0

50

100

150

200

Fig. 16. Hypothetical variation in distribution of sand and gravel in a sedimentary basin subjected to periodic variation in
sediment flux, subsidence, gravel fraction, and sediment diffusivity (from Paola et al., 1992). Figures on left are for slow
variation, and lines are isochrons drawn at 1 million year intervals. Figures on right are for fast variation and isochrons are
drawn every 10,000 years.

model are similar to the original model with a
fewminor differences. Rivenæs (1992, 1997) mod-
elled fluvial sediment transport using the diffusion
equation applied separately to sand and mud with
separate, depth-dependent diffusivities. These
types of diffusion models give no information on
alluvial architecture.
Slingerland et al. (1994) applied a simple sedi-

ment routing model for river channels to predict
changes in the depth and longitudinal profiles of
rivers as a result of downstream changes in water
discharge, sediment supply and channel width.
This model was also coupled with models for

tectonic subsidence and uplift, varying sea level,
and variable sediment supply related to climate
change, in order to explore their effects on long
profiles of rivers (hence erosion and deposition).
These simple sediment routing models (Fig. 17)
are potentially more realistic than diffusion-based
fluvial models, but they still require development
before they are capable of simulating the nature of
sediment deposits in detail. As described above,
Robinson & Slingerland (1998a, 1998b) were the
first to combine a sophisticated sediment rout-
ing model for river channels (MIDAS) with basin
subsidence and aggradation.
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Fig. 17. Two-dimensional fluvial–deltaic model of
Slingerland et al. (1994) that links a simple sediment
routing model to an elastic flexure model and sinusoidal
variation in sea level.

Models for deposition in compressional basins

Compressional basins are formed by lithospheric
thickening arising from thrusting and folding.
The overthrusted lithosphere is uplifted, but the
underthrusted lithosphere is flexed downward
due to gravitational loading, and the adjacent
downflexed regions become sedimentary basins.
An important aspect of the lithospheric flexure
is a flexural bulge at the periphery of the basin.
If the crust has high flexural rigidity and vis-
cosity, the basin is relatively shallow and wide:
otherwise it is deep and narrow. Thus, tempo-
ral changes in the rheological properties of the
lithosphere result in changes in the shape of the
basin.
An episode of lithospheric thickening and load-

ing results in uplift and increases in topographic
slopes, erosion rate and sediment supply in the
vicinity of the uplift. It also results in subsi-
dence and deposition in the basin, and growth
and migration of the peripheral bulge towards
the basin. Erosion of uplifted lithosphere and
deposition in the basin causes further isostatic
uplift of the highlands and subsidence in the
basin. The erosional and depositional response
to lithospheric thickening, uplift and subsidence
depend upon the relative timing, positions and
rates of these events, and these are very difficult

to ascertain. For example, the nature of litho-
spheric subsidence in response to loading depends
on lithospheric rheology, specifically whether the
crust is elastic or viscoelastic, and how rheolog-
ical properties change in time with temperature
and pressure. The response of weathering, erosion
and sediment supply to changes in source-rock
type, elevation, slope and vegetation are difficult
to predict.
The early quantitativemodels for compressional

basins considered flexural isostatic response to
loads created by tectonic thrusting (critically
tapered wedges) and sediment deposition, as rep-
resented in 2D sections parallel to the direction
of thrusting (e.g. Beaumont, 1981; Jordan, 1981;
Quinlan & Beaumont, 1984; Beaumont et al.,
1988). Erosion and deposition were not modelled
explicitly. Subsequently, erosion and deposition
were modelled explicity by Flemings & Jordan
(1989) using a linear diffusion approach. This
model was further discussed by Flemings & Jordan
(1990) and Jordan & Flemings (1989, 1991), and
the effects of sea-level change on basin stratigraphy
were examined. Sinclair et al. (1991) had a similar
model. The model of Paola et al. (1992) discussed
above is also essentially amodel for stratigraphy in
compressional basins, but it does not consider the
mechanics of uplift and subsidence. Paola (2000)
compared the stratigraphy predicted by these var-
ious 2D, diffusion-based models (Fig. 18). The
treatment of surface processes in these models is
very simplistic, and the 2D treatment of tectonics
and sedimentation can be misleading.
A major step forward in the modelling of depo-

sition at the river system and basin scale was
the treatment of surface processes and drainage
basin evolution in 3D, and linking them to cli-
mate, tectonic activity, and base-level change
(e.g. Beaumont et al., 1992; Kooi & Beaumont,
1994, 1996; Johnson & Beaumont, 1995; Coulthard
et al., 1999, 2002; Ellis et al., 1999; Allen &
Densmore, 2000; Garcia-Castellanos, 2002; Tucker
et al., 2002; Clevis et al., 2003, 2004a, 2004b;
Fig. 19). The compressional basin model of
Johnson & Beaumont (1995) implicitly suggests
deposited sediment size by associating it with
stream power (Fig. 19). Explicit modelling of the
grain size of deposited sediment was attempted by
Coulthard et al. (1999, 2002), Tucker et al. (2002),
and Clevis et al. (2003). However, Coulthard et al.
(2002) showed no examples of how their model
predicts grain size of deposits, and Tucker et al.
(2002) and Clevis et al. (2003) use the simplistic
‘perfect sorting’ model of Paola et al. (1992).
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Fig. 19. (A) Three-dimensional compressional-basin model with surface processes (Johnson & Beaumont, 1995). (B) Three-
dimensional compressional basin model with surface processes and grain-size sorting (Clevis et al., 2003). Perspective
views of successive stages of landscape subjected to tectonic pulsations. Phases of tectonic activity (A) reflected by retreat
of coastline and gravel front. Quiescent periods (Q) associated with progradation of coastline and gravel front. (C) Three-
dimensional compressional basin model with surface processes and grain-size sorting (Clevis et al., 2003). Cross-sections
(c,d) showing distribution of gravel during tectonic pulsation (200,000 period). Gravel progrades during tectonic quiescence.
Sinusoidal sea-level fluctuation (period 100,000 years, amplitude 20m) superimposed on tectonic pulsation shown in (e).
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Fig. 19. Continued.

These 3D basin models indicate that the avail-
ability of sediment, related to weathering rate
and bedrock erodibility, exerts a strong control
on sediment transport rate and basin deposition.
Changes in sediment transport rate to basins lag
behind episodes of tectonic uplift, because of
limits to sediment availability (weathering and
bedrock erodibility) and the time it takes for sed-
iment to move downslope through the drainage
network. Sediment may be stored temporarily in
an orogen because of the development of intermon-
tane basins related to local thrusting and folding
(e.g. Tucker & Slingerland, 1996). The lag time
may be on the order of 104 to 106 years.
Episodic uplift and subsidence leads to episodic

progradation and retrogradation of fluvial gravels

and coastlines, but the relative timing of these
events is equivocal (review in Bridge, 2003). In
models that assume an elastic lithosphere, tectonic
subsidence in the basin is an immediate response
to thrusting, crustal thickening and loading. Thus,
subsidence rate may exceed sediment supply and
basin deposition rate during crustal loading. Rel-
atively coarse sediment produced as a result of
uplift is deposited close to the source, and marine
transgression may occur. Such basins may be
called ‘under-filled’. Subsequent to uplift (time lag
on the order of 104 to 106 years), the rate of sedi-
ment supply may begin to exceed subsidence rate,
and as deposition proceeds there is progradation
of relatively coarse sediment across the basin, and
possibly marine regression. Such basins may be
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called ‘overfilled’. Prograding coarse material is
called ‘antitectonic’ in this case because it is not
coincident with the tectonic uplift. In models that
assume viscoelastic lithosphere, sediment supply
and deposition rate may exceed subsidence rate
during thrusting and uplift, such that relatively
coarse sediment fills the basin and progrades bas-
inwards (i.e., ‘syntectonic’), possibly resulting in
marine regression. Subsequently, subsidence rate
exceeds deposition rate, the coarsest sediment
is limited to areas near the uplift, and marine
transgression may occur. The predictions of these
models can be changed dramatically by different
assumptions about the response to uplift of erosion
and transport of sediment.
Eustatic sea-level fluctuations add more

complexity to basin stratigraphy, especially
in near-coastal fluvial deposits (see below).
Basin stratigraphy is strongly linked to climate
(e.g. rainfall) changes, mainly because of the strong
link between rainfall, water discharge, bedrock
erosion rate, and sediment transport rate in rivers.
Climate also indirectly affects basin stratigraphy
through its effect on vegetation and weathering
rate, which influence both effective precipitation
and sediment production. Changes in sediment
transport rate to basins may lag behind changes in
rainfall by on the order of hundreds to thousands of
years. Soil creep is not affected by climate change
according to the diffusive transport models.
Uplift is likely to be associated with climate

change in the mountain belt and surrounding
basins, and this climate change will affect the
nature of weathering, erosion and sediment trans-
port. Furthermore, climate change independent
of uplift can influence rates of erosion in moun-
tain belts. Burbank (1992) suggested that periods
of accelerated isostatic uplift associated with cli-
matically induced increase in erosion rate should
result in deposits that do not vary greatly in thick-
ness across the basin, because uplift is not asso-
ciated with downwarping of the foreland basin.
Ettensohn (1985) proposed a qualitative model
of foreland basin deposition in which uplift is
related to climate change. This model can now
be tested using the new generation of quantita-
tive models. Johnson & Beaumont’s (1995) model
specifically considers the effects on surface pro-
cesses of orographic rainfall related to tectonic
uplift.
The spatial and temporal scales considered

in these basin models preclude consideration of
individual channels and floodplains, and impor-
tant controls on alluvial architecture such as

channel-belt avulsion and local tectonics. There-
fore, these models do not predict alluvial archi-
tecture. However, it is possible to link changes
in alluvial architecture qualitatively with changes
in subsidence rate, deposition rate and grain size.
High deposition rate of relatively coarse sedi-
ment in basins that are back-tilting should result
in relatively high avulsion frequency close to
the uplands, producing fans with nodal avul-
sion, as observed in the Himalayan foreland
(e.g. Kosi fan). Overlapping channel belts on
such fans result in sandstone-conglomerate bod-
ies with large width/thickness, with channel-
deposit proportion and connectedness increasing
towards the mountain belt (Mackey & Bridge,
1995). Palaeoslopes and river courses are approx-
imately normal to the edge of the mountain belt
(Fig. 20). Periods of relatively low deposition
rate of relatively finer sediment should be associ-
ated with relatively low avulsion frequency, and
the possibility of a relative rise in base level
may lead to the highest avulsion frequencies dis-
tant from the edge of the mountain belt. In this
case, rivers may be flowing parallel or oblique to
the axis of the foreland basin (Fig. 20). Garcia-
Castellanos (2002) discusses the tectonic influ-
ences on the orientation of rivers flowing across
foreland basins.
Tectonic uplift occurs at different rates at dif-

ferent times in different parts of a mountain belt,
which may result in diversions of rivers within
mountain belts (e.g. Tucker & Slingerland, 1996;
Gupta, 1997). Thus, the supply of sediment and
water to rivers entering the basin, and the posi-
tions of the entry points of rivers, may vary in
space as well as time. Variations in water and sed-
iment supply in different rivers may be congruent
or incongruent. Furthermore, changes in climate
in different parts of the mountain belt (especially
during glaciations) could also result in both con-
gruent and incongruent changes in the discharges
and sizes of different rivers flowing from themoun-
tain belt. Figure 20 illustrates a scenario where a
river is diverted by a thrust-related anticline near
the edge of a compressional basin. Diversion of
the river results in a reduction in the supply of
water and sediment to a basin-marginal fan. The
size and slope of this fan may then become more
influenced by tectonic subsidence than by sed-
iment progradation. The river that receives the
diverted flow will experience an increased dis-
charge of water and sediment. Its basin-marginal
fan would experience an increase in deposition
rate, and the size and slope of the fan would
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River capture

Anticline

Old fan

Hinterland

Thrust

Fans

Basin
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Fig. 20. Hypothetical changes in alluvial-fan size in a foreland (compressional) basin due to hinterland tectonics and river
capture (from Bridge, 2003). Increase in water and sediment supply to growing fan should result in increased channel
size and frequent avulsion, hence increased channel-deposit proportion. Furthermore, river channels on the growing fan
tend to be oriented normal to the edge of the basin, whereas those on the shrinking fan may be oblique to the basin
margin.

become dominated by this sediment progradation.
According to the MIDAS sediment routing model
(Van Niekerk et al., 1992), downstream fining of
river bed material would not be as effective on
the growing fan as it would be on the shrinking
fan (cf., Robinson & Slingerland, 1998a, 1998b).
Increase in the discharges and sizes of rivers, and
in deposition rate and avulsion frequency, on the
growing fan would probably result in increasing
channel-deposit proportion (cf. Fig. 14) and con-
nectedness. Such increases in deposition rate in a
cross-section oriented normal to the thrust belt and
basin axis may not be related to a change in uplift
rate or subsidence rate in the same cross-section.
Thus, although tectonism (with or without climate
change) may occur over a broad region over a long
period of time, the depositional responses may not
be the same in different parts of the basin. This
illustrates the limitations of modelling tectonics
and sedimentation in two dimensions.

Models for deposition in extensional basins

Extensional basins are caused by lithospheric
stretching and by thermal subsidence (reviews in
Allen & Allen, 1990; Leeder, 1999). Lithospheric
stretching causes brittle fracture and normal fault-
ing in relatively shallow parts of the lithosphere,
but thinning by plastic deformation in deeper
parts. Upwelling of hot asthenosphere beneath
the area of thinned lithosphere increases the ther-
mal gradient and causes decreasing density and

thermal expansion of the lithosphere. This results
in both isostatic and expansional uplift at the
margins of the thinned lithosphere. Sediment is
eroded from these peripheral uplifts (and other
local uplifts) and deposited in the extensional
basin. As the lithosphere cools, density increases
and subsidence occurs as a result of isostasy and
thermal contraction. The rate of thermal subsi-
dence decreases with the square root of time.
Loading of sediment deposited in the basin causes
downward flexure of the lithosphere and the onlap
of sediment at the basin margins. As flexural rigid-
ity increases as the lithosphere cools, the zone of
onlap increases in width with time, and the basin
becomes wider and shallower. Such lapping of
marine sediments onto fluvial sediments is com-
monly ascribed to eustatic sea-level rise, but this
is clearly not necessarily so.
The qualitative model of Gawthorpe & Leeder

(2000) relates erosion and deposition in exten-
sional basins to the initiation, growth, prop-
agation and death of arrays of normal faults
(Fig. 21). There are no quantitative numericalmod-
els that include all of the processes discussed by
Gawthorpe & Leeder (2000). However, Allen &
Densmore (2000) have linked a 3D surface pro-
cesses model to models for tectonic uplift, subsi-
dence and climate change in order to explore these
controls on fan deposition at the margins of rift
basins. Major changes in climate affecting catch-
ments tend to be reflected relatively rapidly (order
of thousands of years) in downstream alluvial
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Fig. 21. Model of alluvial architecture in evolving extensional basins (from Gawthorpe & Leeder, 2000). (a) Initiation stage.
(b) Interaction and linkage stage. (c) Through-going fault stage. (d) ‘Fault death’ stage.
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Fig. 21. Continued.
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deposition. Episodic uplift of footwalls causes a
wave of incision to move up the catchment, pro-
viding increased sediment supply to alluvial fans.
However, it may take many tens of thousands
of years for this to be reflected in increased fan
growth, if at all (Allen & Densmore, 2000). Inci-
sion of fan channels and local growth of fans
can also be associated with more or less random
increases in sediment supply and river avulsions.
Episodes of fan progradation into the basin result
in upward-coarsening sequences on the order of
tens of metres thick, whereas fan recession results
in fining upward sequences.
Low channel-deposit proportion and connect-

edness are expected from low avulsion frequency
and larger floodplain widths, but high values are
expected if deposition rate is very low, allow-
ing for extensive reworking of the deposits. High
avulsion frequency is expected in local areas
affected by base-level rise. Thus, patterns of depo-
sition in extensional basins change in space and
time over a range of different scales. Determination
of whether an observed facies change is related to
intrinsic (intrabasinal) processes, climate change,
base-level change, or tectonic activity will not be
straightforward.
Koltermann&Gorelick (1992) explained changes

in the architecture of alluvial fan deposits due
to climate change using a process-based model
based on simplified equations for fluid flow and
sediment transport (similar to SEDSIM). Floods
were generated using a stochastic simulator. Vari-
ations in water discharge and sediment transport
during large floods were crudely linked to Qua-
ternary palaeoclimate change. The effects of a
basin-bounding fault, compaction and base-level
change were also considered in this model. Peri-
ods of high deposition rate of relatively coarse
sediment (fan progradation) were associated with
the periods of wet, cool climate when flood dis-
charge of water and sediment were high. Fine
sediment was deposited in warmer, drier climate.
Transcurrent movement on the basin-margin fault
caused the fan to move horizontally relative to
the feeder stream, such that successive prograda-
tions of the fan were offset relative to each other,
producing a 100m thick sequencewhere the thick-
ness of successive fan deposits either increased or
decreased upwards.
The only way to test the various basin-filling

models that relate uplift, subsidence, erosion and
deposition is to have independent estimates of the
timing and magnitude of these processes. These
are not normally available.

Models for effect of base-level change on alluvial
architecture

There are now many different (sequence strati-
graphic) models for the effects of relative sea-level
change on deposition rate and alluvial architec-
ture (reviewed in Bridge, 2003). Most of them are
qualitative andonly 2D, anddonot adequately rep-
resent all of the controls on alluvial architecture.
Miall (1996) has criticized some of the earliermod-
els of the effects of sea-level change on near-coastal
alluvial deposition. His main point is that a rela-
tive fall in sea level is not normally associatedwith
alluvial aggradation, except for the newly exposed
part of the sea bed, and even then only under spe-
cial circumstances. Whether or not a river valley is
incised or aggraded during sea-level fall depends,
among other things, on the slope of the exposed
shelf relative to that of the river valley. In general,
effects of sea-level change are expected to decrease
up-valley.
The quantitative, basin-scale forward models

discussed above that have been used to examine
the effects of base-level change on basin deposi-
tion (e.g. Jordan & Flemings, 1991; Rivenæs, 1992,
1997; Slingerland et al., 1994; Johnson & Beau-
mont, 1995; Clevis et al., 2003, 2004a; see also
Leeder and Stewart, 1996) can only describe the
stratigraphic response to extrinsic factors in a gen-
eral way. The 3D alluvial stratigraphy model of
Mackey and Bridge (1995) has been used to pre-
dict the effects of base-level changes on alluvial
architecture (e.g. Bridge, 1999). However, this
model does not adequately consider the effects
of base-level fall and stream incision (but see
Karssenberg et al., 2003, 2004), and it is not cou-
pled to river-system-scale surface process models
and tectonic models. There is a clear need for 3D
river-system-scale numerical forward models that
predict details of alluvial architecture under con-
ditions of tectonic activity, climate change, and
eustatic sea-level change.

CONCLUSIONS

Process-based (forward) models of most scales of
alluvial deposits are generally undeveloped, and
linkages between models for different scales are
lacking. As a result, structure-imitating stochas-
tic models are widely used for simulating allu-
vial hydrocarbon reservoirs and aquifers, given
some initial data. However, such models cannot
help understand alluvial deposits, nor do they
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have any predictive value outside the data region.
Development of process-based (forward) models,
and improvement in our understanding of alluvial
deposits, requires much more comprehensive and
detailed study of modern depositional processes
in the field and in the laboratory. Better collab-
oration between Earth scientists, engineers and
software developers is also required. None of these
developments are likely to happenwithout serious
financial investment in a broad range of research
groups.
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ABSTRACT

A combined stochastic and process-based approach has been developed for modelling
fluvial meandering channels at the hydrocarbon-reservoir scale. The model is based on
the spatial evolution of the channel in time, and deposition of the associated sediment
bodies. The different elements have been implemented taking into account physical
results and case study reports. The three-dimensional evolution of the channel stems
from equations developed in hydraulic studies and proven to generate realistic two-
dimensional shapes. Modifications have beenmade to account for the vertical evolution
of the longitudinal profile. A stochastic algorithm linked with physical parameters
allows the simulation of chute cut-off, levee breaching and avulsions. Where appropri-
ate, the model allows for the generation of the different elements of fluvial deposits:
point bars, crevasse splays, overbank alluvium, sand andmud plugs as well as organic-
rich deposits in low areas.
To be operational, a limited number of key parameters are user-specified. These allow

for the building and testing of different architectures, e.g. allowing the sinuosity and
connectivity of sand bodies to vary with avulsion frequency, or reproducing external
forcing (aggradation or incision). The resulting model is simple but robust and com-
putationally fast. It depends on a limited number of key parameters, but it is also able
to represent various architectures, and can be used to produce one or multiple realiza-
tions of a reservoir. It produces detailed three-dimensional blocks that makes it easy to
test hypotheses on architecture, and to extract training images or virtual wells as input
data for other simulation techniques.

Keywords Fluvial system, reservoir, meander, process-based model.

INTRODUCTION

In several depositional environments, reservoirs
may have a complex internal architecture and thus
complex properties. Since the 1980s, the charac-
terization of these types of heterogeneous reser-
voirs has received much attention, and research
and development have focused on different types
of models in order to improve exploration and
production (Galli & Beucher, 1997). Although
stochastic models, either pixel-based or object-
based, are flexible, they may fail to reproduce real-
istic sediment bodies or consistent stratigraphic
arrangements in complex systems. Here a stochas-
tic and process-based approach are combined in
the modelling of a meandering fluvial system at
the hydrocarbon-reservoir scale. In this type of

depositional setting, point bars form the key reser-
voir targets. This modelling technique focuses
on an accurate representation of point-bar shape,
connectivity and the distribution of bodies that
represent potential flow barriers.

DESCRIPTION OF THE MODEL

Previous numericalmodels of alluvial architecture
have already proven useful in the understanding
of ancient deposits. While most of these models
rely on a rough modelling of the channel belt
(e.g.Mackey &Bridge, 1995), the presentmethodo-
logy is based upon a rather detailed description
of the channel evolution through time and of the
deposits associated with the various processes
linked to fluvial systems (Lopez, 2003). It uses
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(a)

(c)(b)

oxbow shale

point bar

flow

10 km

4 km

oxbow lake point bar

Fig. 1. Meandering channel and associated
deposits. (a) Results from the model (red
to yellow, sands from older to more recent;
green, shale; purple, undefined facies).
(b and c) Aerial views of the Mississippi
River.

some selected key parameters that represent the
major effects of the processes involved at the scale
considered, for instance floodplain slope, chan-
nel width, channel depth, floods and overbank-
flood frequency and intensity, and erodibility. The
lateral migration of the channel is implemented
taking into account physical equations derived
from hydraulic studies (Ikeda et al., 1981; Sun
et al., 1996, 2001). While developed in 2D and
assuming a constant channel width, these models
proved to generate realistic shapes (Howard, 1996;
Gross & Small, 1998). They have been modified
by taking into account the longitudinal profile
to allow smoothing of the local floodplain slope
following a cut-off (Lopez, 2003). Each iteration
of the model corresponds to the occurrence of
bankfull floods (e.g. every year), which are consid-
ered to be the major cause of migration. Migration
is accompanied by the deposition of the associated
sediment bodies: point bars in the inner part of the
meander loops, sand and mud plugs in the oxbow
lakes (Figs 1 and 2).
At regular or irregular intervals, overbank floods

occur. This results in the deposition of levees on
the borders of the channel, and of alluvium on
the floodplain. The intensity of the flood defines
the thickness of the deposited levees, while the
thickness as well as the grain size of the material
deposited on the floodplain decrease away from
the channel as negative exponential functions.
In between overbank floodings, the floodplain is
stable and organic-rich deposits can accumulate

~ 
3 

km
 

~ 2 km  

Fig. 2. Filtered view of point bars produced over a 20 kyr
period (colours as in Fig. 1a). From Lopez (2003).

in low areas. From time to time levee breaches
may occur. These are preferentially located in
areas where flow velocity reaches a local maxi-
mum, and they can generate either a chute cut-off,
or a crevasse-splay deposit that may lead to an
avulsion resulting in a new channel path downs-
lope. Avulsions may also occur upstream of the
modelled floodplain, and are then referred to as
regional avulsions, as opposed to local avulsions
that develop within the modelled domain (Fig. 3).

CONTROL OF THE MODEL

In addition to the parameters controlling the evo-
lution of the channel and the various deposits,
the evolution of the model in terms of aggradation
and incision is controlled by the accommodation
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flow

5 km

4 
km

Fig. 3. Perspective view of the modelled floodplain. The
present stream (dark blue) after an avulsion initiated by a
levee breach. Note the crevasse splay deposits (tan colours)
at the levee breach, and the former course of the river bor-
dered by the levees (light green) and by overbank shale (dark
green).

Equilibrium profile

Mean channel
elevation

Overbank flood

Channel

Mean floodplain slope
(0.001 to 0.016)

Floodplain

Reference plane

M
ax

 in
te

ns
ity

Mean flow

Aerial view
A’A

A’A

Horizontal plane

Fig. 4. Representation of the accommodation space by an
equilibrium profile parallel to the floodplain.

space. At the reservoir scale that is considered, this
can be schematically represented by the elevation
of a so-called ‘equilibrium profile’, a plane paral-
lel to the floodplain (Fig. 4). Its variations through
time are input by the user. At any given time, if the
floodplain is close to the equilibrium profile, levee
aggradation is limited as accommodation space
for deposits from overbank floods is restricted.
When the equilibriumprofile is far above the flood-
plain, aggradation evolves freely and depends on
the occurrence and intensity of overbank floods.
Conversely, incision occurs when the equilibrium
profile is lower than the floodplain.
The influence of some key parameters, such as

frequency of avulsion and overbank floods, and

in particular of the equilibrium profile, is illus-
trated in the following examples, where flood-
plain slope, and channel depth and width are
kept constant. The first set of examples (Fig. 5)
presents very different situations: an equilib-
rium profile moving up slowly and associated
with low-frequency avulsions (Fig. 5a) opposed
to an equilibrium profile moving up rapidly and
associated to high-frequency avulsions (Fig. 5b).
In Fig. 5a, the equilibrium profile increases very

slowly at regular time steps. The accommodation
space thus created is small and it is quickly filled
by deposits during the next overbank floods, so
that the floodplain again matches the equilibrium
profile. The system is greatly constrained, and
there is little aggradation. Drops of mean channel
elevation correspond to regional avulsions, when
the channel settles lower on the floodplain. How-
ever, these avulsions are rare, so that meander
point bars and oxbow fills are well developed.
The available space is nearly fully filled with sand
bodies, except for mud plugs which are also quite
frequent in such a setting.
In Fig. 5b, the equilibrium profile increases

very rapidly (30 times faster than in Fig. 5a).
Overbank floods are extremely frequent, and the
mean channel elevation stays well below the
equilibrium profile. The system evolves freely,
favouring aggradation. Avulsions are very fre-
quent, so that the channel has no time to migrate,
and sand bodies form long ribbons. Connec-
tivity is poor as a consequence of the high
aggradation rate.
The second set of examples (Fig. 6) illustrates the

influence of frequency and intensity of overbank
floods on the connectivity of the sand bodies, all
the other parameters being equal.
The equilibriumprofile is raisedwith significant

jumps at regular time steps. They are concomitant
with regional avulsions, so that the mean channel
elevation drops at these steps. In Fig. 6a, overbank
floods are frequent and intense. The floodplain
rapidly reaches the equilibrium profile again after
each drop in channel elevation linked to the avul-
sion. Between two avulsions, channel migration
produces sand bodies with a fair lateral extent.
These are, however, weakly connected in the ver-
tical sense because of the rapid aggradation. In
Fig. 6b, overbank floods are much less intense
(half that of the example of Fig. 6a). The flood-
plain never reaches the equilibrium profile. Sand
bodies, controlled by the lateral migration and the
frequency of the avulsions, are of a similar size as
in the previous case whereas the parameters are
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Fig. 5. (a) Channel evolution constrained by a small accommodation space that favours lateral migration. Note the good
connectivity of sand bodies (red to yellow, from older to more recent) and the frequent mud plugs (green). Top: Evolution of
equilibrium profile, mean channel elevation and overbank flood intensity (all in metres), as well as occurrence of regional
avulsion, as a function of time. Middle: Cross-valley vertical section. Bottom: Perspective view of sand deposits (flow from
top). From Lopez (2003). (b) Channel evolution in a high aggradation context that is not constrained by the accommodation
space, but is subject to frequent regional avulsions. Note the dominance of ribbons and the poor connectivity of the sand
bodies (red to yellow, from older to more recent). Overbank shale in green (darker being older). Top, Middle and Bottom
as in Fig. 5a. From Lopez (2003).

the same. However, connectivity is fair due to the
low aggradation rate of the floodplain.
These few examples show that in a model ruled

by a small number of key parameters (channel

width, channel depth, floodplain slope, avul-
sion or overbank-flood frequency, levee aggra-
dation, equilibrium profile), the variations of
these parameters can produce clearly distinct
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Fig. 6. Influence of the frequency and intensity of overbank floods on the connectivity of the sand bodies. Other parameters
are constant (red to yellow, sands from older to more recent; dark green to light green, shale from older to more recent).
(a) High frequency and intensity of overbank floods. (b) Less frequent overbank floods at half intensity. From Lopez (2003).

architectures. This offers the opportunity to build
and compare 3D blocks, and to extract virtual
wells and training images that can be used as input
data for other conditioning statistical methods. As
it is a stochastic technique, multiple realizations
of themodel can be produced using the same set of
parameters, providing as many representations of
the modelled system.

CONCLUSION

Our 3D process-based stochastic model offers a
new way to reproduce realistic sediment bodies
and their distribution at the reservoir scale. The
model is controlled by a limited number of key
parameters, which allows the model to be oper-
ational while capturing the essential part of the
natural processes involved at the reservoir scale.

In the present case of meandering fluvial systems,
the construction of the 3D blocks relies upon the
migration of the channel and the filling of the
accommodation space in relation to migration and
events associated with floods. Modelled sediment
bodies are realistic, their shapes and sizes are
directly related to some controlling parameters
such as channel width, channel depth, and avul-
sion frequency. Distinct connectivity values are
related to the elevation of the equilibrium profile
and to the frequencies of avulsions and overbank
floods.
This paper describes the direct construction of

the model, starting from chosen parameter values.
However, for the operational use for reservoir
appraisal, there is a reverse aspect which con-
sists in conditioning the model and valuating the
parameters from the data (e.g. wells and seismic).
Elements of this aspect of the model are described
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by Lopez (2003) and Cojan et al. (2005), while
others are under development.
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ABSTRACT

During the Ottnangian (Early Miocene) the peripheral Alpine foreland basin was
flooded by a shallow sea, which linked the Mediterranean in the south with the
Paratethys in the northeast. Since this seaway shows a clear evolution and did not
exist uniformly during the period investigated, we reconstructed its palaeogeography
and bathymetry for the time of its maximum extent in the German part of the Molasse
Basin. For this time interval tidal deposits are known from France and Switzerland
towards Austria. A fully non-linear three-dimensional hydrodynamic model has been
applied to reconstruct tidal currents and amplitudes. Residual currents are interpreted
to represent net transport directions of sediments within the seaway. The model is
forced at its open boundaries by semi-diurnal M2 waves. The sensitivity of the tidal
model has been tested, using different tidal amplitudes and phases at the open model
boundaries. Based on this, the model indicates high mesotidal ranges, similar to those
deduced from outcrops in Switzerland, Germany and Austria. The model suggests a
complex system of convergent and divergent currents in the seaway, mainly along
circular pathways.

Keywords Tidal simulation, ancient sea, North Alpine Foreland Basin, mesoscale
circulation pattern.

INTRODUCTION

The Upper Marine Molasse deposits are part of
the North Alpine Foreland Basin (NAFB) that was
formed during the Oligocene and Miocene as a
mechanical response to the tectonic load of the
evolving Alpine thrust wedge (e.g. Homewood
et al., 1986; Sinclair et al., 1991; Schlunegger et al.,
1997) (see Fig. 1).
The stratigraphic unit investigated, i.e. the

Upper Marine Molasse (OMM), has a preserved
thickness of approximately 1000m adjacent to the
Alpine thrust front and thins to 70–100 m near
the northern edge of the Swiss part of the Molasse
basin (Berger, 1983; Keller, 1989).
The development of the OMM seaway was

coeval with a reduction of thrust advance rates
of the Alpine orogenic wedge and with strongly
reduced sediment discharge in the western and

central part of the NAFB (Kuhlemann, 2000;
Schlunegger et al., 2001). It also can be correlated
to a global eustatic sea-level rise (e.g. Haq et al.,
1988; Crumeyrolle et al., 1991; Zweigel et al.,
1998).
Whilemarine conditions hadprevailed since the

Oligocene in the Austrian part of the peripheral
foredeep (Kuhlemann & Kempf, 2002), a basin-
wide transgression during the Early Miocene
(∼20Ma) flooded the whole Alpine foredeep and
generated shallow-marine conditions in all other
parts of the Molasse basin. Shallow marine con-
ditions existed for about 3 million years mainly
in the Rhodanina area, but showed a distinctive
evolution of trans- and regressive cycles within
the rest of the foredeep (Fig. 2). At the time of
maximum transgression (∼18Ma) the so-called
Burdigalian Seaway evolved, stretching from
southeastern France to eastern Austria (Fig. 1, and
see Fig. 4), and it had a length of about 1200 km

© 2008 International Association of Sedimentologists 145
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Fig. 1. Palaeogeography of the circum-Mediterranean region during the Early Miocene (Burdigalian, ca. 20Ma). During
this period the shallow marine Burdigalian Seaway (area marked Fig. 4) developed and linked the western Tethys with the
Paratethys realm in the northeast (modified from Allen et al., 1985; Rögl, 1998, 1999).

linking the deep marine Western Mediterranean
Sea with the Paratethys in the northeast (Rögl &
Steininger, 1983). This time is believed to be rep-
resented by the northernmost extent of the OMM
sea, which cut a prominent cliff into the Swabian
and Franconian Alb. We correlate these deposits
basinwards with the the Baltringer beds, which
can be correlated with similar deposits in Austria
and Central Switzerland (Fig. 2).
During the early Ottnangian, tidal waves from

the Atlantic Ocean entered the Mediterranean Sea
and co-oscillated with the open boundaries of the
Burdigalian Seaway (Fig. 1; Bieg et al., 2004). As
a consequence, sediments of the Burdigalian Sea-
way (Figs 1 and 2) were mainly deposited under a
strongmeso- tomacrotidal regime (e.g. Homewood
et al., 1985). Tide-influenced deposits such as
sand waves, bidirectional cross-stratification and
neap-spring tidal-bundle sequences have been rec-
ognized within outcrops in France (Tessier &
Gigot, 1989; Lesueur et al., 1990; Assemat, 1991;
Crumeyrolle et al., 1991; Allen & Bass, 1993;

Rögl, 1999, Couëffé et al., 2004), Switzerland
(Diem, 1985; Allen, 1984; Homewood &
Allen, 1981; Homewood et al., 1986; Allen
et al., 1985), southern Germany and Austria
(Hülsemann, 1955; Faupl & Roetzel, 1987, 1990;
Krenmayr, 1991; Krenmyar & Roetzel, 1996;
Salvermoser, 1999). Many of these studies pro-
vide information on the local current directions
of the ebb and the flood. However, they do
not allow the reconstruction of meso-scale cur-
rent patterns within the Burdigalian Seaway as
the stratigraphic resolution and the correlation
of OMM sediments from France to Austria is
not sufficiently constrained. Thus we concentrate
only on the conditions of the early Ottnangian,
when the seaway had its maximum extent and
connected the western Mediterranean with the
Paratethys. Information on current direction and
tidal amplitudes is chosen carefully and com-
pared to the model results only where the age
control is sufficient. Absolute dating of OMM
deposits is of great importance, as fluctuations
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in eustatic, tectonic, and climate conditions of
the seaway caused key oceanographic parame-
ters (palaeogeography, palaeobathymetry, stratifi-
cation, wind stresses and boundary tides) to vary
widely throughout the seaway’s history. These
fluctuations, in turn, must have caused continuous
changes in its circulation and sediment-transport
regimes.
The large-scale tidal sedimentary structures in

the Swiss part of the Burdigalian Seaway stayed
unexplained until Martel et al. (1994) demon-
strated in a numerical model that two propagating
tidal waves can generate ameso- tomacrotidal sys-
tem in the Swiss region. As Martel’s model is of
limited spatial extent (Marseille to Geneva) and
provides only information on tidal amplitudes,
we expanded the extent of Martel’s model, link-
ing the shallow-water Burdigalian Seaway with
the deeper marine parts of the Mediterranean
Sea in the south and the Paratethys realm in the
north (Fig. 3). Sztanó & de Boer (1995) suggested
that during the ongoing transgression a series
of southward connected shallow marine embay-
ments formed in the foredeep, which allowed
resonant amplification of incoming tidal waves
and the deposition of tidal deposits from time
to time. Later in the paper we evaluate an end
member of this model (see Fig. 12), according to
which, for a certain period during the flooding,
resonant amplification must have developed due
to reflection of a tidal wave at the coast of the
Bohemian Massif (Sztanó, 1995; Sztanó & de Boer,
1995). In order to define an upper-limit bathymet-
ric boundary condition for the tidal simulation, we
reconstructed the potentialmaximumextent of the
marine water body during the OMM (Fig. 2). Using
a state-of-the-art finite element circulation model,
described in detail by Lynch et al. (1996, 1997), we
calculated tidal amplitudes and current velocities
within the seaway applying different border con-
ditions for the open model boundaries. Vertically
averaged residual velocities were derived to pre-
dict net sediment transport directions. However,
rather then investigating just one stratigraphic sce-
nario it is the aim of our research to use numerical
modelling as a tool to find and test general bound-
ary conditions that have influenced the distribu-
tion of tidal amplitudes and residual velocities in
the seaway. Further the computed residual veloc-
ities allow testing suggestions about net sediment
transport directions (Büchi & Hofmann, 1960;
Schreiner, 1966; Füchtbauer, 1967; Lemcke, 1973;
Hofman, 1976; Allen et al., 1985; Freudenberger &
Schwerd, 1996).

Stratigraphy and sedimentary facies of the
Upper Marine Molasse

The clastic sediments of the Central Molasse
Basin traditionally have been subdivided into four
lithostratigraphic groups (Matter et al., 1980):
Lower Marine Molasse (UMM), Lower Freshwa-
terMolasse (USM), UpperMarineMolasse (OMM),
and Upper Freshwater Molasse (OSM). We use
the conventional German abbreviations for conve-
nience. In Germany and Switzerland these lithos-
tratigraphic units form two shallowing-upward
megasequences (e.g. Schlunegger et al., 1996).
The first megasequence comprises the Rupelian
UMM and the Chattian and Aquitanian fluvial
clastic sediments of the USM. The second megase-
quence starts with the Burdigalian transgressive
sediments, consisting of shallow-marine sand-,
silt- and mudstones (OMM), which interfinger
with conglomeratic fan-delta deposits adjacent to
the thrust front (e.g. Schaad et al., 1992). The top of
this megasequence is represented by Mid- to Late
Miocene fluvial clastic sediments of the OSM.
The Burdigalian Seaway connects two marine

faunal provinces, the Mediterranean and the
Paratethys provinces. A correlation of these fau-
nas has been established by Steininger et al. (1996)
and Rögl (1996). However, a chronostratigraphic
correlation of OMM deposits across the entire
Burdigalian Seaway is difficult to achieve and
still non-existent for all lithosomes and deposits.
As a consequence the applied timescale (Fig. 2;
Kuhlemann & Kempf, 2002) provides only a ‘best
fit’ between the two differing (bio-) stratigraphic
datasets.
The Burdigalian megasequence (Fig. 2) in

the western and eastern parts is made up by
two depositional sequences, the Eggenburgian
(21–18 Ma) and Ottnangian (18–17Ma) according
to the Paratethys stages. The maximum flooding
of the Burdigalian Seaway and hence the max-
imum distribution of marine sediments in the
OMM occurred during a basin-wide transgres-
sion at the base of the Ottnangian, around 18Ma
(Fig. 2). During the Ottnangian tide-influenced
sediments have been deposited widely within
the German (e.g. Hülsemann, 1955; Salvermoser,
1999) and Austrian (Faupl & Roetzel, 1987, 1990;
Krenmayr, 1991) parts of the seaway. Its correla-
tion is based on the lithostratigraphic framework
introduced by Schreiner (1976), Lemcke (1988),
Doppler (1989), Keller (1989), Bachmann &Müller
(1991), Crumeyrolle et al. (1991), Luterbacher
et al. (1992), Roetzel & Rupp (1991) and Schreiner
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& Luterbacher (1999); for further details see also
the discussion in Sissingh (1997, 1998, 2001) and
Kuhlemann &Kempf (2002). It has to be stated that
age constraints especially for the German OMM
deposits are weakly constrained and a review of
these OMMdeposits might come to the conclusion
that they are of Eggenburgian age.

Basin shape and palaeobathymetric
reconstruction of the Burdigalian Seaway

Basin shape

In southeast France, the Mediterranean Sea occu-
pied an elongated seaway (Demarcq, 1970), with a
gulf-like morphology (Demarcq & Perriaux, 1984;
Tessier & Gigot, 1989; Crumeyrolle et al., 1991),
which was bordered by the Alpine front in the
east (Fig. 3). It is suggested that in the course
of seafloor spreading in the Mediterranean Sea
(Séranne et al., 1995; Ford et al., 1999) an
extensional regime was initiated (Figs 3 and 4).
This led to enhanced basin subsidence and facili-
tated the marine transgression towards the north.
The Digne-Valensole Basin formed a large embay-
ment connected to the Rhodanian-Provençal Gulf.
The Rhodanian-Provençal Gulf was dissected by
emergent areas (Demarcq & Perriaux, 1984) and
extended northward through the Basse-Dauphiné
Graben to the NAFB. In our model we assume that
at the beginning of the Ottnangian these emergent
areas had been completely flooded allowing the
tide to enter the northern areas more easily.
Owing to uplift and erosion, caused by the sub-

sequent Alpine deformation, a full reconstruction
of the Digne-Valensole area is difficult to achieve.
While Demarcq & Perriaux (1984, fig. 9.34)
favoured a narrow, eastward directed embayment,
Martel et al. (1994) proposed a broad opening
towards the Mediterranean Sea. Our reconstruc-
tion (Fig. 4) is based on the model of Demarcq &
Perriaux (1984), extending their reconstruction of
the seaway on the basis of restored sections by Ritz
(1991) and Lickorish & Ford (1998).
The seaway extended northward through the

peri-Alpine foreland basins (Rhône-Alp, Savoy,
Base-Dauphiné) to the NAFB (Debrand-Passard
et al., 1984; Martel et al., 1994). The Savoy Basin
appears as a strait between the wider and deeper
Swiss part of the OMM and the southern French
Alps area (Tessier & Gigot, 1989; Allen & Bass,
1993). Based on the data of Allen & Bass (1993)
we used a basin width of approximately 30–40 km
in the Savoy region for our simulations (Fig. 4).

In Switzerland the seawaywaswider and deeper
than in the adjacent Savoy region. The time span
from 20 to 12Ma is only poorly constrained in the
western Swiss Molasse Basin, since most of the
corresponding sediments have been removed by
uplift-related erosion after 12Ma in the course of
Jura Mountain deformation. According to palaeo-
geographical and palinspastic reconstructions for
the western Swiss Molasse Basin (Berger, 1996;
Kuhlemann & Kempf, 2002) folding and subse-
quent uplift of the Jura Mountains started dur-
ing the Middle Miocene. At this time the entire
western Molasse Basin became incorporated into
the Alpine orogenic wedge and was shortened
by up to 30 km and displaced to the northwest
(Laubscher, 1965, 1992; Mugnier & Menard, 1986;
Guellec et al., 1990). The palinspastic reconstruc-
tion of the Burdigalian Seaway hence results in
a width of approximately 70 km. This width fits
well with results from Allen & Homewood (1984),
who reconstructed marine conditions near Fri-
bourg. In western Switzerland the Alpine thrust
front was in a fixed position southeast of Lau-
sanne and the ‘pinch-out’ of Molasse strata to the
northwest markedly slowed down between 22 and
12Ma (Burkhard & Sommaruga, 1998). Towards
the east the basin remained at a constant width of
about 100 km (Fig. 4).
During its maximum extent, the seaway

widened to a maximum of approximately 150 km
in the German Molasse Basin. Along the north-
ern margin a ‘cliff’ (Fig. 2) was cut into the
Upper Jurassic limestone of the European foreland
(e.g. Lemcke, 1973, 1988). According toGall (1974,
1975) OMM sediments are also found above the
cliff. However, tracing of these deposits is not pos-
sible. Hence, we used the cliff as an approximation
of the coastline (e.g. Bachmann & Müller, 1991).
In Austria the preserved foreland basin is only a

narrow remnant of the original basin width. Facies
reconstructions for the Ottnagian have been taken
from Wagner (1996b, p. 224, Fig. 9a). The posi-
tion of the coastlines was taken fromKuhlemann &
Kempf (2002, plate 5), indicating a width of 50 km
for the Ottnagian. East of the Bohemian Massif
the Austrian Molasse basin continued towards the
Carpathian foreland.

Reconstructed palaeobathymetry of the
Burdigalian

The basin-wide palaeobathymetry was recon-
structed using the above described palaeogeog-
raphy and assumptions, and based on biofacies
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Table 1. Palaeobathymetry estimates for the Eggenburgian and Ottnangian deposits of the Molasse Basin. For discussion
see text.

Paratethys
stages France Switzerland Germany Austria

Ottnangian
(18–17Ma)

Keller, 1989;
Schaad et al.,
1992
Bay
environment
near Napf dan
delta

10–35m Wenger, 1987
Grobsand-
fazies

30–50m Krenmayr, 1991
Rögl et al., 1973
Neritic to
deeper shelf

50–150m

Allen et al.,
1985
Offshore
coquina banks

20m Faupl &
Roetzel, 1987

<50m

Allen &
Homewood,
1984
Offshore facies

25–60m

Eggenburgian
(21–18Ma)

Allen &
Bass, 1993
Microfossils
Alp-Rhône

30–50m Homewood &
Allen, 1981
Sand waves
near
Fribourg

10m Erosion Wagner, 1996a
Open marine
rim near the
Alpine thrust
front

500m

analysis following Martel et al. (1994). While
during the Ottnangian depth increased in most
of the western Burdigalian Seaway, the seaway
became shallower in the East (Table 1). For the
Austrian part of the Molasse Basin we assume a
relatively shallow marine environment of about
20 to 50m, as discussed in Krenmayr & Roet-
zel (1996). The association of the Skolithos (and
Cruziana) ichnofacies supports the interpretation
of a high-energy environment. Following Wagner
et al. (1986), Wagner (1998) and Kuhlemann &
Kempf (2002), an elongate basin of about 150m
depth close to the Alpine thrust front was recon-
structed. TheMolasse basin shows an asymmetric,
wedge-shaped depth distribution with its deepest
part near the Alpine thrust front and continuous
shallowing towards its northern coastline. Ottnan-
gian sandstones in Austria and Bavaria were inter-
preted as subtidal sand waves, deposited under
strong tidal current activity (Faupl &Roetzel, 1987,
1990; Krenmayr, 1991, Salvermoser, 1999).

THE PROGNOSTIC TIME-DOMAIN
CIRCULATION MODEL

General model set-up and shallow-water physics

We employ a state-of-the-art finite-element circu-
lation model, described in detail by Lynch et al.

(1996, 1997). The non-linear time-domain model
follows the algorithmic approach of Lynch &
Werner (1991)with improvements and extensions.
Using a time-stepping finite element method

algorithm, the model solves the non-linear, three-
dimensional, shallow-water equations with the
conventional Boussinesq and hydrostatic assump-
tions. The model is three-dimensional, with a free
surface, partially mixed vertically and fully non-
linear. It transports heat, salt and two momentum
variables. Both barotropic and baroclinic motions
are resolved in tidal time. In this study we use
a simple barotropic approach. Vertical mixing
is represented by a level 2.5 turbulence closure
scheme (Mellor & Yamada, 1982; Galperin et al.,
1988; Blumberg et al., 1992). Horizontal mixing
is represented by a mesh- and shear-dependent
eddy viscosity similar to Smagorinsky (1963). The
turbulent Reynolds stress and flux terms in the
conservation equations for momentum and energy
are parameterized in terms of eddy mixing coef-
ficients. Dirichlet boundary conditions at the free
surface for the turbulent quantities are included.
Variable horizontal resolution is facilitated by the
use of unstructured meshes of triangles (Fig. 5).
The comprehensive model provides shelf-scale
geographical coverage to resolve local coastal fea-
tures such as tidal channels, estuaries, headlands
and tidal inlets. Because of the representation of
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x x

y y
z e

Fig. 5. Main features of the 3D layered mesh: (A) ele-
ment sides are perfectly vertical, a variable vertical mesh
spacing allows adaptation to the boundary and internal
layers; (B) mesh spacing is uniform when mapped in the
(x, y , ε)-coordinate system (adopted from Lynch & Naimie,
1993).

involved flow features and shallow water physics
it is able to capture all important shelf processes
in tidal time. Forcing terms include tides, surface
wind stress and the barotropic pressure gradi-
ents computed from a prognostic evolving density
field. Within this study the model is driven only
by the M2 constituents of tides, specified as a
Dirichlet elevation boundary condition across the
open ocean boundary at both ends of the seaway.
The describing elevation time series is a linear
sinusoidal function.
The finite element solution is based on the

Galerkin weighted residual method, which is dis-
cretized by simple linear elements (Fig. 5). The
horizontal domain is discretized by triangular ele-
ments with linear basis functions in a Cartesian
coordinate system. The vertical domain is resolved
by a terrain-following coordinate system that con-
sists of a string of nodes connected by 1D linear
elements. The nodes are allowed to move verti-
cally to track the time-dependent free surface ele-
vation (Lynch, 1982). The resulting finite element
is a six-node prism that can squeeze and stretch
vertically in time. The numerical implementation
is described in detail by Lynch & Werner (1991).

Computational set-up

Because the calculated current velocities can be
roughly described by simple hydrodynamic laws,
the resolution of the unstructured finite-element
grid is set proportional to both bathymetry and

the bathymetric gradient. Generally triangles are
smaller in regions with shallow water depth and
where the gradients are large (Fig. 6). The variable
mesh is especially useful in coastal regions where
the water depth varies greatly. The minimum size
of the elements is roughly 84 000m2 and the max-
imum size is roughly 23E6m2. The model has 20
horizontal layers. The vertical spacing of the lay-
ers is not uniform. Layers are closer together near
the top and bottom (Fig. 5). Minimum spacing is
roughly 1m in the bottom boundary layer.

Model setup – boundary conditions

The semi-diurnal lunar tide was chosen, as tidal
deposits of the OMM show mostly a 14-day neap-
spring cycle (e.g. Allen et al., 1985; Tessier &
Gigot, 1989). The model is forced exclusively with
tidal amplitudes at the open model boundaries
(barotropic model). Transport of heat and density
(baroclinic), both as forcing due to wind and fresh
water point sources (rivers and fan deltas), is so far
excluded and a topic of further research.
The simulation is initiated with a timestep of

15 s, four non-linear iterations per timestep and
terminated after 12M2 cycles, well after dynam-
ical equilibrium has been established. Bottom
stress (Table 2) was employed using a non-linear
quadratic form with a drag coefficient value Cc.
The drag coefficient value Cc has been discussed
to range between 0.0025 and 0.0050 (see Sünder-
mann & Lenz, 1983). Most authors have chosen a
Cc value of 0.0025. Recently, Werner et al. (2003)
published drag coefficient values of 3.0±0.1×10−3
measured at Georges Bank. Taking a Cd of 0.005,
we used a rather high value to account for rela-
tively high bed roughness due to tidal bedforms
(see also Martel et al., 1994).
Crumeyrolle et al. (1991) proposed a macroti-

dal regime for the Digne area in southeast France.
Initial simulation results showed that this can be
reproduced if a tidal amplitude of 2m is used at
the southern open boundary of the model. On the
eastern boundary of the model, mesotidal ranges
(2–4m) are assumed based on Faupl & Roetzel
(1987) and Krenmayr & Roetzel (1996). During
our simulations we tested tidal amplitudes of 2
and 1m (see Figs 9 and 12). The calculated resid-
ual velocities provide the net vector of currents
within one tidal cycle and thus give information
on the time-averaged and effective palaeotransport
directions. Using systematically different phase
lags between the two M2 constituents at either
open boundary, we studied how magnitude and
direction of the residual velocities develop on a
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Table 2. Listing of a typical parameter set for the tidal
model of the Burdigalian Seaway.

Model parameter Value

Gravity 9.806m2 s−1
Latitude 47◦
Coriolis 0.1067× e−4

2.0× e−4
Implicit time weighting factor for
vertical diffusion of momentum

0.5

Vertical diffusion of heat and salt 1.0
Vertical diffusion of turbulence 1.0

0.75
Quadratic bottom stress drag
coefficient

5.0× e−3

Minimum bottom stress
coefficient

1.0× e−5

Smagorinsky coefficient 0.28
Reference temperature 10.0◦C
Reference salinity 32psu
Reference q2 1× e−3
Reference q2l 1× e−3
Minimum vertical viscosity 2.0× e−3
Minimum value for q2,q2l, l 1× e−6

basinwide-scale and how far a simple transport
pattern may have existed.

Some semi-quantitative considerations about
tidal waves

To understand the tidal amplitudes (and tidal
ranges) and the complicated pattern of residual
current velocities in the Burdigalian Seaway (see
Figs 9–13), we start with some basic considera-
tions about tidal waves in a simple set-up. First
we consider a one-dimensional case of two prop-
agating two-dimensional, semi-diurnal, lunar M2
waves, travelling towards each other (Fig. 7). In
the presented case both incident waves are ini-
tiated in-phase (for an out-of-phase example see
Fig. 13). The length of the basin l is a multiple of
the quarter wavelength (Sztanó & de Boer, 1995) of
theM2 tidalwave. When basin length is equivalent
to 5/4 of the M2 wavelength, the two propagat-
ing waves superimpose on each other, generating
a standing wave (Fig. 7A) with two nodes and
three antinodes. We obtain a constructive inter-
ference between both propagating waves with a
maximum amplitude in the middle of the travel
line (in our case located near Lake Constance). In
this simplified case friction is neglected. Consider-
ing friction, the tidal amplitudes and velocity are
damped with ongoing travel time. In the 2D case

(Fig. 7A) this leads to a significant modification of
the tidal system.
In wide gulfs and seaways not located at

the Equator, the Earth rotation may produce
amphidromic systems; both incoming waves are
deflected to the right due to the Coriolis Force
(Northern Hemisphere) and the resulting pattern
is known as a Kelvin wave. The effect of the Cori-
olis Force is to convert a standing wave into a
rotary wave (Fig. 7B). As the high-tide crest of a
wave moves up the channel, the flow of water is
deflected to the right, causing a higher tide on the
right bank and a lower tide on the left (Fig. 7C).
During low tide or at the high-tide maximum of
the counter-propagating wave, the flow of water
reverses but is again reflected to the right of its
path, so that there is now a weaker ebb-phase on
the left bank and a stronger ebb-phase on the right
(e.g. Pugh, 1987). The net result is a greater range
of tidal amplitudes on the right side of the seaway
than on the left.
To accommodate a rotary wave and thus to

form an amphidromic system, a basin should have
a certain width. The so-called internal Rossby
radius of deformation and the average water depth
determine whether an amphidromic system can
develop (Fig. 8). For an averaged basin depth of
50m, which was used for our study, the seaway
should have a width of approximately 200 km to
accommodate a complete rotary system. Due to
strong frictional effects the amphidromic points
are shifted from the centre of the seaway to
the border. The theoretical ideas of progressive,
standing/Kelvin waves and amphidromic systems
are now applied to describe the dynamics of the
simulated tides in the Burdigalian Seaway.

Numerical simulation results

Reference model – 2 incident M2 waves of 2m
amplitude (in-phase)

In accordance with the above geological con-
straints we used two sinusoidal M2 waves
(T = 12,42h) with an amplitude of 2m being ini-
tiated in-phase at the open model boundaries.

Tidal amplitudes. As explained in the previ-
ous section the most significant feature of the
tidal system under the given geometric bound-
ary conditions is the build-up of several joined
half circles, rotating around two amphidromic
points (Fig. 9). The simulation shows these two
amphidromic points, with no tidal range, one near
Lake Neuenburg in Switzerland and the other in
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(A)

(B)

(C)

Fig. 7. Simplified models of the Burdigalian Seaway, assuming two propagating M2 waves from opposite directions. In a
one-dimensional case (A) a standing wave (red line) of two superimposing waves forms with two nodal points. In a two-
dimensional model (B) a rotary system develops, where the propagating Kelvin waves (yellow arrows) rotate anti-clockwise
around two amphidromic points. Friction leads to a shift of the amphidromic point (C). Model (B) shows the combined
effects of a standing wave within a rotary system and includes friction. Contours indicate co-range, dashed lines indicate
co-tidal lines of constant phase.

Fig. 8. The Rossby radius of deformation R describes the
ideal width and depth of a basin for the development of an
amphidromic system; R = (

√
g × d)/f , where g is acceler-

ation of gravity (9.81ms−2), d is average water depth, and
f is the Coriolis parameter at 45◦ latitude (10.3×10−5 s−1).

front of the Nesselburg fan deltas near Bad Tölz in
southern Germany. In the Swiss part of the seaway
the amphidromic point is located outside the left-
hand boundary of the basin and hence the co-tidal
lines are focusing on an inland point; this situation
is called a degenerated amphidrome. The simula-
tion shows highest amplitudes of up to 3m in the
area of Linz and south of Grenoble. As previously
described, the highest tidal amplitudes in these
areas result from the deflection of both propagat-
ingM2 waves to the right due to the Coriolis Force.
Additionally, a funnelling effect enhances the
amplification of tidal amplitudes in these regions
due to the northeast directed tidal wave. A rotary
amphidromic system, postulated by Salvermoser
(1999) for Ottnangian tidal deposits in Bavaria and
Austria does not evolve from the model. However,
considering residual current directionswithin this
region we can explain his observations. In the
model, residual currents are aligned in a nearly
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circular way in Bavaria. This results from a tran-
sition from in- to outflow currents in the course of
the near-open boundary in Austria.
High to mesotidal amplitudes, 1.5 to 2m, are

simulated in the middle of the model domain,
near Lake Constance, where the two counter-
propagating M2 waves interfere in a constructive
way. Maximum tidal amplitudes within this zone
are found in the model between the Napf and
Hörnli fan deltas, showing the tidal dominance
within this area.
To the west, in the Rhône-Alp region, the banks

of the seaway are too close together for a rotary
tidal system to develop. Hence co-tidal lines are
aligned at a right angle to the coastline.

Residual velocities. After the simulation reached
its dynamic equilibrium (after eight tidal cycles),
vertically averaged residual current velocities of
one ebb–flood cycle were calculated. Residual
velocities show the asymmetry between ebb and
flood and thus net movement of bedforms. In
the given model these residual current veloci-
ties (Figs 9 and 10) are interpreted to represent
net-transport directions of suspended sediment,
and in the case where the residual tidal currents
are strong enough, then bedload transport is
reached. Residual current velocities of our simula-
tions are within a range of 1–10 cms−1. Compared
with peak tidal/ebb velocities (Fig. 11), residual
velocities are in general <10% of the tidal (peak)
current velocities.
In the tube-like conditions of the Rhône-Alp

region, the model shows strong residual currents
of the order of 5–7 cms−1, with a residual flow
towards the south (Figs 9 and 10). In this areaAllen
& Bass (1993) interpreted palaeocurrents with a
complex pattern and without a dominant direc-
tion. In the simulation the Rhône area acts like
a bottleneck. Ebb and flood tidal currents have to
pass this area and no dominant residual current
direction can be established. In this area flood and
ebb produce strong north- and south-directed cur-
rents (Fig. 11) causing strong turbulence and local
eddies.
In the vicinity of Geneva, residual velocities are

very weak, of the order of 1–2 cms−1. Residual
currents are mainly directed towards the south.
Towards the northeast, up to Fribourg, the system
is characterized by two counter-propagating cur-
rent systems and residual currents that are directed
to the east. Within the seaway highest residual
velocities are found in the vicinity of the Napf

fan delta and at the opposite coastline, approx-
imately 5–7 cms−1. The bays between the Napf,
Hörnli and the Pfänder fan delta are character-
ized by two clockwise rotating cells. North of the
Napf fan delta convergent residual currents have
been modelled, forming a zone of bedload con-
vergence. Northwest of Lake Constance (Figs 9
and 10), within the area of constructive interfer-
ence of the two counter-propagating M2 waves
(compare with Fig. 7), a zone of divergent, strong
residual currents is found, with bedload parting
(BLP). In summary, no general transport direction
ismodelled for the Swiss part of the seaway, rather
there are distinct circulation cells, which might be
closed to sediment transport (see also Allen et al.,
1985).
In front of the Hochgrat and Nesselburg fan

deltas, east of Lake Constance, off- and on-
shore directed residual currents are observed
in the model. The northern part of the Ger-
man seaway is characterized by northeast-directed
residual currents, forming a wide semi-circle
with a small-scale vortex in the middle part of
the basin (Fig. 10). Residual currents are along-
shore towards the northern coastline. In the east-
ern part of the German Molasse Basin, resid-
ual vectors are directed southwestward, form-
ing a strong elongated counterclockwise rotating
eddy. Residual currents in Austria are charac-
terized by west- to northwest-directed residual
currents (∼3 cms−1) at the northern coastline and
east- to northeast-directed currents (∼5 cms−1) at
the southern coastline. Overall we observe a net
flow towards the Paratethys. The transport from
the Swiss area to the southwest can be neglected.

Peak currents. Comparing peak currents of flood
and ebb (Fig. 11A and B) we observe that regions
of twomaximal co-oscillating counter-propagating
M2 waves (Fig. 7) act as a divide for ebb and flood
flow directions. Outside this ‘ebb–flood divide’
current branches continue on both sides in oppo-
site directions. Regions with the strongest asym-
metry between ebb and flood have the highest
residual velocities. For example, in the vicinity
of Fribourg strong ebb currents are of the order
of 50–60 cms−1, clearly stronger than the flood
currents of 40–50 cms−1. Thus, there is a high
asymmetry of tides. On the other hand, while high-
est residual velocities occur next to the southern
and northern coastline west of Lake Constance,
highest ebb/flood bottom velocities are aligned
in the centre of the seaway parallel to its axis.
Two exceptions are found, one in the vicinity
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of Linz and the other in the Rhône-Alp region.
Here both highest residual velocities and high
ebb/flood bottom currents occur nearly at the
same place. In the vicinity of Linz, flood cur-
rents are stronger than ebb currents, producing
an asymmetry towards the flood tide. Proposed
floodpeak current velocities inBavaria of 0.5ms−1
(Salvermoser, 1999) and 0.75ms−1 in Austria
(Faupl & Roetzel, 1987) are reproduced by the
simulation.

Alternative models

In the previous chapter we discussed tidal ampli-
tudes and velocity distributions for in-phase exci-
tation with two co-oscillating M2 waves having
amplitudes of 2m. The following simulations eval-
uate alternative out-of-phase excitation and vary-
ing M2 tidal amplitudes for the two M2 waves,
in order to provide insight into the robustness of
the model in terms of amplitudes, current strength
and flow directions. We also review if it is possi-
ble to initiate a southwest directed net transport
(Kuhlemann, 2000) by modifying the reference
model.

Alternative 1: one incident M2 wave, initiated
at the southwestern gateway. Sztanó (1995) and
Sztanó & de Boer (1995) proposed that there
was a narrow connection towards the Paratethys,
thus the peri-Alpine foredeep acted like a semi-
enclosed basin, reflecting the tidal wave coming
from the southwest at its eastern boundary (shore-
line of the Bohemian Massif). To simplify the
numerical problem, we closed the model at its
eastern boundary (Fig. 12). As the basin length is a
multiple of the quarter M2 wavelength this geom-
etry should allow a standing wave to develop, as
suggested by Sztanó & de Boer (1995). The cal-
culated principal resonant amplification with an
antinode at the head of the basin is shown in
Fig. 12. However, frictional processes dampen the
tidal wave over the 1200 km from southeast France
to Austria. Consequently, the generated tidal sys-
tem within the seaway exhibits only microtidal
ranges. As described above, the observed deposits
in Austria, Germany and Switzerland (Fig. 2)
are interpreted to be deposited under at least
mesotidal conditions (e.g. Homewood et al., 1985).
Thus we conclude that an incoming tidal wave
from the northeast is necessary to generate a
mesotidal systemwithin the seaway (see reference
model).

Alternative 2: changing the M2 amplitude.
Reducing the M2 amplitude for the northern open
boundary to 1m causes nearly the same distri-
bution of tidal amplitudes as in the reference
model (cf. Figs 11 and 13). A remarkable dif-
ference is a general decrease of tidal amplitudes
by about 0.5m within the whole seaway. Resid-
ual velocities show nearly the same directions.
Noticeable differences to the reference model are
diverting residual currents in the Rhône area sug-
gesting a bedload partition zone in this region and
a strong eastward-directed residual current along
the southern coastline of the Austrian Molasse
basin.

Alternative 3: phase lag of 180◦ between the
two M2 waves. In another test we excited the
tidal model with two waves of the same ampli-
tude (2m), but with a phase difference of 180◦.
The model (Fig. 14) reacts as the aforementioned,
simplified considerations (Fig. 7) would suggest.
The two counter-propagating waves counteract
destructively in the region of maximum ampli-
fication in the reference model, generating an
amphidromic point with nearly stationary condi-
tions (Fig. 7A and B). Wave crest and trough are
superimposed destructively. The resulting basin-
wide tidal ranges are within 1–1.25m, indicating
micro- to low mesotidal conditions. Such a situa-
tion contradicts the described sedimentary record
in the Burdigalian Seaway (e.g. Homewood et al.,
1985). In addition unrealistic ‘no-flow’ conditions
in the vicinity of Fribourg are modelled that do not
fit the observed data.

CONCLUSIONS

We present a tidal model for the Burdi-
galian Seaway spanning from southern France to
Austria. The model is based on and compared
with a palaeogeographical and palaeobathymetric
restoration of the seaway during maximum flood-
ing in the Ottnangian. The simulations show that
tides in the Burdigalian Seaway depended on the
nature of the tides in the adjacent seas with which
they co-oscillated. The tidal amplitudes and cur-
rents in the basin are a result of the combination
of progressive, standing and rotary waves, includ-
ing modifying effects of friction and reflection.
In our reference model the best fit to the sedi-
mentological observations is achieved by two 2m
in-phaseM2 tides, acting at the openmodel bound-
aries. The resulting two propagating tidal waves
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cause two rotary amphidromic systems in the sea-
way. Simulated tidal amplitudes indicate high
mesotidal ranges for the Swiss area (3–4m), in
agreement with outcrop descriptions and previous
simulations byMartel et al. (1994), when applying
incident tidal waves at the eastern and western
boundaries of the seaway. The averaged residual
velocities of an ebb–flood cycle are about ten times
smaller than ebb/flood peak velocities. Based on
the time evolution of velocities it was shown
that there are locally symmetric and asymmetric
tides depending on the duration and intensity of
ebb and flood currents in the basin. Net trans-
port directions follow a complicated pattern of
vortices, convergent and divergent currents, sim-
ilar to what was proposed by Allen et al. (1985).
The tube-like transfer zone of tidal waves in the
Rhône-Alp area is characterized by a diffusive pat-
tern of net flow directions and strengthens with a
subordinate flow direction to the south. The sim-
ulations so far do not show a dominant southwest
transport of sediments as proposed by Kuhlemann
(2000). Peak current velocities have been simu-
lated up to 0.8ms−1. These values compare well
with modern tide-influenced seas, where active
migration of sand waves occurs (e.g. Dalrymple
et al., 1990). Although residual velocities seem
to be very small (1–8 cms−1), recent examples
(e.g. Harris, 1991) have shown, that these may still
have a significant influence on the net sediment
transport.
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ABSTRACT

HydroTrend numerically simulates the flux of water and sediment delivered to the
coastal ocean on a daily timescale, based on drainage-basin and climate characteris-
tics. The model predicts how a river may have behaved in the geological past, provided
that appropriate assumptions are made regarding past climate and drainage-basin prop-
erties.

HydroTrend is applied to simulate a high-resolution discharge and sediment flux
record for the Po River in Italy since the Last Glacial Maximum (LGM). A validation
experiment of 12 years duration under present conditions shows a high correlation
(r2 = 0.72) with 12 years observed daily discharge. Monthly variations in simulated Po
River discharge and sediment discharge for this same time period show an even closer
agreement (r2 = 0.97) with the observed data.

Community Climate System models (CCSM) indicate that during the LGM the Po
drainage-basin climate was much colder and drier than at present. The drainage basin
itself was much larger due to a lower sea level. The Bølling period is shown to be an
exceptional period in our model study, with significantly higher discharges and sedi-
ment loads, as glacier ablation was more dominant.

HydroTrend simulations predict an average suspended sediment flux of 46.6 Mt yr−1

and an average bedload of 0.83 Mt yr−1 for the Po River during the Late Pleistocene
(21–10 cal. kyr BP). This is ∼75% greater than in the Holocene (10–0 cal. kyr BP), where
simulations indicate a suspended sediment flux of 26.7 Mt yr−1 and a bedload of
0.53 Mt yr−1. The Würm Stadial simulations tend to show the highest suspended-
sediment concentrations. However, when considering sediment yield where load
is normalized to unit area (mass per square kilometre per time), simulations indi-
cate slightly higher yield for the Holocene as compared with the Late Pleistocene,
respectively 336 t km−2 yr−1 versus 283 t km−2 yr−1, due to an increase in Holocene
precipitation. Despite the overall lower yields during the Pleistocene, the model indi-
cates that glacial influence is a dominant factor on the total sediment flux to the
ocean.

Keywords River modelling, climate change, palaeoclimate, HydroTrend, drainage
basin change, numerical model.

INTRODUCTION

It is important to understand and predict the
impact of climate change, sea-level change and
human influence on the accumulation of sediment
on continental margins (Syvitski & Morehead,

1999). Coastal retreat is directly related to river
sediment supply, which might effect large pop-
ulations since ∼35% of the people live within
100 km of a coastline (Syvitski et al., 2005). In the
framework of the EUROSTRATAFORM project the
Adriatic Sea was selected as a study site where
the dynamics of climate and sea-level change and
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human influence are amplified, because of the
semi-closed nature of the basin.

The Po River strongly influences the dynam-
ics of the Adriatic Sea with its great input of
fresh water (Cushman-Roisin et al., 2001) and
sediment, both presently and during the Last
Glacial Maximum (Asioli et al., 2001). Unfor-
tunately, sediment-load measurements are lim-
ited. Discharge measurements have been collected
during the past 200 years. We cannot extrapo-
late these records either forward or backward in
time, because a number of controlling factors have
changed over time. First, analysis of marine cores
indicates that climate shifts such as the regional
warming since the Last Glacial Maximum (LGM)
(21 cal. kyr) have profoundly impacted discharge
and sediment flux of the river (Asioli et al., 1999).
Second, the large reservoirs originally formed by
moraine-dammed lakes of the retreating Alpine
glaciers presently control one-third of the total
Po River discharge and have regulated the dis-
charge and sediment load differentially over a long
time period (Hinderer, 2001). Third, the size of the
palaeodrainage basin changed significantly due
to sea-level fluctuations in the shallow Adriatic
Sea. We advocate that numerical modelling offers
a possibility to predict the hydrography and the
sediment flux to the coastal ocean by taking into
account the shifts of climate and the influence of
reservoirs as well as sea-level changes.

The climate-driven hydrological model
HydroTrend simulates the Po River since the LGM
employing three new subroutines for: (1) glacier
dynamics, (2) reservoir sediment trapping and
(3) fluvial sediment transport. The model output
is validated against observations of the modern
Po River. Subsequently, we discuss the assump-
tions used to arrive at the input for climate, sea-
level change and drainage-basin characteristics.
Finally, we explain the results and investigate
which processes are dominant in driving the dis-
charge and sediment flux of the Po River during
certain characteristic time periods.

GEOLOGICAL SETTING

Hydrology of the Po River

The present Po River is approximately 650 km
long, and has over 141 distributaries. The
74 500 km2 river drainage basin of the Po is
bounded by the Alps with peaks over 4500 m in the
north, and by the Apennines mountain chain with
peaks generally less than 2000 m in the southwest

(Fig. 1). More than a third of the drainage area
(30 800 km2) can be considered mountainous. The
Po River has two flood periods, June (freshets
caused by snow melting) and November (corre-
sponding to precipitation maxima) and two low-
water periods, January and August (Fig. 2) (Marchi
et al., 1996; Cattaneo et al., 2003). The average dis-
charge of the Po River is 1.5 × 103 m3 s−1 (Table 1)
observed at Pontelagoscuro (near Ferrara) 90 km
from the coast and just before the apex of the
delta (Fig. 1). Downstream of Pontelagoscuro, the
Po forms a delta consisting of six major distribu-
taries: the Levante, Maistra, Pila, Tolle, Gnocca
and Goro distributaries. The main channel is the
Pila, carrying 60% of the total discharge to the
Adriatic Sea.

Although the river-discharge fluctuations are
dominated by rainfall, the hydropower manage-
ment influences the discharge regime consider-
ably. The five largest reservoirs, the Maggiore,
Lugano, Como, Iseo and Garda Lakes (Fig. 1) were
formed by moraine dams of the retreating Alpine
glaciers after the Pleistocene glaciation. A third of
the total discharge of the Po is affected by these
reservoirs (Camusso et al., 2001). The lakes are cur-
rently regulated for hydropower production and
irrigation, and are located in the most highly popu-
lated and industrialized area of Italy, Insubria, the
northern area of the Po catchment (Marchi et al.,
1996).

Adriatic Sea

The Adriatic Sea forms the northernmost part
of the Mediterranean. It is a relatively shallow,
almost rectangular basin bordered to the north by
the Alps, to the west by the Apennines and in the
east by the Dinaric mountain chain. This temper-
ate warm sea is more than 800 km long in a NW–SE
direction and has an average width of about 200 km
(Fig. 1). The Adriatic Sea is often divided into
three geographical regions, namely the North-
ern, Middle and Southern Adriatic basins. The
Northern Adriatic, defined as the area lying north
of the 100 m isobath, has a wide continental
shelf, sloping gently south, and is relatively
shallow.

The Po River is the main source of fresh water
into the northern Adriatic Sea. The river plume
hugs the western side of the basin forced by
dominant cyclonic circulation (Cattaneo et al.,
2003). Along with wave resuspension, the plume
is responsible for the formation of a 35 m thick
Holocene mud wedge that extends from the
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Fig. 2. Monthly average discharge, distribution of 84 years of measured data (dotted orange line) versus modelled (solid
blue line). The fine lines represent the variation (plus or minus the standard deviation). Measured field data were obtained
from: (a) 1918–1979, http://espejo.unesco.org.uy/part%604/6_europa/italy/6iy‘po_at_pontelagoscuro.htm; (b) 1980–1987,
ANNALI IDROGRAFICI; (c) 1989–2002, Ufficio Idrografico del Magistrato per il Po (Parma).

Table 1. Characteristics of the Po River, measured values
against 12 years daily HydroTrend simulations.

Measured at apex
(Pontelagoscuro) Modelled

Long-term average
discharge (m3 s−1)∗

1500 1480

Twentieth century
floods (m3 s−1)

10 300 10 800

Average suspended
sediment load
(Mt yr−1)†

15 17

Peak suspended
sediment load
(Mt yr−1)‡

35 39

Average bedload
(Mt yr−1)

– 0.40

Sediment yield
(t km−2 yr−1)†

201 207

∗ Nelson (1970).
† Cattaneo et al. (2003).
‡ Friend et al. (2002).

Po Delta to the Gargano subaqueous delta, 500 km
further south (Fig. 1). During the summer the
Po River plume generally spreads over the entire
northern sub-basin as a thin surface layer, ∼5 m
thick (Cushman-Roisin et al., 2001).

HydroTrend METHODOLOGY

Model description

HydroTrend numerically simulates discharge and
sediment loads at a river mouth on a daily
timescale. The model is designed to make
discharge predictions based on drainage-basin
characteristics and climate, even when field
measurements of river flow are not available
(Syvitski et al., 1998). Provided that appropri-
ate assumptions are made regarding past climate,
the model predicts how any river behaves in
prehistoric periods (Syvitski & Morehead, 1999).
Syvitski et al. (2003) show that sediment-flux
predictions are accurate to the same level of accu-
racy as global field observations.

HydroTrend incorporates drainage-basin prop-
erties (river networks, hypsometry, relief, reser-
voirs) based on high-resolution digital elevation
models (e.g. HYDRO1k DEM, http://edc.usgs.gov/
products/elevation/gtopo30/hydro/index.html). A
number of additional biophysical parameters are
incorporated to calculate the steady-state hydro-
logical balance (basin-wide temperature, precipi-
tation, potential glacier equilibrium line altitude
(ELA), evapotranspiration, canopy, soil depth and
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Table 2. Example of key portions of a HydroTrend input file of the Po River.

19.1 0.0 0.4 8. Yearly mean temperature: start (C), change/yr (C/a), std. dev.
0.9 0.0 0.13 9. Yearly precipitation sum: start (m/a), change/yr (m/a/a), std. dev.
1.0 1.8 7 10. Rain: mass balance coef., distribution exp, distribution range
365.0 11. Constant annual base flow (m3 s−1)
Jan 3.25 0.73 45.09 33.77 12–23. monthly climate variables
Feb 5.02 1.83 40.93 29.15 Column Variable Description
Mar 9.83 1.93 69.17 34.86 – – –
Apr 13.19 0.73 84.87 56.58 1 moname Month name (not used)
May 18.76 0.72 98.84 53.60 2 tmpinm Monthly mean temp. (C)
Jun 22.42 1.12 71.28 24.23 3 tmpstd Within month std. dev. of temp.
Jul 25.86 1.20 49.35 31.46 4 raininm Monthly total precip. (mm)
Aug 25.06 1.11 67.11 32.82 5 rainstd Std. dev. of the monthly precip.
Sep 19.58 1.79 52.75 41.51
Oct 14.42 0.73 95.27 55.12
Nov 7.97 1.35 51.66 49.58
Dec 3.49 0.83 46.73 28.62
6.540 24. Lapse rate to calculate freezing line (◦C km−1)∗
3267 0.01 25. Starting glacier ELA (m) and ELA change per year (m a−1)
0.3 26. Dry precip (nival and ice) evaporation fraction
8.7e−5 27. Delta plain gradient (m m−1)
650 28. River basin length (km)
24.58 d16335 29. Mean vol., (a)ltitude or (d)rainage area of reservoir (km3) (m) or (km2)
0.5 0.1 30. River mouth vel. coef. (k) and exp. (m); v = kQm, w = aQb, d = cQf

5.0 0.5 31. River mouth width coef. (a) and exp. (b); Q = wvd, ack = 1, b + m + f = 1
1.1 32. Average river velocity (m s−1)
6.9e10 6.4e10 33. Maximum/minimum groundwater storage (m3)
6.35e10 34. Initial groundwater storage (m3)
7500 1.0 35. Groundwater (subsurface storm flow) coefficient (m3 s−1) and exp.
400 36. Saturated hydraulic conductivity (mm d−1)
12.5 44.9 37. Longitude, latitude position of the river mouth (dd)
0 38. Option 0: Qs = α6Q

α7Rα8 ek2T ; Option 1: Qs = α3Aα4Rα5 ek1T

∗ Derived from the NCEP/NCAR Reanalysis of global lapse rates (◦C km−1) based on a 2.5 × 2.5 degree grid.

hydraulic conductivity). Table 2 is an example
of a HydroTrend input file. The most important
water discharge and sediment process routines
are described below. A more detailed description
of HydroTrend can be found in Syvitski et al.
(1998).

The water subroutine

Discharge is generated and controlled by a num-
ber of processes in HydroTrend. The daily average
discharge, QT, (m3 s−1) can be written as:

QT[i] = Qr[i] + Qice[i] + Qn[i] ± Qgr[i] − Qevap[i]
(1)

wherein Qr is the discharge from rainfall as sur-
face runoff, Qice is ice or glacial melt discharge,
Qn is the snow melt (nival) discharge, Qgr is the
groundwater discharge and Qevap is the discharge
component lost by evaporation. The daily timestep

is defined by i. Variable QT (all in m3 s−1) is
thus a function of precipitation, basin location,
temperature, elevation, and soil properties.

The Po River drainage basin includes Alpine
glaciers, which affect the hydrological balance
strongly at glacial times and during subsequent
warming. The model uses the equilibrium line
altitude (ELA), which defines the transition from
accumulation and ablation, in combination with
the basin hypsometry to determine glacier area,
assuming that approximately one-third of a glacier
is located below the ELA. Equilibrium line alti-
tude changes over time result in glacier-area
changes. HydroTrend employs an exponential
relationship (equation 2) for glacier area, AG (km2)
versus glacier volume, VG (km3) (Bahr et al.,
1997) to simulate glacier ablation or growth, and
tracks changes in hydrological balance at the river
outlet.

VG = 31.1 × (AG)
1.38 (2)
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The sediment subroutine

The long-term average suspended sediment load
(Qsd in kg s−1) can either be defined as:

Qsd = (1 − TE)α3A
α4
T Rα5 ek1T (3a)

or as:

Qsd = (1 − TE)α6Q
α7Rα8 ek2T (3b)

wherein AT is the drainage basin area (km2), Q
is the long-term average discharge (m3 s−1), R
is the maximum elevation in the drainage basin
(m), T is the basin-average temperature (◦C), α3
to α8, k1 and k2 are dimensionless coefficients
which depend on climate zone based on the geo-
graphical location of the drainage basin (Syvitski
et al., 2003). In the case of the Po River, climate
changes from Last Glacial Maximum (LGM) until
present do not exceed the threshold values to
force changes in the dimensionless coefficients.
Variable TE is the dimensionless trapping effi-
ciency rate. Po River discharge is strongly affected
by five large reservoirs (Fig. 1), and sediment
fluxes are likely influenced even more by its sed-
iment trapping. HydroTrend has been adjusted to
incorporate reservoir effects on sediment load.

The model simulates TE, depending on reservoir
volume, either by the Brown equation (Verstraeten
& Poesen, 2000), for reservoirs smaller or equal
to 0.5 km3, or the modified Brune equation
(Vörösmarty et al., 1997), for reservoirs larger than
0.5 km3 (equations 4 and 5). In this study we
only take large reservoirs into account. We assume
that the Brune equation developed for artificial
reservoirs can also be applied to natural formed
reservoir lakes.

TE = 1 − 0.05√
�τ

Vi > 0.5 km3 (4)

wherein �τ is the approximated residence time
and is estimated by:

�τ =
∑ni

1 Vi

Qj
(5)

where Vi is operational volume of the reservoir
i (km3), Q is the discharge at mouth of each
regulated sub-basin j (m3 s−1).

Hallet et al. (1996) review a host of field stud-
ies on glacial erosion worldwide. Although the

data show a wide range of effective rates of glacial
erosion, the overall trend is a clear sediment-flux
increase when drainage basins contain glaciers.
In this study we are particularly interested in the
effect of changing glacial cover of the drainage
basin due to changing climate conditions (from
glacial to interglacial periods) on the suspended
sediment flux.

Leonard (1997) found a linear relation between
long-term variations in ice extent and sedimen-
tation rates from lake-core records in Alberta,
Canada. Hallet et al. (1996) summarize studies
done by Guymon (1974) and Parks & Madison
(1985), which indicate that sediment yields
increase pronouncedly with glacial cover. On
average, yields for basins extensively covered by
glaciers (>30% glacier cover) are about one order
of magnitude higher than for glacier-free basins
(Lawson, 1993; Guymon, 1974; Hallet et al., 1996).
A numerical approach to incorporate sediment
derived from glaciers is based on data presented
by Guymon (1974):

Qsg(a) = ATβ
(χ log((AG/AT)100))
10 − Qsd (6)

wherein Qsg(a) is the annual average suspended
sediment (kg s−1) exclusively derived from glaciers,
AT is the drainage basin area (km2), β and χ are
dimensionless constants (respectively 1.9311e−6

and 0.9913) and AG is the glacier area (km2).
Based on equation (6) the long-term suspended
sediment exclusively derived by glaciers (Qsg in
kg s−1) will be:

Qsg =
(

1 − Vg(a)

Pg(a)

)( n∑
a=1

Qsg(a)

)/
(n) (7)

where Vg(a) is the water storage (snow and rain
transferred into ice) of the glacier (m3), Pg(a) is the
total annual precipitation directly on the glacier
(m3) and n is the number of years of a simulated
glacier in the drainage basin. The first term in
equation (7), dealing with water storage (Vg(a) ) and
precipitation (Pg(a) ), reduces sediment flux during
glacial advance.

The data used to derive equations (6) and (7)
do not include case studies in the Alps, which
makes it somewhat uncertain to apply the method
straightforwardly to the Po basin. However,
Hinderer (2001) corroborates that LGM denuda-
tion rates were 5 to 25 times higher than modern
rates. We assume that the highest suspended-
sediment flux coincides with maximum glacial
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advance (AG is maximal). According to Leonard
(1997) maximum rates occur one-to-two decades
later but this lag time is not taken into account.

The total long-term suspended sediment (QsT in
kg s−1) can be written as:

QsT = Qsd + Qsg (8)

A stochastic model (Morehead et al., 2003) is used
to calculate the daily suspended sediment load
fluxes:

(
Qs[i]
QsT

)
= ψ[i]m

(
Q[i]
Q

)C(a)
(9)

where m is a constant of proportionality such that:

m =
[( n∑

i=1

Qs[i]

)/
n

]/
QsT (10)

where n is the number of days being modelled.
The following relationships define the terms in
equation (9):

E(ψ) = 1 (11)

σ(ψ) = 0.763(0.99995)Q (12)

E(Ca) = 1.4 − 0.025T + 0.00013R

+ 0.145 ln(QsT ) (13)

σ(Ca) = 0.17 + 0.0000183Q (14)

wherein Qs[i] is the daily suspended sediment dis-
charge (kg s−1), Q[i] is the daily discharge (m3 s−1),
QsT is the long-term average of Qs[i], Q is the long-
term average of Q[i], ψ is a log-normal random
variable and C(a) is a normal random variable.

The daily bedload Qb (kg s−1) is simulated using
a modified Bagnold (1966) equation:

Qb =
(

ρs

ρs − ρ

)
ρgQβ

i seb

g tan f
when u ≥ ucr

(15)

where ρs is sand density (kg m−3), ρ is fluid density
(kg m−3), Qi is daily discharge (m3 s−1), s is slope
of the riverbed (m m−1), eb is the dimensionless
bedload efficiency, β is a dimensionless bedload
rating term, g is the acceleration due to gravitation
(m s−2), f is the limiting angle of repose of sedi-
ment grains lying on the river bed (◦), u is stream
velocity (m s−1), and ucr is the critical velocity
(m s−1) needed to initiate bedload transport.

The HydroTrend model with documentation,
example files and references, is available on
the web: http://instaar.colorado.edu/deltaforce/
models/hydrotrend.html.

Model validation

Present-day climate statistics including monthly
mean temperature and precipitation and the asso-
ciated standard deviations for the Po drainage
basin are retrieved from daily data records
(1977–1991) of 20 climate stations distributed
over the drainage basin. The stations have been
weighted by elevation to determine characteris-
tic basin-wide values. The yearly mean tempera-
ture, precipitation and their standard deviations,
similarly weighted by elevation, are obtained
from monthly data records (1760–1995) of 13
climate stations (Fig. 1) from the Global Histor-
ical Climatology Network of National Oceanic
and Atmospheric Administration (NOAA) (Vose
et al., 1992) (http://ingrid.ldeo.columbia.edu/
SOURCES/.NOAA/.NCDC/.GHCN/).

HydroTrend proved an appropriate model to
simulate the fluxes at the Pontelagoscuro gaug-
ing station, which is located closest to the river
mouth before the main channel splits into distribu-
tary channels (Fig. 1). At this delta apex, a high
correlation is found between modelled discharges
and time series of 12 yr daily discharge data
(1990–2001) and monthly discharge (1918–2002)
(Figs 2 and 3). Modelled data correlate signif-
icantly with the observed data (r2 of 0.72), as
calculated from 100 m3 s−1 discharge intervals.

Figure 2 indicates that the monthly mean dis-
charges are underpredicted during the winter
months (November to March) and slightly overpre-
dicted during the summer (April to September).
This deviation relates to the well known ’reser-
voir effect’ common in river basins containing
major reservoir lakes (e.g. Bobrovitskaya et al.,
1996). The river discharge is artificially kept low
in summer by storage of water in the reservoirs
and extra water is released in winter to gener-
ate hydropower, which results in a dampening
of the seasonal discharge signal. Over a third of
the discharge of the Po River is affected by these
hydropower reservoirs (Camusso et al., 2001). The
model does not take this policy-driven effect into
account.

At the delta apex, HydroTrend predicts an
average discharge of 1542 m3 s−1 and peak daily
discharges of 10 800 m3 s−1 comparable to the
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Fig. 3. Twelve-year mean daily discharge. Grey columns represent the measured mean discharge from the Ufficio Idrografico
del Magistrato per il Po, 1990–2001, black columns are the modelled mean discharge.

measured floods of 1951 and October 2000 (respec-
tively 10 300 and 9600 m3 s−1, see also Table 1).
Average suspended-sediment load of 17 Mt yr−1

with peak years of 39 Mt yr−1 are predicted, based
on the sediment-flux equations explained above.
Bedload is predicted to contribute only ∼2.5% of
the total sediment output of the Po River system
(Table 1).

Monthly variations in simulated Po River dis-
charge and sediment discharge are similar to mea-
surements (Fig. 4). The one difference between
simulations and observations is that the simula-
tions show less variation in the sediment discharge
because it does not include hysteresis effects (e.g.
floodplain storage) that provide much of the scatter
in the rating plot of the observed data.

Human impact in the form of damming and sed-
iment mining has caused a decrease of 38% in sed-
iment supply during the second half of the twenti-
eth century for the Po (Surian & Rinaldi, 2003). The
model captures the trapping of sediment due to the
reservoirs (equations 3a, b and 4). The total vol-
ume of the mined sediment is estimated to be more
than 2.8 Mt yr−1 in the 1990s (Marchetti, 2002).
Sediment mining is not modelled because this is
a ‘policy-driven’ effect which cannot be included
in our physical process model. However, sub-
tracting the mined sediment (2.8 Mt yr−1) from the
simulated suspended sediment load (17 Mt yr−1)
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Fig. 4. Seventeen years of observed monthly suspended-
sediment load (�) and river discharge from ANNALI IDRO-
GRAFICI. Superimposed on the plot (+) are 17 years of
simulated suspended sediment discharge and discharge
from the HydroTrend model.

improves the match with the measured field data
(14.2 versus 15 Mt yr−1) (Table 1).

Input and boundary conditions

Both the Mediterranean sea level and the Adriatic
sea level were about 120 m below present msl dur-
ing the LGM (Lambeck & Bard, 2000; Siddall et al.,
2003). The evolution of the Po basin area since the
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LGM has been reconstructed based on an approx-
imation of the palaeotopography constructed by
merging the present-day digital elevation model
(http://edcdaac.usgs.gov/gtopo30/gtopo30.asp)
and bathymetric data (Fig. 1). Geographical infor-
mation system (GIS) analysis provides the shifted
coastline and subsequently the palaeodrainage
basin. During the LGM, the shoreline was about
250 km southeast of the present-day Po River out-
let (Amorosi, et al., 1999) because of the relatively
shallow gradient of the Northern Adriatic Sea.
This implies that part of the Apennine rivers, for
example the Metauro, Potenza and the Chienti
rivers, as well as present-day northern Italian and
Croatian rivers were contributaries to the Po River,
which eventually drained into the modern fore-
deep basin of the Apennine Chain (Fig. 1). We
modelled the sea-level fluctuations in 12 steps,
each of 10 m. Each step caused a drainage-area
decrease (Fig. 5). The total area of the Po drainage
basin during the LGM was 2.6 times its present
area (Fig. 1).

Monthly climate statistics at the LGM are esti-
mated based on the Community Climate Model1
(CCM1) (Kutzbach et al., 1998). These modelled
climate statistics for LGM have been combined
with the present climate statistics and interpolated
over time using a normalized δ18O GRIP curve as
a forcing factor (Dansgaard et al., 1993). Accord-
ing to the CCM1 model predictions the mean basin
temperature was much lower (2.4◦C vs. 8.8◦C) and
precipitation was 18% less than at present (Fig. 5).
Using the CCM1 climate statistics is justified by the
fact that a number of independent proxy studies
in northwestern Europe corroborate cool and dry
conditions (Zonneveld, 1996; Peyron et al., 1998;
Fauquette et al., 1999). Local pollen data also show
that the LGM was significantly dryer and colder
(Bortolami et al., 1977).

Despite the large latitudinal difference between
the location of the GRIP ice core and our study area
(respectively 72◦ vs. 41◦N), we are confident of
the relevance of the normalized δ18O GRIP curve,
because it correlates strongly with local palaeocli-
mate proxies such as tree rings (Friedrich et al.,
2001) stable isotopes in fossil mammal remains
(Huertas et al., 1997), marine sediment cores (Asi-
oli et al., 2001; Sbaffi et al., 2001), biostratigraphi-
cal pollen data (Asioli et al., 1999) and lake cores
(Watts et al., 1996; Ramrath et al., 1999; Allen &
Huntley, 2000).

The Alps were almost completely covered by the
late-Würmian ice sheet (Florineth & Schlüchter,
1998; Hinderer, 2001) and the glacial drainage

divide roughly followed the modern divide
(Baroni, 1996). We used the normalized δ18O
curve to force the potential glacier equilibrium line
altitude (ELA) changes. Potential ELA values are
based on global latitude-specific averages both for
the LGM and present day (Fig. 5). The ELA dynam-
ically responds when precipitation is insufficient
to add enough ice volume to the glacier to keep up
with potential ELA changes.

Hinderer (2001) estimates the timing of deglacia-
tion of the peri-alpine lake basins, which form
the present-day reservoirs of the Po basin. The
deglaciation and consequent activation of the five
main reservoirs is unique for each reservoir, due
to difference in elevation between the reservoirs
(∼180 m). The trapping efficiency (TE) is a func-
tion of basin area (equations (4) and (5)); in such
a way that TE decreases for the whole basin over
time concurrent with the decreasing basin area due
to rising sea level (Fig. 5).

Detailed description of four characteristic
periods

Four time periods have been studied more closely
because we presume that these periods may
be distinguished in the stratigraphy of marine
cores; the Würm LGM (21–17.5 cal. kyr BP),
Bølling (15.6–13.9 cal. kyr BP), Younger Dryas
(12.9–11.1 cal. kyr BP) and the late Subatlantic
(0.8 cal. kyr BP to present) periods.

The maximum extension of the Late Pleistocene
ice-sheet in the Alps was reached during the Würm
LGM, when glaciers extended as far as the Alpine
foreland (Fig. 1). According to the CCM1 climate
simulations, the yearly average temperature for the
Po drainage basin was 2.4◦C and precipitation was
18% less than at present. The drainage basin was
1.9 × 105 km2, or 2.6 times larger than today. The
average potential ELA was 1920 m and increased
slowly at a rate of 0.10 m yr−1.

During the Bølling, major valleys and deeply
incised lake basins in the major intra-Alpine val-
leys and in the Alpine foreland were ice-free.
Based on equations (4) and (5), the sediment-load
trapping calculated for the river basin as a whole is
estimated at ∼8%. The potential ELA was rapidly
increasing, on average 1.0 m yr−1 from 2015 m
between 15.6 and 14.4 cal. kyr. Subsequently, the
ELA dropped to 0.6 m yr−1 until the end of the
Bølling. The drainage area did not change signifi-
cantly compared to the Würm interval, due to the
steep gradient of the outermost part of the Northern
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Adriatic Sea, which stabilized the coastline posi-
tion for a long period, despite sea-level rise.

The Younger Dryas (YD) provided the most sig-
nificant rapid climate-change event during the last
deglaciation of the North Atlantic region (e.g. Yu &
Wright, 2001). This transition marks the last major
climate reorganization during the deglaciation.
Potential ELA increased on average by 0.7 m yr−1.
Furthermore sea-level rise decreased the drainage
basin by almost 50% (1.1 × 105 km2) compared
to the Würm interval. Due to this decrease in
drainage area the average TE for the drainage basin
as a whole increased to 15%, based on reservoir
characteristics.

The late Subatlantic (S) period reflects the
present climate conditions with less interannual
variability than during the Pleistocene. The
drainage basin of the Po River is more or less sim-
ilar as today. The potential glacier ELA is 1300 m
higher than during the Würm LGM at 3200 m.
Roughly 20% of the sediment was trapped at that
time, based on reservoir characteristics.

DISCUSSION: HydroTrend LONG-TERM
SIMULATION RESULTS

Po River basin area changes due to sea-level fluc-
tuation have a dominant impact on discharge

and sediment load. Figure 6 illustrates the rela-
tion between total yearly discharge and drainage
basin area (r2 = 0.80). A decline in drainage
area is reflected in a decrease of the water dis-
charge. The large spread around the mean values
is due to the stepwise nature of the drainage basin
changes. Other forcing factors (e.g. climate) change
at higher time resolution than drainage area and
impact the discharge prediction as well, causing
the variability over the y -axis (Fig. 6). The excep-
tion to linear relationship occurs at the end of the
Younger Dryas, when the area is ≈107 × 103 km2.
Glacier ablation has a more significant impact on
discharge during that time than area change (Fig. 6,
grey dots).

Climate studies in the Alpine region indicate
that glaciers reached their maximum extent dur-
ing the LGM and were approximately at their
present position at the start of the Holocene
(Florineth & Schlüchter, 1998; Hinderer, 2001).
HydroTrend simulations reflect this trend (Fig. 7).
Based on Kotlyakov et al. (1997) we mapped the
glacier extent into a GIS and found that 15%
(≈2.9 × 104 km2) of the total Po River drainage
basin during the LGM was covered by glaciers.
A HydroTrend simulation for the LGM, based
on the ELA, predicts a similar glacier area to
our GIS reconstruction (Fig. 7). Climate changed
rapidly during the Bølling and the end of the
Younger Dryas. The model simulates several
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melting phases including during the Bølling and
the Younger Dryas that all had significant impact
on the total discharge for the Po River. The two
highest simulated glacier-meltwater pulses (Fig. 5)
coincide with the measured two global major
pulses of meltwater entering the world ocean
(Bradley, 1999; Clark et al., 2002; Siddall et al.,
2003).

Figure 8A shows three years of daily discharge
simulations. The first and the third year both rep-
resent typical melt events during, respectively, the
late Würmian and the Younger Dryas. Meltwater,
dominant during the summer months, has signifi-
cant impact on the total discharge leaving the river.
The Younger Dryas melt event had more impact on
the total discharge (23% of the total discharge orig-
inates from meltwater) than the melt period of the
late Würmian (8%) (Fig. 8A). The second year in
Fig. 8A represents a hydrograph typical for a grow-
ing glacier. In this case, hardly any glacier melt
is generated over the summer, and practically all
precipitation contributes to the glacier growth.

Figure 8B represents the simulated average daily
yield for the same three years. The high sediment
yield during the late Würmian period represented
in the third year is remarkable. Glaciers have a sig-
nificant influence on the sediment flux according
to our model (see equations 6 and 7). The yield
triples during glacier melt as glaciers are covering
a significant area in the drainage basin, like during
most of the late Würmian period. The influence
of glacier coverage is more evident when compar-
ing the plotted year of the Younger Dryas period
with the plotted year of the late Würmian period.
Although both years represent glacier-melt years,
less sediment is produced during the Younger
Dryas as the glacial areas in the drainage basin
are already much smaller than during the late
Würmian period (Fig. 8B, and equation 6). The sec-
ond year represents a typical glacier-growth year.
Although there are still glaciers in the Po drainage
basin, little sediment is derived from this grow-
ing ice sheet, reflected in the lower sediment-yield
values (Fig. 8B).

Figure 9 shows the maximal peak discharges
per year plotted against the average discharge for
that year. Years with high peak discharges tend
to be years with higher than average discharge.
One would expect that peak discharges during the
Pleistocene occurred most often during glacier-
ablation-dominated years. Yet, analysis of the sim-
ulation indicates that above-normal snowmelt and
rainfall events are the controlling factor for peak
discharge during this period. Thus the rapidly

fluctuating short-term precipitation signal, based
on climate statistics, dominates the peak event
generated in the model instead of the medium-
term signal of glacier melt. Peak-discharge events
are important since they may leave a signal in the
stratigraphy, because peak events tend to carry
most of the sediment to the ocean (Fan et al., 2004).
For example, the event in Fig. 9, highlighted by the
green circle, carried more than 64% of the total
annual suspended-sediment load to the Adriatic
Sea in a 20-day storm event.

For the entire Po River, we estimate an aver-
age Pleistocene (21–10 cal. kyr BP) suspended sed-
iment flux of 46.6 Mt yr−1 with an average bed-
load of 0.83 Mt yr−1. This is 1.74 times more than
during the Holocene (10–0 cal. kyr BP), when we
predict a suspended sediment flux of on average
26.7 Mt yr−1 and a bedload of 0.53 Mt yr−1.

Cattaneo et al. (2003) summarized the sedi-
ment load entering the Adriatic Sea during the
late Holocene, for four different catchment areas:
eastern Alpine rivers, Po River, eastern Apen-
nine rivers and rivers south of Gargano (Fig. 1).
These subsystems have sediment loads of respec-
tively 3 Mt yr−1, 15 Mt yr−1, 32.2 Mt yr−1 and
1.5 Mt yr−1. Areas surrounding the Adriatic that
are not included (mostly in Croatia) are mainly
carbonate-dominated and their sediment supply
is negligible. The estimated average suspended-
sediment flux draining into the Northern Adriatic
Sea by the Po River during the Pleistocene is
34.1 Mt yr−1 according to Cattaneo et al. (2003).
This is less than our estimated 46.6 Mt yr−1 sed-
iment flux. However, we estimated that glaciers,
covering the Alps during most of the Pleistocene
had a large impact on the sediment production,
which is not taken into account by the simple
extrapolation of Cattaneo et al. (2003) estimates
(Figs 7 and 10).

Analysis of the four time periods (Fig. 10) con-
firms that the different conditions (climate and
basin area) result in distinctly different water dis-
charge and sediment pulses. We postulate that
these time periods are identifiable in the stratigra-
phy. In addition, the grain-size distributions may
carry distinct signals as well. The Würm LGM has
the highest suspended sediment concentration of
the four time periods (Table 3 and Fig. 10, D2).
This is in agreement with the findings of Hinderer
(2001), who concluded that the sediment yield of
the Alps reached a maximum during deglaciation
when large masses of unconsolidated materials
were available, vegetation was scarce, and trans-
port capacities were high. During the Bølling water
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Table 3. Simulated characteristics of four time periods each based on 50 years daily simulations.

Upper Subatlantic Younger Dryas Bølling Würm LGM
Specific period (cal. yr BP) 0–50 12 340–12 390 14 650–14 700 19 545–19 595

Area (km2) 74 500 107 300 194 400 194 500
Average discharge (m3 s−1) 1500 1655 3663 3003
Peak discharge (m3 s−1) 10 800 6418 14 686 9887
Average glacier ablation discharge 0 1 11.6 8.2
(% of total discharge)

Average suspended sediment load (kg s−1) 520 766 1946 3184
Peak suspended sediment load (kg s−1) 1235 1102 3944 4978
Average bedload (kg s−1) 12.7 17.2 35.0 29.3
Average sediment yield (t km−2 yr−1) 207 226 317 519

discharges were slightly higher due to glacier abla-
tion, which will have resulted in a high ratio of
coarser grain size versus suspended sediment due
to a high inflow of bedload (Fig. 10, C2/D2). This
increase in discharge during the Bølling was also
noticed by Combourieu-Nebout et al. (1998).

The sediment supply modelled in this study
is only one aspect of the source-to-sink sediment
pathway to the marine domain. Sea-level change
had a significant impact on the river-mouth loca-
tion at the shoreline (a 250 km shift over the
simulated period) affecting accommodation space.
In addition, marine processes will have changed
along with climate. This complexity negates direct
comparison of our modelled river flux directly

with core data. Results of this study are integrated
into a stratigraphic modelling study by Kubo et al.
(2006) and indicate overall agreements with seis-
mic studies of Trincardi et al. (1994, 1996) as
well as with results from core samples taken from
Holocene deposits by Amorosi et al. (2003).

Empirical sediment-flux equations used in
HydroTrend are based on global last-century
observations. Obviously, there is uncertainty
involved by using this relatively short-term record
to hindcast over longer time spans. Another uncer-
tain factor is the long-term input data, which are
based on proxy records. Uncertainty analysis for a
similar study of the Hudson River has been com-
pleted by Overeem et al. (2005). One of the findings
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of that study is that the drainage basin area has a
dominant impact on the simulations. The change
of the extent of the palaeodrainage basin of the
Po River as compared to the present is of such
magnitude that it overrules the uncertainty in the
global sea-level curve and the fact that we use
present-day bathymetry.

CONCLUSIONS

HydroTrend is a viable model for predicting the
Po River flux of water and sediment under modern
conditions. We validated HydroTrend predictions
on a daily timescale for a 12-year record and found
a highly significant correlation with the discharge
and sediment-load data at the most downstream
gauging station. In addition, a medium timescale
validation has been applied by comparing model
output to the monthly discharge fluctuations for
the record that exists from the period 1760–1995.
HydroTrend is able to capture the monthly vari-
ations over that timescale. Also, the simulated
floods are comparable to observed floods over the
last 100 years, which is an important ability for
the generation of distinct flood deposits in strati-
graphic models. HydroTrend is designed to be
sensitive to hydroclimatological forcing. Human
influences such as change in land-use practices
are difficult to capture with the present version
of the model. Both hydropower management and
sediment mining influence the modern Po River.
These influences are not relevant for long-term
hind casting of river fluxes, the objective of this
study.

HydroTrend systematically combines a number
of controlling factors: temperature and precipita-
tion changes, basin-area changes due to sea-level
rise, ice-cap melt, and evolution of lakes. The
model allows us to disentangle the dominance of
the individual controls. The long-term simulations
show that sea-level fluctuation is a significant
control on the fluxes of the Po since the LGM. Sea-
level rise controls the 2.6-fold decrease in drainage
area of the Po River, which proportionally affects
the absolute discharge and sediment flux.

However, the variability in the flux of glacial-
derived sediment is even more significant than
drainage-area change. The release of meltwater
from the ablating Alpine glaciers and snowmelt
added substantial water and sediment to the
coastal ocean system. In strong glacier abla-
tion years, ∼20% of the total discharge can be
attributed to glacial melt during summer months.

The sediment load more than doubled on aver-
age during ablation years in the Würm LGM, with
extreme years carrying five times the average sed-
iment load to the river mouth. Fluctuations in
suspended load were smaller during the Holocene
than in the Würm interval of the LGM. However,
the sediment yield increased during the Holocene,
due to an increase in precipitation, and thus soil
erosion.
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ABSTRACT

Variation in sediment transport and temporary sediment storage at large spatial and
temporal scales is governed by inherited relief and by the interaction between climate
change (water discharge and sediment yield), eustatic sea-level change and tectonics.
These processes influence the character of sedimentary successions, and are diffi-
cult to reconstruct from stratigraphy alone. Physical modelling can help by allowing
observation and quantification of processes that generate model stratigraphy. Sediment
transport in themodel set-up shows diffusive behaviour. Non-dimensionalizing the rel-
evant physical parameters that underlie model stratigraphy allows a comparison with
real-world examples. The effect of (changes in) the forcing parameters (discharge, sedi-
ment yield, sea-level change and consequent shoreline position) on a loose bed of sand
in a set of experiments is measured by means of high-resolution digital elevation mod-
els (DEMs). These DEMs are transformed into geological maps, profiles and Wheeler
diagrams that allow detailed reconstruction of sediment flux and routing, storage time,
and headward erosion rates. All raw data are stored in the Pangaea database, and are
publicly available. A synthesis of all experiment results obtained over the past 10 years
has resulted in a first-order prediction of sediment flux that is induced solely by sea-
level change. The flux changes with relaxation time (response time) of the system,
transport efficiency of the river system (in terms of slope gradient), and the amount
that sea level drops below the shelf edge (change in slope gradient); all variables are
dimensionless. The results are presented as templates covering systematic trends in
the effects of the dimensionless parameters on stratigraphic architecture, which allows
for the assessment of the impact of sea-level change on sediment flux relative to the
other forcing parameters.

Keywords Analogue modelling, sequence stratigraphy, passive margin,
stratigraphic architecture, sea-level change, climate change, sediment supply,
accommodation.

INTRODUCTION

Reconstructions of cause-and-effect relationships
in basin fills are usually inferred on the basis
of deductive reasoning, since there is no direct
record of the basin-fill history. Interpretations are
qualitative and speculate about the way in which
tectonics, eustatic sea-level change and sediment
supply mechanisms have influenced the develop-
ment of accommodation space and sediment sup-
ply. This qualitative approach logically implies
many uncertainties. The various combinations of

variables that can produce sedimentary cycles pro-
hibit detailed reconstructions of the precise forc-
ing mechanisms. A large number of factors, many
of which are linked, may contribute to the strati-
graphic product, and likely more than anywhere
else the notion ‘equifinality’ is applicable to strati-
graphic successions. This has provoked modellers
to quantitatively investigate stratigraphic models
by constraining input parameters such as sea-level
change, tectonics, discharge, sediment flux and
grain size (cf. Burgess & Allen, 1996; Kooi &
Beaumont, 1996; Burgess & Hovius, 1998; Meijer,
2002; Meijer et al., this volume).
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One important and, as yet, underutilized tool is
the use of physical experiments on a sedimentary-
systems scale. The obvious advantage of a physical
experiment on a systems scale is that one can
observe from start to end how systems are devel-
oped, and how they evolve under various con-
ditions of imposed allocyclic forcing (e.g. Wood
et al., 1993; Koss et al., 1994; Milana, 1998; Paola,
2000; Van Heijst et al., 2001; Van Heijst & Postma,
2001). The disadvantage of physical models on
a landscape-scale is that there is no commonly
accepted scaling strategy, so that the applicabil-
ity of the results to real-world systems is at best by
analogue (e.g. Peackall et al., 1996). Conventional
Froude scaling fails for geological-scale sediment
transport and alternatives have not yet been inves-
tigated to the full extent. Paola (2000) discussed
this problem, andVanHeijst et al. (2001) proposed
a scaling strategy based on the diffusive behaviour
of long-term sediment transport (cf. Begin, 1988;
Paola et al., 1992).
The first objective of this paper is to address

the progress and the outstanding problems in scal-
ing long-term, geological-scale sediment transport.
The second objective is to synthesize available
data produced over the last ten years by vari-
ous Utrecht workers and to create a template for
flux induced by sea-level change. Sea-level oscil-
lations in the sequence-stratigraphy concept are
seen by many as the important independent vari-
able controlling the stratigraphic architecture of
sedimentary systems. Changes in relative sea level
have a direct effect on accommodation space in the
coastal realm and control, together with sediment
supply, the large-scale architecture of delta and
shelf systems on various timescales (Curray, 1964;
Posamentier & Vail, 1988; Van Wagoner et al.,
1990). The third objective is to investigate the
applicability of the experimental results to real-
world systems. We do this using the well studied
source–sink example of the Gulf of Mexico, the
Colorado River shelf system in Texas.

APPROACH

Basin-fill architecture is controlled by the initial
topography and by the ratio of the rate of sediment
supply and the rate of change in accommoda-
tion space (e.g. Curray, 1964; Posamentier & Vail,
1988). Since the rate of sediment supply at any
point is the sum of what is produced and what is
cannibalized upstream, it is important to consider
the behaviour of the entire source-to-sink system

when studying causality in stratigraphy. This will
reveal, for instance, the consequences of local and
temporal storage of sediment in the river valley
and on the shelf. We approached this by mod-
elling an entire source–sink system. The drainage
system was represented by a sediment feeder, a
fluvial valley system or transfer zone, where sedi-
ment can be cannibalized and temporarily stored
in a rectangular duct, and the basin by a table
covered with sediment that can act as a sink for
sediment (Fig. 1). The basic shape and facies belts
of the river–delta–shelf system in the flume and its
evolution are similar to that of many common real-
world systems, where the river gradient is steeper
than the coastal plain and shelf gradient. In partic-
ular, it represents the well investigated Colorado
River shelf system in Texas, which we previously
used as a prototype (Van Heijst et al., 2001).
Preparations for each experiment included the

levelling of the sand according to a fixed ini-
tial topography (cf. Van Heijst & Postma, 2001).
Each experiment started at sea-level highstand
with a 15-h run to establish a dynamic equilib-
rium stream profile as the initial condition. The
sea-level change was imposed by adjustment of
the level of overflow in the main tank at 10-min
intervals. Every hour, both discharge and sedi-
ment supply were checked, and the stream profile
in the fluvial valley was measured by reading the
rulers on the valley’s transparentwall. At 5-h inter-
vals the topography in themain tankwasmeasured
using the automated bed profiler, for which the
tank was drained slowly to avoid disturbance of
the sediment. The topography was then measured
by using a laser following a 2 cm x–y grid. The
laser measurements had a vertical (z axis) preci-
sion of 300µm and the background noise in the z
direction was less than 1mm.
A typical example of the evolution of amodelled

system forced only by sea-level change is shown in
Fig. 2. During the early falling stage, the delta con-
tinued to aggrade. The shoreline prograded with
the falling sea level. Local gradients and irregular-
ities in the topography controlled the placeswhere
headward erosion induced by sea-level fall started
incising the emerging shelf. The heads of the
incisions (canyons) migrated upslope until one of
them connected to the fluvial valley. The relative
timing of connection of one of the shelf canyons
with the fluvial valley has a strong bearing on the
final volume of the slope fan and lowstand delta,
because it determines the change from aggradation
to degradation of the fluvial valley (Van Heijst &
Postma, 2001). Overall, these experiments show
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Fig. 1. Real-world source-transfer-basin system simulated in our experiment. The dimensions of the set-up are
3m × 3.4m × 1m for the depositional basin and 4m × 0.11m × 0.5m for the fluvial valley. A water tap with flow
meter provides discharge, and a sediment feeder with adjustable conveyor-belt speed controls the sediment supply. Both
are located at the upstream end of the fluvial valley and act as a surrogate for the drainage basin. The applied sediment is
unimodal, medium, cohesionless quartz sand (D50 = 240µm) that is supplied by the feeder and is also used as substrate.

that (1) the dynamic equilibrium gradient of the
river profile, (2) the headward erosion rate (defin-
ing the amount of cannibalism) and (3) the relax-
ation time (the time that the system requires to
restore equilibrium) all are important variables,
which must be considered in a scaling strategy.

Scaling strategy

Acritical question and point of ongoing research is
the scaling of sediment transport over timescales

of landscape evolution. How should we aver-
age catastrophic events of various intensities
and frequencies combined with normal condi-
tions? Most important is that we do not attempt
to accurately model sediment transport, but
to model sediment preservation, the net result
of sediment transport over geologically relevant
timescales. Bedload equations (e.g. Yalin, 1971)
do not allow down-scaling of spatial dimensions
more than 1:50 (Peackall et al., 1996; Moreton
et al., 2002), rendering the Froude scaling for
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Fig. 2. Photograph and drawings of experiment 240. The drawings show headward erosion of canyons that incise into the
shelf. At about 13h, just after the fall-inflection point, connection of the canyon with the fluvial valley occurred. At this
point all the water and sediment discharge is funnelled basinwards directly through the connected valley to the lowstand
delta. Headward erosion now starts cannibalizing sediments in the fluvial feeder valley and the drainage basin, increasing
the yield at the valley outlet system (modified from Van Heijst and Postma, 2001).

down-scaling entire systems impossible. This is
why experiments on river-system scale are often
referred to as analogues or analogue experiments.
Hooke (1968) used analogue experiments to study
evolving landscapes and referred to this scaling
strategy as ‘similarity of process’. By keeping the
ratio between the size of the system and the time-
averaged sediment transport rate in experiments
and in nature about similar, spatial dimensions
(volumes) can be scaled against time (Van Heijst
et al., 2001):

Qs = �V(rw)
�T(rw)

= �V(exp) · (λx · λy · λz)
�T(exp) · (λt) {L3/T}

(1)

where Qs is the time-averaged volumetric sed-
iment transport rate (including normal and
catastrophic events),�V is the displaced sediment
volume and�T is the time period (normally of the
order of 500–1000yr) over which the amount of
displaced volume is determined. The scaling fac-
tors λ operate on the spatial dimensions (x–y–z)
and time (t). Subscripts rw and exp indicate real
world and experiment, respectively. In a perfect
model, the up-scaled, time-averaged sediment flux
observed in the experiment equals the value of the
prototype.
Sediment-transport models for long timescales

show diffusive behaviour (Begin et al., 1981;
Andrews & Buckham, 1987; Begin, 1988; Paola
et al., 1992; Kooi & Beaumont, 1996; Martin &
Church, 1997; Paola, 2000). Begin et al. (1981) and
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Fig. 3. Numerical solution of the diffusion equation. The gradients in the solution are compared with sediment aggradation
patterns (stratigraphy) in the experiment (cf. Begin, 1988; Paola et al., 1992). The equilibrium gradient is a consequence
of transport efficiency, which is defined here as the ratio of sediment input (q) over diffusivity (k). The latter coefficient is
directly related to discharge.

Begin (1988) showed that channel degradation by
base-level lowering closely follows the numerical
solution of the simple diffusion equation

∂〈h〉
∂t

= ∂

∂x
·
(
k · ∂〈h〉

∂x

)
{ms−1} (2)

where 〈h〉 is the average streambed height (m) with
respect to origin, x (m) is the horizontal position
with respect to origin, t is time (s) and k is the
diffusivity constant for unit width (m2 s−1). The
discharge variable appears in the diffusivity coef-
ficientwhen the diffusion equation is derived from
first principles (Paola et al., 1992):

k = −8Q ·A√
cf

Co(s − 1)
(3)

where Q is discharge per unit width (m2 s−1), cf is
drag coefficient [0.025], Co is sediment concentra-
tion of the bed of 0.67, and s is specific density;
ρs/ρw = 2.65. Changes in diffusivity depend on
changes in discharge and riverbank erodibility.
Riverbank erodibility constantAhas values of 1 for
the meandering case and 0.15–0.4 for the braided
case.
When the system is in equilibrium, the gradient

of the equilibrium surface can be determined from

q = k
∂〈h〉
∂x

(4)

where q is the sediment flux into the river system
(sediment feed). The gradient of the fluvial valley
river is dependent on the stream capacity and the
available sediment load defined by the ratio q/k.
Thus q/k denotes a dynamic equilibrium gradi-
ent, which is a measure for the transport efficiency

of the system (Fig. 3). Very efficient systems have
a low gradient and less efficient systems have a
higher gradient (see below).
The time and length scaling is obtained

from non-dimensionless analysis of the diffusion
equation as shown by Paola et al. (1992), who gave
a first-order approximation of the relaxation time
(Teq) of the fluvial system by:

Teq = L2

k
{T} (5)

where L is the basin length. Basins with differ-
ent length L and/or different values for k will
have different relaxation times, and thus different
response times to imposed changes.
Any allocyclic forcing mechanism can be deter-

mined from the stratal record only if its duration
is longer than the system’s relaxation time. In
other words, if the system cannot return to its
state of dynamic equilibrium before the next allo-
cyclic change, the allocyclic signal is unlikely to
be clearly recognizable is the stratal record. It is
thus important to establish the frequency of change
relative to the relaxation time of a system. Paola
et al. (1992) and Heller & Paola (1992) proposed
the dimensionless ratio T/Teq. Van Heijst et al.
(2001) referred to the ratio as the basin-response
factor (Br):

Br = T(rw)

Teq(rw)
= T(exp)

Teq(exp)
{-} (6)

where T is the duration of one period of allocyclic
change (e.g. duration of one sea-level cycle) and
the response time of the sedimentary system in the
real-world (rw) and the experiment (exp).
For the purpose of geological modelling of sed-

imentary systems it is important to be able to
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compare the vertical stacking of depositional envi-
ronments in the model and the prototype. This is
done by considering the time-averaged sedimenta-
tion rate per unit area (Rs), which is obtained by
dividing the time-averaged sediment deposition
(�Qs ≥ 0) by the depositional area (A):

Rs = �Qs

A
{L/T} (7)

Applying the concept of Curray (1964), we use a
basin fill factor (Bf ), a non-dimensional parame-
ter that describes the time-averaged sedimentation
rate in relation to the rate of increase in accommo-
dation space:

Bf = Rs(rw)

Racc(rw)
= Rs(exp)

Racc(exp)
{-} (8)

where Racc accounts for the rate of change in
accommodation space per unit area for both the
fluvial and marine realm in real-world (rw) and
experiment (exp). Hence, the basin-fill factor is a
dimensionless parameter that describes prograda-
tion, aggradation and retrogradation of sedimen-
tary systems. Note that Rs and Racc should both be
time-averaged over the same time span �T .
In studying evolutionary trends in sedimen-

tary systems by experiment we thus focus on the
volumetric changes per time slice, that is, time-
averaged sediment flux. The sand that we use
is merely an isotropic medium, the mass of the
grain influencing the value of the diffusivity coeffi-
cient, k. It is important to realize thatwe only value
the large-scale topographical features that are built
over similar timescales as our time-average sed-
iment transport (equation 1). Hence, we look at
the scale of canyon and valley formation over
time steps of ∼6500 years, which are equivalent
to the 5h between each two measurements, and
not at the scale of individual channel incisions.
Thus the scale of observation and measurement
in the model is well tailored to the scale where
allocyclic forcing mechanisms produce regional
bounding (erosional) surfaces and depositional
units (stratigraphy).
It must be noted, however, that in applying

the above outlined non-dimensional scaling ratios
to real-world systems there remains much uncer-
tainty in the calculated values due to poor data
on precipitation, and valley width and stratigra-
phy are too poorly known. This is shown below
when dealing with the Colorado prototype as an
example.

RESULTS

A series of experiments has been conducted to
study the behaviour of the system under different
frequencies of sea-level change (Fig. 4), that is,
different basin-response factors, ranging from 1 to
4, and various transport efficiencies (q/k) (Fig. 5).
Observations include time-lapse video recordings,
photographs and laser scans taken at 5-h intervals.
The laser scans provided digital elevation mod-
els (DEMs) of the surface of the model. From the
series of DEMs, isopach maps, geological maps
and geological profiles were composed to estab-
lish the architecture (style) of the deposits in the
model (Fig. 5). All DEMs are stored in the publicly
accessible Pangaea database (www.pangaea.de) in
ASCII files containing x, y and z values. The
x, y , z data are compatible with almost any rel-
evant software package. We have used Golden
Software Surfer for making topographical maps
and calculating volumes in isopach maps, and
have developed in-house software for generat-
ing the synthetic stratigraphy from the series of
DEMs, which is the basis for the geological maps,
geological profiles and Wheeler diagrams.
Examining a system’s behaviour for various

discharges and sediment input, that is, on
transport efficiency q/k, we find a strong rela-
tionship between preserved stratigraphy in the
fluvial and shelf realms and the transport effi-
ciency. For instance, increasing values for q/k
results in decreasing thicknesses (and preserva-
tion potential) of the highstand and falling stage
systems tracts (Fig. 5). Converting the vertical
sections to Wheeler diagrams (Fig. 6) reveals that
the regional importance (length) of the sequence
boundary clearly increases with transport effi-
ciency. Furthermore, inefficient systems (high
q/k ratio) are characterized by steep slopes, high
preservation potential of all systems tracts in
the river valley and poorly developed sequence
boundaries that are developed only on the shelf.
The opposite is found for highly efficient systems.
Unfortunately, gradients in the experiments are

different from those in the real world: to maintain
bedload transport with the grain size and densi-
ties used in the experimental set up, steeper slopes
are required. It is thus not possible to use q/k
directly when comparing the experimental results
with the real world. However, it can be used in a
semi-quantitative way by referring to the preser-
vation of deposits in the valley as shown by the
profiles in Fig. 5 and the Wheeler diagrams in
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Fig. 4. Sea-level curves used in the exper-
iments plotted in the template in Fig. 7.

Fig. 6. As a first approximation, we have dis-
tinguished four categories of transport efficiency
in our template. Characteristic preservation pat-
terns (architectural styles) are recognized, and are
exemplified by the geological profiles (labelled
A–D) in Fig. 5. Type A is characteristic for high-
supply systems, as for instance is inferred for the
Loranç del Munt fan-delta system (Steel et al.,
2000). TypeD is characteristic for a highly efficient
system where the entire valley is flushed during
lowstand. Types B and C take intermediate posi-
tions. Burgess & Allen (1996) came to very similar
conclusions through their numerical modelling

study. They found that increased gradients (com-
parable to our case A) in the fluvial domain go
hand in hand with reduced vertical and lateral
extent of erosion. The sequence boundary result-
ing from sea-level lowstand in these high-gradient
systems is less extensive than in low-gradient sys-
tems under identical forcing parameters. It appears
difficult to give real-world examples of each, since
real-world data on valley systems have not been
sufficiently explored.
Checking a system’s behaviour in response

to sea-level change for various frequencies of
sea-level fall using the data of Van Heijst &
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Fig. 5. Longitudinal profiles of the stratigraphy of four experiments with different transport efficiencies. Other parameters
were identical for each of these experiments. The sea-level curve given as inset in profile A was used. The colours of the
stratigraphic units in the profiles correspond to the colours of the time slices indicated in the sea-level curve.

Postma (2001) (Fig. 4) and additional unpublished
data for constant sediment supply, we find that
the rate of cannibalization and the related sedi-
ment flux towards the shelf edge increases with
increasing amplitude of sea-level change, that is,
the amount of sea-level fall below the shelf edge,
and with the basin-response factor (Fig. 7). Also,
with decreasing basin-response factor the connec-
tion of incised valleys with the river valley is
delayed, resulting in amore diachronous sequence
boundary and thicker transgressive systems tracts,
which is also enhanced by the increasing ampli-
tude (in particular increasing rate of fall) of sea
level.
Figure 7 combines the results into a template for

sediment flux induced by sea-level change for var-
ious scenarios of transport efficiency, frequency of
sea-level change (i.e., basin-response factor) and
amplitude of sea-level change. The template indi-
cates what systematic trends in yield relative to
the sea-level curve (thus for systems tracts) can be
expected in response to the external parameters
investigated in this study: amplitude of sea-level
change, transport efficiency and basin-response

factor (Fig. 7). Sediment fluxes are normalized to
the sediment input from the catchment. Under
equilibrium conditions, sediment influx from the
catchment matches the yield of the river system,
since its profile, and thus the volume of sediment
in the river valley, does not change in equilibrium.
Any deviation from a yield of 100% in Fig. 7 is
caused by changes in the external forcing param-
eters. In natural systems the sediment influx from
the catchment must be estimated.

THE COLORADO
RIVER-VALLEY–DELTA–SHELF
SYSTEM PROTOTYPE

The underlying assumption of the template in
Fig. 7 is that external sediment supply remains
constant. Thus, variation in sediment flux caused
by climate change or tectonics can be assessed
on the basis of deviations from the template if
other external forcing mechanisms are constant or
change in (roughly) the sameway as they did in our
experiments. We illustrate the application of the
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Fig. 6. Wheeler diagrams (deposition and erosion through time) for profilesA (low transport efficiency) andD (high transport
efficiency). The solid lines indicate the final product at the end of an experiment (the equivalent of a Wheeler diagram for
natural systems). Dashed lines indicate deposits that have been eroded. Sea-level oscillation is indicated on the left. In
the low-efficiency system (A) deposition is continuous nearly everywhere. Erosion is limited to the shelf area and occurs
only during sea-level fall. In the high-efficiency system (D) deposition is much more localized and intermittent. Most of
the shelf and the whole river valley are subject to erosion, which starts immediately with sea-level fall and continues until
late in the transgressive phase.

template on the basis of the Colorado river–shelf
system of Texas (Gulf of Mexico), which has been
studied extensively in the last decades (Anderson
et al., 1996, 2004).
The Colorado River is fed by a drainage basin of

110 000 km2 (Fig. 8). It is a bedload-dominated sys-
tem that extends over the shelf during periods of
sea-level lowstand feeding shelf and shelf-margin
deltas (Anderson et al., 1996). The lower Colorado
River (downstream of the Balcones escarpment,
Table 1) is characterized by high-gradient fluvial
terraces (Fig. 8). It was mapped and dated in detail
by Blum (1993), Blum & Valastro (1994), Blum
et al. (1994) and Blum & Price (1998). Deposition
during and after the last glacial lowstand (the Eagle
Lake Alloformation, 20–14 ka; Blum & Valastro,
1994) has been attributed to a period with high
sediment yield that exceeded transport capacity,
creating the deposits in which the river could later

form fluvial terraces by degradation. If this is true,
sediment supply from the drainage basin must
have greatly diminished between 14 and 12kyrBP
resulting in abandonment of Eagle LakeAlloforma-
tion floodplains and incision of bedrock valleys.
Sediment yield from the drainage basin increased
again after 5000 yrBP (Blum & Valastro, 1994).
Multiple episodes of aggradation, degradation and
abandonment of floodplains followed (Columbus
Bend Alloformations 1, 2 and 3, respectively).
The Colorado River coastal-plain sediments are
underlain by a composite basal unconformity that
corresponds partly to the lowstand systems tract
and in part to the transgressive systems tract (Blum
&Valastro, 1994). Thus there is a strong diachrone-
ity along the sequence boundary of the Colorado
River. The same coastal prism is truncated by an
erosive surface (14–11 ka) that merges with the
basal unconformity upstream, which shows that
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T

h-1

Fig. 7. Template for sea-level-change-induced sediment flux. The flux generated from shelf cannibalization is in dark
grey, and the sediment from the fluvial valley is in light grey. Note that the amount of fluvial yield at the valley outlet
and the amount of shelf cannibalism follows trends: shelf cannibalism increases with increasing basin-response factor
(Br) and amplitude of sea-level change (more specifically the degree of sea-level drop below the shelf edge) and transport
efficiency. The yield during the transgressive systems tract is enhanced by low Br values, low transport efficiency, and
increasing amplitude of sea-level change, all delaying the timing of connection of shelf canyon and fluvial valley during the
transgressive systems tract relative to the sea-level curve (compare with experiment in Fig. 2). Likewise, very wide shelves
also promote connection delay.

the unconformity is strongly time transgressive
(Blum & Price, 1998).
The stratigraphy of the Colorado shelf system,

created during the last glacial cycle, has also
been studied in detail (e.g. Suter & Berryhill,
1985; Berryhill, 1987; Suter et al., 1987;
Anderson et al., 1996). Gross sediment volume
approximationswere derived from seismic studies
of the shelf (Anderson et al., 1996) and reassessed
by Van Heijst et al. (2001) (Fig. 8). The volume
enclosed by the stage 3 and 2 isopach maps is
89 km3. Subtracting the preserved sand volume
of the stage 3 highstand delta (11.5 km3) from the
total volume gives an approximation for the vol-
ume of stage 2. This yields a total volume of
77.5 km3 for the stage 2 deposits on the shelf.

The Holocene sea-level rise resulted in two phases
of transgressive backstepping of delta lobes on
the shelf during stage 1. Phase 1 (11.5–9.5 ka)
resulted in three fluvially dominated delta lobes
with a sand volume of 6.3 km3. Awave-dominated
elongated lobe that contains 4.5 km3 of sand was
formed during phase 2 (9.5–5 ka).

RECONSTRUCTION OF ALLOCYCLIC
FORCING IN THE COLORADO RIVER
SYSTEM

To compare the Colorado River system to the
template of Fig. 7 we need to establish the
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Fig. 8. Map, profile and reconstructed flux diagram of the Colorado River drainage, transfer and shelf basin system that
visualize the data summarized in Table 1. In two-dimensional view the river profile compares well with profile D in Fig. 5.
Yet, significant preservation of falling stage and lowstand deposits in the form of terraces brings the transport efficiency
of the system to a more intermediate position, somewhere in between profiles C and D of Fig. 5. The light grey in the flux
diagram is the reconstructed fluvial yield at the valley outlet and the dark grey the amount added by shelf cannibalism.

basin-response factor of the system and the strati-
graphic style to which the Colorado River system
corresponds. In addition the sediment flux from
the drainage basin has to be normalized.
Determination of the basin-response factor

(equation 6) for a dynamically changing system is
not straightforward. To calculate the equilibrium
time of the system (equation 5), both the length of
the fluvial part of the depositional system, which

changes with sea-level change, and the diffusiv-
ity of the system, which changes with discharge,
need to be established. The shelf width in the
Colorado system is about one-third of the fluvial
depositional systemduring highstand. As sea level
drops, the width of the shelf increases, leading
to an increased response time. Estimations of dis-
charge based on estimates of drainage-basin size
and rainfall deviate on the order of 20–30%. Using
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Table 1. Data used to calculate the equilibrium time of the Colorado River and the equivalent experimental model.

Valley
L (km)

Drainage
area
(km2)

Active
valley
width (w )
(km)

Rainfall
(myr−1)

Braided case
k = 0.1qw/w
km2 yr−1

B-Meandering
k = 0.4qw/w Teq = L2/k ∼ kyr T Br [-]

Colorado ∼350 110000 4 (Humid) 0.90 B 2.5 49 40 ∼0.8
2 (Arid) 0.20 BM 4.4 16.5 ∼2.5

Flume 0.0062 – 0.000011 – 12h (observation) 10 ∼1
40 ∼4

Table 2. Estimation of sediment budget of the Colorado River for various time periods based on published stratigraphic
data (Blum, 1990; Blum & Valastro, 1994; Blum & Price, 1998; Anderson et al., 1996; Van Heijst et al., 2001).

Age
(kyrBP)

River valley
km3 (qs kyr−1)

River–delta plain
km3 (qs kyr−1)

Shelf
km3 (qs kyr−1) Sea level Climate

40–23 Erosion Erosion 21 (1.24) Falling (∼stage 3 FFST)

23–14 ELA ELA 77.5 (6.74) Lowstand (∼stage 2 LST) Humid
4 × 175 × 0.010 4 × 85 × 0.010
7 (0.77) 3.4 (0.38)

14–11.5 Erosion Arid
−2 × 175 × 0.020 2 × 85 × 0.010
−7 (−2) 1.7 (0.5)

11.5–9.5 CBA 1 CBA 1 6.3 (3.15) Rising (∼stage 1 TR 1) Semi-arid
2 × 175 × 0.010 2 × 85 × 0.010
3.5 (0.54) 1.7 (0.26)

9.5–5 4.5 (1) Rising (∼stage 1 TR 2)

5–2.5 Erosion ∼2 (0.8) (0) Rising (∼stage 1 TR 3) Arid
1 × 175 × 0.012
−2.1 (0.84)

2.5–1 CBA 2 ∼2 (1.33) Humid
1 × 175 × 0.014
2.5 (1.67)

ELA, Eagle Lake Alloformation.

data from Tables 1 and 2 the best estimate of the
basin-response factor of the Colorado River system
is between 0.8 and 2.5.
The stratigraphic style of the Colorado system is

intermediate between experiments C andD (Figs 5,
7 and 8). The falling stage and lowstand deposits in
the fluvial valley have been poorly preserved. The
transgressive deposits have been partly preserved.
The sequence boundary of the Colorado system
can be found up to the catchment area and under-
lies the Eagle Lake Alloformation (downcutting
phase 45–25 kyr BP) with a strongly diachronous
development (Fig. 8). Note that in the longitu-
dinal profile of the Colorado River (Fig. 8) the
terrace heights are included. These terrace levels

converge close to the modern coastline, showing
the decrease of the gradient of the river valley
during sea-level rise. In our model this reduction
of the gradient in the river valley also occurred,
but since no terraces have been preserved, no
remnants are present in the stratigraphy of our
experiments (Fig. 5).
The reconstructed flux of the ColoradoRiver sys-

tem can now be compared with the template of
Fig. 7, where we plotted the system for the max-
imum basin-response factor of ∼2.5 (Table 1) to
reflect the dry-climate setting. During the latter
periods, the sediment influx from the catchment
area is assumed to be twice the yield of the river
during highstand and early sea-level fall (Fig. 9),
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Colorado River Experiment
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Fig. 9. (A) Flux diagram of session 640, where the discharge was temporarily increased coinciding with the lowstand of the
Colorado system. The result is an important flux increase that compares well with the reconstructed flux of the Colorado
system. (B) Determination of time-averaged flux from Balcones Escarpment to shelf edge (based on Blum & Valastro, 1994;
Blum & Price, 1998; Van Heijst et al., 2001; Anderson et al., 2004; climate data from Toomey et al., 1993). See text for
further explanation.

so keeping the dimensionless value of valley flux
similar to what we generally find in our models
(∼50%). To develop a stratigraphic style inter-
mediate between profiles C and D (Fig. 5), the
expected flux triggered by the fall and lowstand
should be about 50–100% above its highstand and
early-fall value as is outlined by the template of
Fig. 7. However, the Colorado system shows a
much higher increase. The extra sediment influx
must have come from another forcing mechanism,
probably climate changing to more humid condi-
tions. Tectonics are likely to be unimportant at
these relatively short timescales. On the basis of
independent evidence such climate forcing was
indeed suggested by Toomey et al. (1993). An extra
experiment was done to simulate the increased
discharge during stage 2. This shows amuch better
match with the real-world data (Fig. 9B).

CONCLUSIONS

Various simple equations for sediment transport
over geologically relevant timescales are used by
numerical modellers. Many of these depend on

slope gradient and on discharge multiplied by
a coefficient. None of these equations has been
rigorously tested by physical experiment or on
the basis of real-world data. Future experimen-
tal work in landscape modelling should focus on
establishing the best functional relationship for
long-term sediment transport in the model, and
to test this with real-world examples. Here, a
bridge must be built between the classic engi-
neering approach for establishing the physics of
sediment transport, valid for short timescales, and
the geology approach, where a need exists for
time-averaged sediment transport equations that
are relevant for stratigraphical and geological prob-
lems (focusing on preservation of sediment instead
of the transport itself). The diffusion approach is
promising, certainly for base-level-induced degra-
dation of landscapes (see Postma et al., 2008).
However, it has not yet been established if the
same equation can predict the behaviour resulting
from high-frequency climate variability within a
fluvial–deltaic system.
Any time-averaged transport equation will open

up scaling strategies for modelling landscape
evolution on geological timescales in flumes, as
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shown in this paper, by adopting the diffusion
equation. An obvious outstanding problem is to
verify the value of the equation for real-world pro-
totypes. Values for landscape degradation are for
short timescales only (cf. Begin, 1988), while val-
ues for sediment transfer over long timescales,
caused for instance by climate change, are lack-
ing. Hence, insufficient data are available to
verify relaxation (response) times of real-world
systems (see further discussion by Castelltort &
Van den Driessche, 2003) and to establish reliable
basin-response factors.
The gradient of a natural system depends on the

discharge per unitwidth, sediment input and grain
size. Both discharge and grain size are included
in the diffusion coefficient, the latter in the form
of the drag coefficient. Low discharge and large
grains will decrease k (see equation 3), which
will increase q/k and the rivers equilibrium gra-
dient. The amount of preservation in the river
valley depends on the supply rate that causes
progradation of the delta system and thus aggra-
dation in the fluvial system as well. Defining
stratigraphic styles, which are easily established
from both model and prototype and reflect the
transport efficiency of the system, eliminates the
need for a direct functional relationship between
the transport efficiency of the model and that of
the prototype.
The amount of sea-level-induced sediment

transport can be estimated if the rough dimensions
of the entire source–sink system and the ampli-
tude and frequency of sea-level change are known.
It means that the contribution of climate change
to sediment transport and stratigraphy can be
roughly estimated if a well-dated stratigraphy of
thewhole system is available. Thus, there is a great
need for well-integrated source-to-sink databases
that include changes in slope gradients of river
systems and isopach maps of a resolution of the
order of 1000s years. The Colorado system is, in
our opinion, one of the best existing examples.
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ABSTRACT

Changing conditions during Quaternary glacial and interglacial stages have had a great
influence on the location and amount of sedimentation, and on the grain size of
deposits. In this modelling study, the volume and grain-size distribution in passive con-
tinental margin strata are investigated. A principal aspect of the basin-scale grain-size
sorting process is the formation of a subaerial erosional unconformity. During forced
regression, deltaic coarsening-up sequences are deposited on the shelf. The relatively
coarse-grained topsets of these successions have a lower preservation potential than the
finer prodelta deposits. Therefore, erosion on the exposed shelf results in enrichment
of river-transported sediments with coarse material during sea-level lowstand. Thus,
shelfal strata are depleted of coarse material, increasing the coarse content of deposits
on the upper continental slope. In contrast, in the absence of an erosional unconformity,
the composition of sediments on the shelf is relatively coarse. The extent to which sed-
iment within a stratigraphic column has been separated into coarse strata, as opposed
to mixed compositions, is expressed as a ‘differentiation ratio’. Interconnectedness of
coarse-grained sediment bodies in the stratigraphy of the continental shelf and slope
is closely related to the palaeogeographical evolution, and is consequently a highly
variable property.

Keywords Forward modelling, passive continental margins, glacial–interglacial
cycles, stratigraphy, grain-size distribution, interconnectedness.

INTRODUCTION

In the stratigraphy of clastic sedimentary rocks,
grain size is without a doubt the most prominent
characteristic. However, in stratigraphic mod-
elling it has proved to be a very elusive component.

Sediment grain size is an important aspect in
facies classification. Sediments reflect the condi-
tions of their origin and thus are often accorded
an environmental significance. A facies model
associates lithology and sedimentary structures,
amongst others, with transporting agents and
consequent depositional and erosional processes.
However, since an unknown portion of the sup-
plied sediment is passed on, it is unclear how the
grain-size distribution of the deposited material
relates to the composition of the original sediment.
Dispersal not only depends on process intensity

but also on sediment calibre and availability. Fur-
thermore, facies models are mostly qualitative
in nature and controlling conditions are poorly
constrained. The process activity that leads to sed-
iment sorting is therefore rather intangible for a
stratigraphic basin modeller.

In spite of the complexity of the problem, vari-
ous models have been developed that incorporate
dynamic grain transport in one way or another:
hydraulic approach (e.g. Bitzer & Harbaugh, 1987;
Tetzlaff & Harbaugh, 1989; Syvitski & Hutton,
2001) and rule-based approach (e.g. Angevine
et al., 1990; Rivenæs, 1992; Granjeon & Joseph,
1999). Much is to be gained by understand-
ing the development of the petrologic charac-
teristics of sedimentary units. For instance, the
location and the architecture of coarse-grained
bodies are important constituents in determin-
ing the reservoir potential for hydrocarbons and
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aquifers. Furthermore, such modelling studies
will advance the extension of the sequence strati-
graphic concept with sediment calibre.

Here, a three-dimensional numerical model is
used to examine the grain-size distribution of sed-
iments on a passive continental margin under
Quaternary glacio-eustatic conditions. The occur-
rence of coarse-grained units on continental shelf
and slope and their interconnectedness are investi-
gated for several scenarios of boundary conditions.

METHOD

The following is a brief description of the concep-
tual model. The equations used are outlined in
Appendix A. For a more comprehensive explana-
tion of the model scheme, see Meijer (2002a).

The model used in this study is a cellular repre-
sentation of a landscape and subsurface in which
the relations between adjacent grid cells are laid
down in a number of rules of sediment transport,
distribution and grain-size sorting. The set of rules
constitutes a three-dimensional process–response
system prompted by boundary conditions (e.g. sea
level, subsidence), which is capable of complex
behaviour (Meijer, 2002a). Elevation changes in
grid cells are evaluated in order of their altitude,
starting with the highest. The elevation change
due to sediment transport is derived by balancing
deposition (or erosion) and sediment outflux on
the basis of the ‘resulting’ gradient (Fig. 1a). The
amount of sediment (if available) that is deposited
is such that a gradient will arise that is exactly com-
petent to transport any remaining (i.e., bypassing)
sediment downslope. Similarly, erosion produces
a gradient that is exactly capable of transporting
the amount of influxed plus denudated sediment
downslope. Sediment outflux to all (up to eight)
downward grid cells is determined concurrently.
However, these gradients may subsequently be
altered in response to elevation changes that can
occur in downslope grid cells. They may be fur-
ther modified by tectonic movements (and other
processes not included in the model used here,
such as sediment compaction and isostasy). Short-
range, diffusive transport is related to gradient,
whereas long-range, stream transport is governed
by the degree of undercapacity or overcapacity
of the river related to water discharge as well as
slope. Transport parameters depend on the depo-
sitional environment related to bathymetry called
‘terrestrial’, ‘coastal’, ‘marine’ and ‘deep marine’
(Table 1). River sediment and water discharge

influx

initial
gradient

Erosion

Erosion

outflux

‘resulting’
gradient

influx

initial
gradient

Deposition

Deposition

outflux

‘resulting’
gradient

(b)   Perfect sorting

(a)   General

(i)

(ii)

Fine material

Coarse material

Fig. 1. A schematic diagram of a portion of the model
grid explaining the fundamentals of the model. (a) Gen-
eral sediment transport algorithm. (b) The perfect sorting
sediment transport algorithm. Two situations are possible:
(i) the influx of coarse material is less than the amount of
deposition – the deposited layer contains material of both
grain-size classes; (ii) the influx of coarse material equals or
exceeds the amount of deposition – the layer contains only
material of the coarse grain-size class.

enter the model landscape at an inlet grid cell,
mimicking the outflow of a drainage basin (Fig. 2a).
Rainwater is distributed evenly over the entire
landscape. To minimize edge effects, the grid
boundaries perpendicular to the basin axis are
joined. Certain processes, such as waves, tides and
turbidity currents, are not included in the model
but are briefly touched upon in the discussion.

Modelling grain-size sorting

Whereas the general model treats sediment size as
constant, real-world processes sort fine and coarse
materials, leading to deposits that may be domi-
nantly coarse textured (gravel, sand) or fine (clay).
Because the distribution of coarse and fine strati-
graphic units is important for predicting storage of
water or hydrocarbons, it is interesting to include
grain-size sorting in the model.

Most modelling approaches proceed by repre-
senting a grain-size distribution by a finite number
of classes rather than by a continuous population.
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Table 1. Values of parameters applied in the model runs. See Appendix A and Meijer (2002a) for an explanation of the
parameters and the accompanying equations.

Value

Imperfect sorting

Parameter Symbol Environment General
Perfect
sorting

Fine
fraction

Coarse
fraction Unit

Diffusive transport power U 1.0 –
Diffusive transport coefficient KD Terrestrial 0.30 0.24 0.06 km3 kyr−1

Coastal 0.40 0.32 0.08 km3 kyr−1

Marine 0.40 0.32 0.08 km3 kyr−1

Deep marine 0.32 0.26 0.06 km3 kyr−1

Threshold slope S∗
thr Terrestrial 0.0005 0.0005 0.0005 –

Coastal 0.0040 0.0030 0.0050 –
Marine 0.0200 0.0200 0.0250 –
Deep marine 0.0200 0.0200 0.0250 –

Transition depth with respect to
sea level

Terrestrial – coastal 0 m

Coastal – marine 25 m
Marine – deep marine 100 m

Discharge distribution threshold k Terrestrial 0.75 –
Non-terrestrial 0.00 –

Stream transport power V 1.0 –
Stream transport power W 1.0 –
Discharge threshold Qthr 2.0 × 108 m3 yr−1

Stream transport coefficient KS 0.40 0.36 0.04 –
Stream attenuation constant LS At overcapacity 10 20 5 –

At undercapacity 50 50 50 –
Incision criterion power υ 1.00 –
Incision criterion power ω 0.25 –
Incision threshold Pthr 0.224 (m3 yr−1)0.25

Grid cell size 2000 m
Timestep 10 yr
White-noise range 0.05 m

Such subdivision enables conservation of mass
of each class. The divisions may correspond to
classes of the grain-size scale (gravel, granule,
sand, silt and clay) or are left unresolved.

There are two prevalent process-based sorting
algorithms (Den Bezemer et al., 2000): ‘perfect’
and ‘imperfect’ sorting. Perfect sorting is a more
elementary representation of sorting processes
than imperfect sorting. However, the perfect sort-
ing algorithm is considerably less time-consuming
and the resulting large-scale stratigraphies gen-
erated with both approaches have comparable
distribution patterns (Meijer, 2002b). Since the
requirement of the model is to be able to recognize
diagnostic first-order trends, perfect sorting was
considered to be adequate for our present purposes
and has been used for the model experiments in
this paper.

The perfect sorting algorithm (Angevine et al.,
1990; Paola et al., 1992) breaks sediment down

into a coarse and a fine class, although it can
be extended to more than two classes. The rela-
tive abundance of the two classes is expressed as
the ‘grain-size fraction’ (with zero signifying solely
fine material and unity only coarse). The underly-
ing assumption of perfect sorting is that the coarser
class takes precedence over the finer one at sedi-
mentation (Fig. 1b). When the situation requires
sediment entering the grid cell to be deposited,
the perfect sorting algorithm will first draw upon
the supplied coarse-grained portion. Fine sed-
iment will not be deployed until all available
coarse material is exhausted. No such grain-size
preference exists when material is eroded.

Model procedure

For this paper, the standard model setting is a
passive continental margin with a major river
and a wide shelf (a ‘river–shelf system’). The
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Fig. 2. Overview of the model. (a) Model grid set-up. (b) Model variables of the various scenarios. Scenarios 2–5 are variants
of the standard scenario 1. One glacial–interglacial cycle is depicted. Model runs typically cover five cycles.

applied forcing variables, such as high-amplitude
eustatic sea-level change and sediment-supply sig-
nals, are characteristic of late Quaternary glacial–
interglacial cycles, each spanning 100 kyr. Every
model run completes five of such cycles. Various
scenarios of allogenic forcing have been examined
(Fig. 2b). For the benefit of statistical analysis, each
model scenario was run 50 times, each time with a
different white-noise pattern superimposed on the
initial topographic surface. This enables results of
different scenarios to be compared (Meijer, 2002a).

Values of model parameters are listed in Table 1.
In the interest of data reduction, new strata are
compiled by joining a number of layers (each
spanning one model time step) in a column and
taking the weighted average of their properties.
These compiled strata are used for calculations
on stratigraphy and are depicted in the strati-
graphic sections. For the benefit of explanation,
the terms inner and outer shelf are used as geo-
graphical designations related to the interglacial
(highstand) situation, rather than physiographical
definitions. Furthermore, in this paper, deposi-
tional environments correspond to bathymetric
zones (Table 1).

The objective of this study is not to replicate
any specific geological history, but instead, the
experiments explore model solution space and
the system’s sensitivity in order to draw general

conclusions for a set of geologically realistic
conditions.

RESULTS AND DISCUSSION

In order to evaluate the effects of grain-size sorting
on the development of passive continental mar-
gins, the model results are considered in terms of
sediment distribution, grain-size distribution, and
stratigraphic architecture for a standard scenario.
In addition, the effects of different boundary con-
ditions are examined using various scenarios with
sea-level change, increased precipitation, and
increased sediment supply during glacial periods.

Sediment distribution

The standard model scenario was applied to
the passive margin system in order to examine
patterns emerging in the stratigraphy. The dia-
grams in Fig. 3 outline the chronostratigraphy cre-
ated after five glacial–interglacial cycles. The total
sediment volume in the system between consec-
utive 1 kyr spaced isochrons (i.e., strata between
particular age limits) is summarized in Fig. 4a.
A volume of sediment of 2 km3 enters the system
every 1 kyr. Whenever in the stratigraphy there
is less than this amount preserved, net erosion
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Fig. 3. Chronostratigraphy displaying sediment properties of strata of a given age, at a given longitudinal distance. Average
of 50 similar model runs implementing the standard scenario: hs, highstand; ls, lowstand; c.s., condensed section. (a) Total
volume of sediment. (b) Mean grain-size fraction (relative abundance of the coarse grain-size class) of the sediment.

has occurred. Any volume exceeding this value
represents remobilized material from earlier strata
or from the initial substratum. It is evident that
deposits from roughly the first half of the cycle
have a lower preservation potential than those
from the second half (Fig. 4a).

A detailed description of the river–shelf system
development during a Quaternary glacio-eustatic
cycle emphasizing the landscape and drainage
evolution is presented in Meijer (2002a). Here,
the stratigraphic characteristics are emphasized
and the stages of deposition are sketched only
briefly, starting at sea-level highstand. In Fig. 4b,
highstand-delta aggradational and progradational
units reveal themselves in the considerable vol-
ume of terrestrial sediments from the earliest
phase (∼20 kyr) of every new cycle. Gradually,
normal regression turned into forced regression
(Posamentier et al., 1992). Terrestrial deposits
from this time dwindle because aggradation
diminished under the influence of falling base-
level and sediment was removed during subse-
quent subaerial erosion. Instability along the shelf
edge induced by basin subsidence and sea-level
fall resulted in marine redeposition (Posamentier
& Allen, 1993). Later, about halfway through the
cycle, sediments were no longer laid down on
the gentle shelf that supports a wide prodelta. On
the relatively steep continental slope there was
less room for shallow deposits, and they were

more readily eroded. This led to a decline in
coastal deposition (Fig. 4b). River sediment was
subsequently supplied directly to deeper water,
bypassing the shelf.

At that time, formation of an unconformity had
already begun. The few terrestrial deposits that
date back from falling sea-level stage originated
primarily from the degradation of topography on
the exposed shelf (i.e., delta lobes). Note that the
volume of these sediments (Fig. 3a) corresponds to
a mean thickness of less than 5×10−3 m or a mean
deposition rate of 5 × 10−6 m yr−1. At such low
deposition rates, processes such as aeolean trans-
port, bioturbation, soil formation and vegetation
growth are likely to play an important role locally
(Galloway, 1989). Erosion concentrated mainly
around incising rivers of the main, hinterland-fed
and the secondary drainage systems. The inner
shelf in particular was subject to erosion since it
was exposed longer and because the higher gradi-
ent of the shelf with respect to the transfer valley
promoted incision (e.g. Miall, 1991; Posamentier
et al., 1992; Schumm, 1993; Wescott, 1993).

As the incising river system eventually neared
equilibrium, supply decreased. Shortly before
eustatic lowstand, relative sea level started to
rise owing to subsidence, resulting in transgres-
sion and a depocentre shift from deep, upper
continental slope waters to the outer shelf. The
low preservation potential of (shallow) shelf-edge



ANFMS: “ANFMS_C009” — 2008/8/29 — 16:13 — PAGE 212 — #6

212 X.D. Meijer

10
0

80
60

40
20

0

0100200300400500

ls ls ls ls ls
hs hs hs hs

Ti
m

e 
sp

ac
e 

pe
rc

en
ta

ge
 (

%
)

(d)

erosionnon-depositiondeposition

lsls lsls lsls lsls lsls

hshs hshs hshs
deep

ls ls ls ls ls

hshshs hs hs hs10
0

80
60

40
20

0

0100200300400500

V
ol

um
e 

pe
rc

en
ta

ge
 (

%
)

(c)

marinemarinecoastalterrestrial

5

4

3

2

1

0
0100200300400500

ls ls ls ls ls
hs hs hs hs

(b)

deep
marine

marinecoastalterrestrial

5

4

3

2

1

0
0100200300400500

ls ls ls ls ls
hs hs hs hs

V
ol

um
e 

(k
m

3 )

Age of strata (kyr)

(a)

mean
2 confidence interval

V
ol

um
e 

(k
m

3 )

Age of strata (kyr)

Age of strata (kyr)

Age of strata (kyr)

Fig. 4. Sediment properties as a function of stratal age. Average of 50 similar model runs implementing the standard
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deposits manifests itself in a depression in strati-
graphic volume around lowstand (Fig. 4a and
b). Back-filling of fluvial valleys accompanied by
coastal onlap explains the large amount of ter-
restrial and coastal sediments dating from the
period of sea-level rise. At the same time, the
submerged shelf-edge deltas acted as a source for
deposits on the upper continental slope. Degrada-
tion of the shelf edge continued throughout the
cycle in the model (Fig. 4a) (Vanney & Stanley,
1983). However, the volume of these deep marine
deposits, consisting entirely of remobilized sed-
iment, is relatively low (cf. Fig. 4b and c). As
sea-level rise decelerated, a coastal prism (Talling,
1998) was built up on the inner shelf and in the
drainage basin outlet. Fluvial onlap proceeded
into the transfer valley where deposits have a high
chance of being removed in subsequent cycles.

The distribution of the total stratigraphic vol-
ume over the depositional environments (Fig. 4c)
reflects the dichotomy typical of Quaternary pas-
sive margins: highstand depositional systems on

the inner shelf where terrestrial/coastal deposits
dominate, alternate both temporally and later-
ally with lowstand upper-slope depocentres with
mainly marine sediments. If we envisage the
stratigraphic record as a three-dimensional
Wheeler-diagram (with units ‘time–space’), it
can be broken down into the categories: pre-
served deposition, hiatus owing to non-deposition
and hiatus owing to erosion (Fig. 4d). Preserved
strata do not occupy more than a fifth of the
chronostratigraphic record; the decrease with age
indicates the role of remobilization of sediment
during subsequent cycles. The bulk is taken up by
non-deposition, corresponding to the formation of
condensed sections in the real world, and hiatuses
owing to unconformity formation and degradation
of the shelf edge.

Grain-size distribution

The grain-size evolution through the stratigraphy
fluctuates around the composition of 10% coarse
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sediment (i.e., a grain-size fraction of 0.10) that
enters the system (cf. Burgess & Hovius, 1998)
(Fig. 5a). During the first half of each cycle,
deposits are finer than average owing to erosion of
coarse topsets of highstand and forced-regressive
units. These intervals are followed by periods with
strata that are coarser than average owing to the
supply of sediment enriched with coarse material
to the ocean basin where preservation potential is
higher. The trend is similar to that of volume (cf.
Fig. 4a) because the stratigraphic properties grain
size and preservation potential are correlated. For
instance, since deltaic sequences tend to coarsen
upwards, coarse sediments are more likely to
be removed upon erosion. Therefore, differential
preservation during large sea-level oscillations in a
situation with practically decoupled depositional
systems on shelf and slope is the main mechanism
for basin-scale grain-size sorting.

In Fig. 5b, the grain-size fraction is depicted per
depositional environment. At the start of every
glacial cycle the mean grain size of preserved ter-
restrial sediments is relatively fine. This value is
dictated by the few hillslope sediments (Fig. 3a
and b), because concurrent highstand (and preced-
ing transgressive) coarse material in the transfer
valley was largely flushed out by river incisions
during subsequent falling stage and lowstand. In
reality, terrace formation could preserve some
of the latter deposits (Blum & Price, 1998); that
process, however, is below the resolution of the
model. Aggradational and progradational paralic
successions on the shelf were responsible for high
terrestrial grain-size values at times of falling sea-
level. Coarse deposits found in deep water envi-
ronments dating back from the same periods are
due to instabilities on the upper continental slope,
that is, the initial substratum and the front of
drowned shelf-edge deltas.

From halfway through to the cycle, the river
system delivered directly to the shelf edge. Fine
river-plume sediment preceded deposits of the
advancing coastline. The river load then became
enriched with coarse material originating from
shelf erosion (Posamentier & Allen, 1993). Most
of the coarse fraction in the supplied sediment
has been incorporated in coastal and marine
deposits; mainly fines went through to deeper
water. Although coarse sediment was delivered
to the basin edge during lowstand-delta con-
struction, it is striking that in the model, trans-
port of relatively coarse material further into the
basin occurred during periods of falling sea-level
(Fig. 3b).
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Average of 50 similar model runs implementing the stan-
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As relative sea level began to rise, the proximal
parts of the shelf-edge deltas were covered with
relatively fine-grained transgressive strata. Trans-
gressive fill of incised river valleys trapped almost
all available coarse material from the hinterland
(Posamentier & Allen, 1993) (Fig. 5c). ‘Estuarine’
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deposits are fine, overlaying the coarse fills at
the base of the valley. The transition from coarse
to fine fluvial deposition was upstream from the
delta plain during early highstand, leaving the
delta starved of coarse material until late high-
stand. This would be similar to many Holocene
coasts and estuaries that were withheld by coarse
sediment from a fluvial source.

Figure 7a recapitulates the stratigraphy by plot-
ting mean grain size of the five cycles against
distance along the river–shelf system. The high
values on the most landward part of the profile
reflect highstand-delta topsets, mostly originating
from the late sea-level highstand. Directly bas-
inward of this, fine sediments of the highstand
prodelta occur, which were rapidly crossed and
bypassed after the transition from normal to forced
regression. On the shelf, substrate cannibalization
has resulted in a mean grain size below the hin-
terland supply value, increasing basinward (Posa-
mentier & Morris, 2000). Deltaic sorting-processes
have created coarsening-up sequences during sea-
level fall, and subsequent unconformity forma-
tion has removed their top. Shelf-edge deltas are
responsible for the coarse composition beyond
the shelf break. There is a second, smaller peak
(Fig. 6a) where slope-dependent flows, as opposed
to more proximal river-plume transported sedi-
ments, are deposited. In reality, these deposits can
also be transported to greater depths, for instance
by turbidite systems depending on the ratio of
coarse to fine material (Posamentier & Allen,
1993).

Although the increase of sediment flux and
sand-to-mud ratio during forced regression has
been recognized (Posamentier & Morris, 2000),
some researchers (e.g. Galloway, 1989; Burgess
& Hovius, 1998; Blum & Törnqvist, 2000) argue
that delivery of sediment to the shelf edge at times
of sea-level lowstand is not altered significantly
relative to hinterland yield in terms of volume
and grain size. However, a river can adjust to
changing base level in ways other than incision
by adapting its channel characteristics (Schumm,
1993; Wescott, 1993; Leeder & Stewart, 1996).
Widespread incision into the exposed shelf does
not occur during a large part of sea-level fall (Van
Heijst & Postma, 2001; Meijer, 2002a). Therefore,
the generated additional supply will be a surge
during a limited period of the interglacial–glacial
cycle, rather than a sustained, gradual one, and the
consequences of valley formation for the grain-size
distribution and stratigraphic architecture can still
be substantial.
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Stratigraphic architecture

Meijer (2002a) demonstrated that the landscape
evolution of river–shelf systems is sensitive to
initial conditions. Seemingly insignificant ran-
dom noise on the initial morphology leads to a
great variation in development. Similarly, the spa-
tial distribution of stratigraphic characteristics can
vary considerably under identical forcing condi-
tions owing to non-linear behaviour. For instance,
both stratigraphies depicted in Fig. 7 have devel-
oped under exactly the same standard scenario,
but with different distributions of white noise
superimposed on the initial topography. Even
though the details of the stratigraphic architec-
ture in the individual model runs deviate, the
stratigraphies exhibit comparable coarse-calibre
features. The most prominent are the voluminous
delta-front deposits located on the upper conti-
nental slope. Secondly, the shelf is criss-crossed
with elongate bodies at the base of incised valleys
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deposited during transgression and covered by
fine material, which makes them potential hydro-
carbon reservoirs (Posamentier & James, 1993).
Finally, coarse sediments derived from the degra-
dation of shelf-edge deltas occur, enveloped in fine
material, at relatively great depths.

An aggregate of connected sequences in a
model stratigraphy with grain-size fraction ≥0.95
(i.e., coarse-grained blocks in adjacent grid
columns that share part of a side or an edge)

is defined here as a ‘coarse body’. The criterion
threshold is set rather high, since the perfect sort-
ing algorithm is predisposed to unmixing, and
thus to the formation of coarse bodies. These
coarse bodies can be determined in two different
ways. The first method is to define them solely
based on lithostratigraphy, whereas the second
is more restrictive as it also takes chronostratig-
raphy into account: coarse-sediment successions
that are spatially connected but are separated by
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a hiatus, either erosional or non-depositional, are
considered to be separate units. The presence of
coarse bodies is an indication of potential resource
reservoirs.

The ratio of the thickness of coarse bodies and
the total sediment thickness divided by the mean
grain size is a measure of separation of the two
grain-size classes. This ‘differentiation ratio’ is
plotted in Fig. 6b as a function of longitudinal dis-
tance. On the inner shelf, for example, roughly
60% of the total amount of coarse grains is part of
a coarse body. In contrast, outer shelf successions
are less differentiated owing to the relative scarcity
of aggradational deposits, both at the time of depo-
sition owing to the rapidly retreating coastline,
and after preservation. Prolonged dumping of river
sediment on the continental slope during lowstand
led to oversteepening of the delta front (Coleman
et al., 1983), and thus to a greater influence of mass
transport relative to river-plume transport. Conse-
quently, deposits exhibit a greater range of blends
of coarse and fine grains (Fig. 7), resulting in a low
differentiation ratio despite a high mean grain-size
value. More distal sediments become more dif-
ferentiated owing to continuous sorting that took
place under less turbulent circumstances when the
depocentre was removed from the shelf edge. The
variation, however, is great (Fig. 6b).

The probability of finding coarse bodies in the
stratigraphy of a given volume and average thick-
ness based on 50 model runs is plotted in Fig. 8.
Figure 8a considers aggregates of strictly geneti-
cally related strata. Most of these bodies are small.
Exceptions are the bases of major incised-valley
fills, large clusters of coarse material on the con-
tinental slope, and sheet-like highstand deposits.
However, the coarse valley fills and the shelf-edge
bodies can connect with each other in various
combinations, resulting in a wide band of pos-
sible connected coarse bodies (Fig. 8b). The fills
of cross-shelf river belts are usually joined at or
near the transfer-valley outlet to form large bod-
ies dipping basinward. Although their winding
paths often intersect in map-view on the shelf
(Fig. 7), incisions during successive glacial cycles
do not reach the same depth owing to subsi-
dence and sediment accumulation, and valley
fills rarely connect there (Talling, 1998). In real-
ity, shelfal deposits, including transgressive valley
fills, may be removed partially or entirely, or
reworked into coarse-grained sheets, depending
on the effectiveness of wave or tidal ravinement
during sea-level rise (Zaitlin et al., 1994). On the
other hand, the coarse bodies in the model occur at
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the base of incised valleys, which have a relatively
high preservation potential. Similarly, when sub-
aerial accommodation is reduced, for instance
during highstand, fluvial deposits are prone to
floodplain reworking (Wright & Marriott, 1993).
These effects may significantly alter the inter-
connectedness on the shelf. The large shelf-edge
bodies are blanketed with early transgressive sed-
iment (with a low preservation potential) and,
more importantly, they may have been covered
by prodelta fines of subsequent cycles (see also
Fig. 3b). Whether these bodies are connected with
each other or to transgressive bodies is highly
variable. That makes the interconnectedness of
individual passive margin coarse bodies extremely
unpredictable, but statistically fair prediction
may be possible.
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Other scenarios

Scenario with sea-level change including
subcycles

The first variant of the standard scenario (Fig. 2b)
is one with five additional sea-level ‘subcycles’ to
each glacial–interglacial cycle. These higher order
oscillations are clearly expressed in the record of
preserved volume and grain-size fraction (Fig. 9a
and b). Similar to the case of a single cycle, sub-
lowstand sediments have a greater preservation
potential than sub-highstand strata, and transgres-
sive valley fills that are particularly vulnerable
during the subsequent sea-level falls. However,
sub-lowstand deposits on the shelf, in contrast to
the upper continental slope, are in reality likely
to be reworked by waves during transgression,
promoting the formation of coarse bodies. Note
that, because of this differential preservation of
deposits from periods within the subcycles, there
are more ‘subsequences’ in the volume record
than there are sea-level forced subcycles. In the

standard scenario, relative sea-level change was
stagnant before lowstand, allowing the river sys-
tem to achieve a near-equilibrium profile, and
resulting in early transgressive strata with low
preservation potential on the shelf edge. However,
with the subcycles superimposed, major river inci-
sion, that had been temporarily interrupted dur-
ing the preceding sub-highstand, was still going
on at ultimate lowstand under the influence of
the much higher rate of sea-level fall. Moreover,
knickpoint migration continued upstream during
the rapid relative sea-level rise that immediately
followed. Consequently, deposition on the conti-
nental slope occurred later than in the standard
scenario. Since the coastline resided on the shelf
for a longer period of time, more sediment as
well as more coarse material remained on the
shelf (Fig. 9c and d). Coarse, sheet-like bodies
deposited during subcycle transgression and high-
stand are found there (Fig. 10). The succession
of relative sea-level rises and falls resulted in
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different levels of incision on the shelf (cf. Thomas
& Anderson, 1994) and in a stepped topography on
the exposed shelf (cf. Posamentier & Morris, 2000),
although large-scale delta lobe switching leads to
very similar configurations (Meijer, 2002a).

Scenario with lower amplitude sea-level change

The second variation on the standard scenario has
a lower amplitude of eustatic sea-level change:
40 m instead of 60 m (Fig. 2b). Initially, sea
level remained above the level of the shelf break
throughout the cycle. Many river belts distributed
sediment over the shelf. Avulsions were frequent,
but their number decreased as sea-level fall pro-
gressed. Regressive delta build-up resulted in
numerous thin sheets of coarse-grained bodies
(Fig. 10). Incisions away from the shelf edge only
occurred very locally in convex topographic fea-
tures and were never deeper than roughly 2 m.
Several hinterland-fed river sources supplied sed-
iment to the shelf edge, approximating a line
source. During transgression, there was no flu-
vial onlap, except near the river mouth. Marine
onlap occurred by widespread coastal deposits,
rather than in the form of valley fills as in the
standard scenario. However, by filling much of
the accommodation space on the shelf, the sedi-
mentary system evolved toward a situation where
the level of the shelf break matched the sea-level
lowpoint. Major erosion was initially restricted
to the rim of the shelf. In the last two to three
cycles, incision increasingly took place over the
entire shelf and eventually as far back as halfway
into the transfer valley. Excavation limited itself to
recent falling stage deposits, playing a relatively
small role in the formation of an unconformity.
Nevertheless, the pattern of preserved sediment
in the stratigraphy becomes more similar to the
standard scenario in the latest cycles (Fig. 9a). In
the present scenario there is ∼ 30% less hiatuses
owing to erosion in the final stratigraphy after five
glacial cycles than in the standard scenario, where
sea level fell well below the shelf break. Further-
more, as a consequence of the reduced role of
erosion, there is less separation of the grain-size
classes (Fig. 9b). This emphasizes the significance
of differential preservation as a mechanism for
basin-scale grain-size sorting in the development
of passive margin stratigraphy.

Scenario with increased precipitation

The third alternative scenario differs from the
standard one by having a wetter climate on the

continental margin. The exposed shelf has a con-
siderable surface area that also acts as a drainage
basin. However, because of the relatively perme-
able shelf subsurface and low gradients, in the
real world groundwater-flow plays an important
role in the water cycle, as well as vegetation.
Therefore, the model precipitation value must
be considered the effective amount of surface
water. Moreover, in the model, the contribution
of rainwater to the main hinterland-fed river sys-
tem is limited, as these rivers tend to build a
(weakly) convex delta-topography around them
during regression, thereby directing local rainwa-
ter flow largely away (Schumm, 1993). Unless
fault structures (Coleman et al., 1983) or exposed
submarine canyons create large-scale topographic
depressions, or basin physiography forces rivers to
join (e.g. southern North Sea, Adriatic; Mulder &
Syvitski, 1996), accumulated rainwater is in real-
ity likely to form a separate, secondary drainage
system or is added to sediment-poor streams from
small, proximal basins (Schumm, 1993). Chan-
nel belts that were abandoned when a competing
river branch captured the water discharge at the
transfer-valley outlet (i.e., when drainage connec-
tion was established; Meijer, 2002a) remained
active as ‘overfitted valleys’ for the little runoff
they received. Because of lower discharge, inci-
sions of the rain-fed drainage system occurred
primarily on the outer shelf and shallowed land-
ward. As a source of sediment, they were relatively
unimportant. However, they greatly influenced
the formation of unconformities.

Scenario with increased supply during glacials

The effect of climate change in the hinterland
on water discharge and sediment yield from the
drainage basin during transitions between glacial
and interglacial periods is still unclear (Leeder,
1997; Leeder et al., 1998; Goodbred & Kuehl,
2000). Even when a shift from one climate regime
to another is identified, chaotic behaviour pre-
cludes inference of the supply development. Mod-
ified by local vegetation, a cooler and/or wetter
climate can lead to both an increase and a decrease
of supply (e.g. Walling & Webb, 1983; Schumm,
1993; Leeder et al., 1998). Whether the supply sig-
nal changes gradually, abruptly or in pulses, needs
to be determined from the sedimentary record.
Therefore, sediment budgeting of continental mar-
gin stratigraphy is essential for resolving the con-
trol of climate on sediment transport. Pending
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such empirical datasets, water discharge, sedi-
ment load and grain-size fraction in the fourth
model variant scenario are proportional to sea
level and in phase (Fig. 2b). Despite the different
supply patterns, the volume of preserved sediment
in the stratigraphy with respect to the influx value
is similar to that in the standard scenario (Fig. 9a).
However, since in both scenarios the river pro-
file was controlled by sea level, the amount of
cannibalized material was reduced in relation to
the river load. Therefore, it had less influence
on river dynamics and basin-scale grain-size sort-
ing. Moreover, the coarse sediment influx was less
during interglacial times, resulting in inner shelf
sequences with a lower coarse sediment content
(Fig. 9d). Hence, there is relatively less enrich-
ment of coarse sediment on the continental slope
at the expense of falling-stage deposits (Fig. 9b).
Incised river valleys are both deeper and steeper
(Fig. 10). Furthermore, coarse bodies at the base of
valley fills have a decreasing thickness landward,
reducing the chances of connection.

CONCLUDING REMARKS

The model presented here is a conceptual one,
and the applied scenarios are just a selection from
the vast array of natural forcing variables and spa-
tial configurations. To interpret the model results
in a particular setting, local factors have to be
taken into account. Future basin-scale field stud-
ies of passive margins can act as model-prototypes.
This may eventually lead to the development of a
sequence stratigraphic concept of clastic continen-
tal margin systems with grain calibre incorporated
as a parameter, similar to the approach of Orton
and Reading (1993).

A bipartite sedimentary architecture with a
proximal highstand system and a distal low-
stand system coupled by a long-distance regressive
shelfal system is a distinctive feature of many
Quaternary passive continental margins. This dual
character is clearly reflected in the modelled devel-
opment of volume and grain-size distribution in
the stratigraphy. Concentrations of coarse-grained
material are found on the innermost shelf and
beyond the shelf break, with sediments finer than
average in between.

In the model, small-scale grain-size sorting is
controlled by deltaic processes, through the build-
up of coarsening upward sequences during normal
and forced progradation, and by fluvial/estuarine
processes, resulting in onlapping upward-fining

valley fills during sea-level rise and transgres-
sion. However, basin-scale, long-term grain-size
sorting is closely related to the formation of an
unconformity on the exposed shelf and in the
fluvial transfer valley. Coarse paralic strata and
fine-grained prodelta sediments have a different
preservation potential; erosion during lowstand
preferentially affects coarse falling-stage deposits
and subsequently enriches shelf-edge successions
with coarse material. This is the main mechanism
for basin-scale sorting.

In the modelled stratigraphy, large coarse bod-
ies are found on the upper continental slope and
across the shelf at the base of incised river valleys.
The individual coarse river-channel belts are con-
nected within the complex of highstand deltas, but
rarely make contact on the rest of the shelf. Shelf-
edge bodies are nearly completely encapsulated
by fine material delivered during falling sea-level
stage and during early rise, and therefore poorly
or not connected to each other. However, they are
usually connected to the transgressive valley fills
of the same interglacial–glacial cycle.

When relating the model results to real-world
situations, caution must be taken with regard
to the activity of processes not incorporated
into the model that have the ability to mod-
ify the local interconnectedness of coarse-grained
deposits, such as turbidite currents and wave/tidal
ravinement. However, from the model it is evi-
dent that interconnectedness of major coarse bod-
ies is very unpredictable owing to the large
variability of landscape, and thus stratigraphic
development.

APPENDIX A

Here, the outlines of the model are described.
A comprehensive description is given in Meijer
(2002a). The basis of the model is a grid of cells
that constitute a landscape over which volumes of
sediment can be transported under the influence
of flowing water and gradients. Diffusive transport
is a short-range mechanism for interfluvial, delta-
plain, coastal and marine transport processes. This
kind of transport takes place only on grid cells
where a constant ‘threshold discharge’ value Qthr
is not exceeded. The outflux in a particular grid
direction (dir) is proportional to a ‘resulting slope’
S∗

dir to a given power U , provided a certain thresh-
old slope S∗

thr is exceeded (equation 1). For each of
the depositional environments (env) in the system,
ranging from terrestrial to deep sea, a threshold
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slope and a ‘transport-efficiency constant’ KD is
defined.

�OUT
D dir = KD(env) · [(S∗

dir − S∗
thr(env))

×H (S∗
dir − S∗

thr(env))]U (1)

where H is the Heaviside function. The resulting
slope equals the ‘initial slope’ Sdir plus the bal-
ance of influx and total outflux, that is, erosion or
deposition. The total diffusive outflux is:

�OUT
D

= KD(env)·
∑
dir

[(
�IN −�OUT

D

grid cell area
· time step
distancedir

+ Sdir−S∗
thr(env)

)
·H (S∗

dir − S∗
thr(env))

]U
(2)

Stream transport represents long-range transport
by rivers and river-plumes. It applies only to ter-
restrial grid cells where the threshold discharge is
exceeded. In the model, sediment and discharge
are distributed relative to the initial slopes in
the respective grid directions (equation 3). Thus,
it allows for channelization with an opportunity
to avulse and bifurcate the divergent stream net-
works. In view of the size of the grid cells, slopes
should be considered valley gradients rather than
river gradients.

portiondir = Sdir ·H (Sdir − k · Smax)∑
dir {Sdir ·H (Sdir − k · Smax)} (3)

The stream transport algorithm requires an amount
of discharge to be present in the grid cell in order to
be effective. The transport equation is based on the
common formulation of stream power. The stream
in a given grid direction has a ‘carrying capacity’
KS · [Q ·portiondir ·H (Q ·portiondir −Qthr)]W ·S∗ V

dir
where Q is the river water ‘discharge’. The car-
rying capacity entails the sediment load that the
stream is able to carry for the present conditions.
The volume that is eroded or deposited by the river
further depends on the current sediment load and
the ability to change its load LS.

�OUT
S dir = [�IN · portiondir] + {KS · [Q · portiondir

×H (Q · portiondir −Qthr)]W

× S∗ V
dir − [�IN · portiondir]}{LS(capacity)}−1

(4)

The equation of the total stream outflux is:

�OUT
S = �IN − �IN

LS(capacity)
+ KS

LS(capacity)

×
∑
dir

{
[Q ·portiondir ·H (Q×portiondir−Qthr)]W

×
[
�IN −�OUT

S

grid cell area
· time step
distancedir

+ Sdir

]V}
(5a)

In the model an expression is used to prescribe
a geomorphic threshold to initiate erosion. This
formulation implies that a river below incision-
threshold does not incise (equation 5b). On the
other hand, aggradation is allowed in streams
above as well as below threshold.

�OUT
S = �IN if capacity = undercapacity and

×
∑
dir

{[Q · portiondir ·H (Q · portiondir

−Qthr)]ω · Sυdir} < Pthr (5b)

The algorithm for river-plume transport is an
adaptation of that of stream transport, which
takes underwater relief (e.g. estuaries or subma-
rine canyons) into account when distributing the
sediment. Within the plume the carrying capacity
equals zero (i.e., exponential decrease of transport)
and diffusive transport can occur as well.
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continental margins during glacial–interglacial cycles
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ABSTRACT

The preservation potential of sedimentary deposits is a reflection of the probability
that a stratigraphic level will escape reworking. In this paper, the preservation of strata
on passive continental margins during glacial–interglacial cycles is investigated by
means of a three-dimensional, dynamic numerical model. The reworking of sediment
is primarily driven by glacio-eustatic base-level changes, and varies across the shelf.
Local topography and the existing drainage pattern influence the distribution of erosion.
Statistically the coastal wedge (highstand delta), the adjacent inner shelf and the shelf
edge are most vulnerable. The differential preservation, especially of shelf and upper
continental slope deposits, is also manifested in the chronostratigraphy, leading to a
considerable deviation in the volume distribution from the sediment supply signal.
The formation of a subaerial erosional unconformity commences during falling sea
level, continues until early rise, and greatly affects paralic deposits. Various scenarios
of sea-level change, different gradient contrasts between coastal prism and shelf, and
sediment supply and discharge have been investigated.

Keywords Forward modelling, passive continental margins, glacial–interglacial
cycles, stratigraphy, preservation potential.

INTRODUCTION

Much of the geological time represented by
sedimentary successions is taken up by hiatuses.
Reworking and remobilization are basic aspects of
sedimentary processes, and are especially associ-
ated with recurrent events over various timescales.
During the Quaternary, glacial–interglacial sea-
level and climate changes have been important
cyclic driving forces on a relatively long timescale
of 40–100 kyr. Basin margins have been partic-
ularly affected by the large, glacio-eustatically
driven base-level changes which led to peri-
odic emergence and submergence of continental
shelves. As a result of subaerial erosion, fluvial
incision and wave ravinement, some deposits are
better preserved than others. A measure of the like-
lihood of a stratigraphic level to escape reworking
is termed its ‘preservation potential’.

The actual preservation of ancient sediments
after a certain time interval following initial
deposition gives a quantitative assessment of the

preservation potential of similar, modern deposits.
For example, remnant highstand deposits from
a previous glacial cycle indicate how much of
the Holocene coastal-plain deposits may remain
after the next glacial cycle. However, it is difficult
to estimate the volume percentage of sedimen-
tary deposits that survived from previous glacial
cycles, since the volume of the original strata usu-
ally cannot be reconstructed. Dynamic sediment
transport models are able to record the history
of depositional and erosional stages, and thus
can assist in evaluating the preservation potential
of different sedimentary facies deposited during
glacial–interglacial cycles.

Here, a numerical stratigraphic model is used to
investigate the preservation of deposits on a gen-
eral passive continental margin during Quaternary
glacial–interglacial cycles. In anticipation of three-
dimensional, volumetric data sets from passive
margins, the model is applied here as a concep-
tual tool to study the dynamics of the sedimentary
system. The effects of various boundary condi-
tions are examined, including eustatic sea-level
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change, contrast in gradients of the coastal prism
and the continental shelf, and river discharge and
sediment load.

METHOD

Appendix A in Meijer (this volume, p. 220) pro-
vides an outline of the equations that are used
in the model. See Meijer (2002) for a detailed
description of the model and its calibration. The
model is cellular: the fluxes of water and sed-
iment over a topographic surface from one grid
cell to neighbouring cells are defined by a num-
ber of straightforward transport rules. The rules
describe time-averaged sediment transport in sev-
eral depositional environments, defined by bathy-
metric zones, as a function of local conditions such
as slope and discharge. There are two transport
algorithms: one for short-range, slope-dependent
transport and another for long-range, slope and
discharge-dependent river transport. Wave action
is not modelled explicitly, apart from increased
transport capability in the shallow subaqueous
environment. Deposition, erosion, and tectonic
subsidence change the surface elevation. Feedback
through the relationships between topography and
transport results in an intricate process–response
system, driven by the boundary conditions set
by sea-level change, tectonics, precipitation, the
supply of sediment, and discharge. The model
produces a morphological (palaeogeographical)
evolution and builds a three-dimensional lithos-
tratigraphy and chronostratigraphy by recording
the amount and properties (for instance, age,
provenance and grain size) of deposited sediment,
and the presence of hiatuses.

Model procedure

The set-up of the model is outlined in Fig. 1, and
parameter values are given in Table 1. Combina-
tions of variables acting as boundary conditions
that are applied to the model are referred to as ‘sce-
narios’ (Fig. 2). The scenarios used in this paper are
listed in Table 2. For the benefit of statistical anal-
ysis, each model scenario was run 50 times, each
time with a different white-noise pattern superim-
posed to roughen the initial topographic surface.
This allows the results of different scenarios to be
compared statistically.

From the model stratigraphy, the volume of sed-
iment between two ‘stratigraphic levels’ (i.e., the
total volume of deposits between certain age
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Fig. 1. Overview of the grid set-up of the model. The ini-
tial topography outlines a transfer valley emanating from
the drainage basin, an initial highstand delta, a continental
shelf and slope. The scale of the passive continental margin
system is 280 × 100 km.

limits) is summed for the entire area of interest, for
a specific site, or for a depositional environment,
and recorded. Subsequently, in order to determine
the preservation of a particular stratigraphic inter-
val, the decrease of this initial amount through
time owing to erosion is registered. A model run
covers five glacial–interglacial cycles, each with a
duration of 100 kyr (with the exception of the gra-
dient scenarios). The first cycle is a preparatory
one; the second cycle is the main object of study.
Preservation of deposits from the second cycle is
monitored both during and after this cycle.

RESULTS AND DISCUSSION

Geomorphology and preservation

Before analysing the preservation of deposits laid
down on a passive margin during a glacial–
interglacial cycle, the general character of geomor-
phological evolution and the associated sediment
distribution are briefly described on the basis of
an arbitrary model run. In Fig. 3, the topographi-
cal development of this example for the first two
cycles is depicted at 10 kyr intervals, as well as
the net sedimentation that has occurred during the
preceding 10 kyr.

The model evolution starts during an inter-
glacial with a submerged shelf and a shelf delta.
During highstand, river sediment is deposited
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Table 1. Values of parameters applied in the model runs. See Appendix A and Meijer (2002, 2008 – this Volume) for
an explanation of the parameters and the accompanying equations.

Parameter Symbol Environment Value Unit

Diffusive transport power U 1.0 –
Diffusive transport coefficient KD Terrestrial 0.30 km3 kyr−1

Coastal 0.40 km3 kyr−1

Marine 0.40 km3 kyr−1

Deep marine 0.32 km3 kyr−1

Threshold slope S∗
thr Terrestrial 0.0005 –

Coastal 0.0040 –
Marine 0.0200 –
Deep marine 0.0200 –

Transition depth with respect to sea level Terrestrial – coastal 0 m
Coastal – marine 25 m
Marine – deep marine 100 m

Discharge distribution threshold k Terrestrial 0.75 –
Non-terrestrial 0.00 –

Stream transport power V 1.0 –
Stream transport power W 1.0 –
Discharge threshold Qthr 2.0 × 108 m3 yr−1

Stream transport coefficient KS 0.40 –
Stream attenuation constant LS At overcapacity 10 –

At undercapacity 50 –
Incision criterion power υ 1.00 –
Incision criterion power ω 0.25 –
Incision threshold Pthr 0.224 (m3 yr−1)0.25

Grid cell size 2000 m
Timestep 10 yr
White-noise range 0.05 m

subaerially and on the inner shelf (Fig. 3a and b,
at ∼10 and ∼110 kyr). Aggradation on the high-
stand delta decreases as accommodation decreases
under the influence of falling sea-level. Avul-
sions on the delta plain are initially frequent, but
decrease in number. Forced regression (Posamen-
tier et al., 1992) leads to rapid progradation of
the coastline over the continental shelf (at ∼20–50
and ∼120–150 kyr). Relatively shallow incisions
occur in convex delta morphologies, in particu-
lar in the front of the coastal prism (Posamentier
et al., 1992; Talling, 1998) that has emerged. Thus,
river belts become locally embedded in shallow
valleys in some reaches. Although upstream avul-
sion events occur sporadically, the main locus of
avulsions shifts basinward along with the active
deltas. Delta-lobe switching produces a complex
of stacked delta bodies on the shelf, forming
a forced regressive wedge. Deposition is largely
limited to the coastal region. As the shoreline
approaches the shelf break, accommodation space
increases dramatically and the progradation rate
diminishes (at ∼50 and ∼150 kyr). Incipient shelf-
edge deltas are formed on the upper continental
slope. A continuously falling base level results in

the formation of upstream migrating knickpoints
in the river belts, and the exposed shelf is incised.
Headward erosion produces a diachronous sub-
aerial erosional unconformity across the shelf. As
the knickpoints migrate upstream, one of the com-
peting river belts connects to the outlet of the hin-
terland, capturing all discharge from the drainage
basin, and focusing deposition in a major delta
along the shelf edge. During the glacial period,
this shelf-edge delta remains the main depocen-
tre on the basin margin. Avulsions are restricted to
this delta system. At lowstand, as relative sea-level
begins to rise, deposition occurs near river mouths
in relatively shallow water (at ∼80 and ∼180 kyr).
This submarine aggradation gradually passes into
retrogradational coastal and fluvial onlap (at
∼90 and ∼190 kyr). Sedimentation is initially con-
fined in incised valleys with limited space for
avulsions. As sea-level rise decelerates, a new
coastal prism is built with frequent avulsions on
the highstand delta (at ∼100 and ∼200 kyr).

Figure 3c shows the topographic evolution dur-
ing the third glacial–interglacial cycle. In addition,
the preservation of the deposits of the 10 kyr time
slices of the second cycle (cf. Fig. 3b) are depicted
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Fig. 2. Variants of the applied model variables of sea-level
change (A–D), initial topography (A–D), and discharge and
sediment supply rate (A–G). Table 2 lists the combination
in which they are used in the different scenarios. For the sea
level (except D) and supply variables, only single glacial–
interglacial cycles of 100 kyr are depicted. Model runs cover
five identical cycles, where the preservation of the second
cycle is the object of study.

after 100 kyr. The preservation at a particular time
is defined as the ratio of the stratal thickness at that
time to the original thickness.

At 100 kyr after its formation, the highstand
delta has been bisected by the incised valley con-
nected to the drainage-basin outlet that formed
before the sea-level lowstand of the second cycle
(Fig. 3c, at ∼210 kyr). Similarly, the forced regres-
sive wedge on the shelf has been partitioned as a
result of several incisions (at ∼220–250 kyr). River
incision during late falling stage and lowstand
of the third cycle (at ∼270–280 kyr) again erodes
‘recent’ forced-regressive deposits, but does not
greatly affect the preservation of the 100 kyr old
deposits. This is because the small amount of sed-
iment from this period of the second cycle that
was deposited on the shelf has long since been
reworked or buried. Deposits that are affected by
third-cycle river incision are the highstand delta
and early regressive wedge (the result of which
can be seen in Fig. 3e, at ∼310 and ∼320 kyr),
and the transgressive strata (Fig. 3c, at ∼280 and
∼290 kyr). The preservation of the transgressive
strata does not only decrease owing to river inci-
sion before lowstand, but also by erosion of aggra-
dational strata on top of the shelf-edge deltas.
Shelf-edge degradation is slow when the shelf is
submerged, but is intensified during emergence.
Transgressive shelf strata are probably less pre-
served in the real world than shown here, because
of wave ravinement during sea-level rise. Like-
wise, reworking during falling sea-level is likely
to further diminish the preservation of shelf sedi-
ments (Plint, 1988; Posamentier et al., 1992; Plint

Table 2. Model scenarios used in this paper. The sea-level curves, initial topographies and
supply curves referred to in the table are depicted in Fig. 2.

Variables

Scenario Sea-level curve Initial topography Supply curve

Standard scenario A A A
Sea-level scenarios

‘Amplitude scenario’ B A A
‘Subcycle scenario’ C A A

Gradient scenarios
All permutations D B,C,D A,B,C

Supply scenarios
‘Low supply scenario’ A A B
‘High supply scenario’ A A C
‘High glacial-supply scenario’ A A D
‘Low glacial-supply scenario’ A A E
‘Low glacial-load scenario’ A A F
‘High glacial-load scenario’ A A G
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& Nummedal, 2000; Posamentier & Morris, 2000).
The model results therefore indicate an upper limit
to preservation and are especially applicable for
natural situations with a mild wave regime.

Instead of looking at time slices of a cycle, we
can also determine what deposits are present after
a full cycle (Fig. 3b, right), and see how they
survive the next glacial–interglacial cycles. The
preservation of the deposits of the entire second
cycle can be followed with respect to the strati-
graphic thickness at the end of the second cycle,
shown in Fig. 3d and f. Fluvial incision and shelf-
edge degradation are the main causes of reworking;
subaerial erosion is limited to valley walls and
the shelf edge. The effects of incision are espe-
cially apparent on the inner shelf, where rivers cut
into the former highstand coastal prism. With the
burial by younger sediments under the influence
of basin subsidence, the intensity of reworking
decreases with every new cycle, just as erosion is
less vigorous than it was during the second cycle
itself.

Erosion and remobilization of sediment can be
quantified in the model by measuring the time that
elapses between the entrance of sediment from the
drainage basin into the system and its eventual
deposition (i.e., the actual age of the deposit in
the stratigraphy). In Fig. 4b the stratigraphy after
five glacial–interglacial cycles (shown in Fig. 4a)
is depicted with this difference in ‘supply age’ and
stratal age. The higher the value of the differential
age, the older the sediment that is incorporated
into the deposit relative to the age of the strati-
graphic level. This property can be related to the
maturity of the grains. Figure 4b shows that mate-
rial on the shelf was deposited relatively shortly
after it left the drainage basin, whereas markedly
more cannibalized sediment is found on the upper
continental slope. Moreover, the differential age is
low at the base of a shelf-edge delta sequence and
increases upward as progressively more cannibal-
ized sediment was supplied from the shelf during
the formation of a subaerial erosional unconfor-
mity. Reworked sediment also ends up in fills of
incised valleys, since cannibalization continues
upstream during fluvial and coastal onlap.

Stratigraphy and preservation

In addition to the spatial distribution of erosion
discussed in the previous section, we can also
consider preservation from the perspective of the
chronostratigraphy of the entire system. The mean
of 50 model runs implementing the same standard
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Fig. 4. Lithostratigraphy of an example of a model exper-
iment run implementing the standard scenario. (a) The
glacial–interglacial cycle in which deposition occurred.
(b) The ‘differential age’ of deposits, that is, the difference
between the time the sediment entered the system from
the hinterland and the time it was incorporated into the
deposit in the final stratigraphy. This property indicates
cannibalization and remobilization of sediment and is a
rough measure of the maturity of the sediment. Note the
difference in differential age between shelf and shelf-edge
strata.
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scenario, but with different random noise on the
initial topography, is determined to examine the
trends in preservation.

Figure 5b and c shows how the cumulative vol-
ume of the whole study area and the volume
relative to the initial amount (indicated on the ver-
tical axes) of deposits of a certain age (indicated on
the horizontal axis) decreases with time (the suc-
cession of bands from dark to light grey). On the
basis of their time of deposition, strata are allo-
cated to stratigraphic intervals with a duration of
1 kyr. Highstand deposits from the beginning of
the second cycle initially endure, as erosion is
usually limited to minor incision into the front of
the highstand delta during the early part of forced
regression. The immediate reworking of freshly
deposited, forced regressive material increases
as the rate of sea-level fall increases. However,
after the shelf break emerges above sea level, ero-
sion in the system accelerates (cf. Schlager, 1993;
Posamentier & Morris, 2000). Headward incising
rivers start to affect the inner shelf from around
160 kyr, and highstand deposits are rapidly canni-
balized. Close to 40% of the sediments dating from
the first half of the second cycle are eroded before
the end of the cycle (cf. Figueiredo & Nittrouer,
1995). Deposition after ∼150 kyr occurs on the
upper continental slope. The depocentres are sit-
uated in deep water and rapid burial increases
the preservation potential considerably (Fig. 5).
Deposits laid down around lowstand are mostly
shallow-water, aggradational shelf-edge strata,
which are relatively poorly preserved. In the
absence of ravinement, transgressive strata are not
eroded until late in the next cycle (∼260−280 kyr),
after having been covered by regressive sediments.

Figure 6 shows the preservation of the strati-
graphic volume that is left at the end of the second
glacial–interglacial cycle. As a consequence of
previous geomorphic work and burial, reworking
is generally not as intense as during the sec-
ond cycle itself. This is particularly the case for
forced-regressive (shelf) deposits. They are only
affected during the second halves of following
cycles, related to major shelf incision. Strata laid
down around lowstand (shelf-edge deposits) and
during rising sea-level (valley fills and highstand
delta), on the other hand, are relatively severely
reworked in later glacial–interglacial cycles. The
coastal prism that is built up mainly during rise is
vulnerable to incision. Because of its confinement,
the transfer valley is greatly affected by fluvial
erosion. In the real world additional traces of pre-
vious cycles will remain in terraces, which are
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Fig. 5. The volume and preservation of strata of the sec-
ond glacial–interglacial cycle deposited in intervals of 1 kyr
through time. (a) Explanation of the method of construction
of the diagrams in (b) and (c), and similar figures. At 1 kyr
intervals during the model run, the volume of all deposits
of 1 kyr and younger is determined and recorded. For exam-
ple at 140 kyr, deposits laid down between 139 and 140 kyr
were found with a total volume of 2.43 km3. Through time,
the volumes of sediments in the aged 1 kyr stratigraphic
intervals are remeasured, yielding lower values when ero-
sion has occurred and corresponding decreased values of
preservation. For the above example, at 170 kyr the vol-
ume of the 139–140 kyr stratigraphic interval is 1.83 km3,
or 75% of the initial volume; at 200 kyr it is 1.5 km3, or
62%. The volume and preservation evolutions of all 1 kyr
intervals are combined to create diagrams like Fig. 5a and
b, respectively. (b and c) The graphs are means of 50 runs
implementing the standard scenario. Also indicated in light
grey is the shape of the sea-level curve: hs, highstand; ls,
lowstand. Note that the upper boundaries of the volume
and preservation graphs are diachronous.
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Fig. 6. The volume and preservation of strata of the sec-
ond glacial–interglacial cycle deposited in intervals of 1 kyr
through time. Preservation at a given time is defined as
the volume at that time relative to the initial volume. The
graphs are similar to those in Fig. 5, except that the ‘ini-
tial’ reference volumes are determined at the end of the
second cycle, instead of directly after the creation of the
stratigraphic intervals. The graphs are means of 50 runs
implementing the standard scenario. Also indicated in light
grey is the shape of the sea-level curve.

below the resolution of the model. Lowstand shelf-
edge deposits are eroded both subaerially and
submarine during the entire cycle (Figs 6 and 7).
The poor preservation of these deposits leads to a
marked depression in the chronostratigraphic vol-
ume around the time of lowstand, which should
not be interpreted as a decrease in hinterland
supply around that time.

The preserved volume of sediment of the sec-
ond glacial–interglacial cycle decreases variably
with time (Fig. 8). Note the relatively slow and
steady decrease of preservation during the first
halves of the cycles, followed by high rates of
decrease during the second halves when the con-
tinental shelf was subaerially exposed. There is
also a considerable contrast in preservation of
sediments of the different depositional environ-
ments. Especially terrestrial deposits, and coastal
ones to a lesser extent, suffer great losses in
volume during shelf emergence. In contrast, as
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expected, deep marine sediments on the continen-
tal slope seem unaffected directly by the sea-level
fluctuations.

Other scenarios

Sea-level scenarios

Glacio-eustasy has a great influence on the preser-
vation of deposits on passive continental mar-
gins as it drastically modifies base level and may
result in subaerial exposure of the shelf. There
is, however, a marked difference between systems
where sea level drops below the shelf break and
systems where it does not. The ‘amplitude sce-
nario’ (Table 2), with a lowstand sea-level of only
80 m, is an example of the latter situation. The
lower rate of sea-level fall results in sustained flu-
vial and deltaic aggradation on the inner shelf
for ∼40 kyr from the start of the cycle. Because
there is more accommodation space on the shelf
than in the standard scenario, progradation of
the forced regressive wedge is slower, and shelf-
edge deltas are not formed until about 60 kyr into
the cycle. Little subaerial erosion occurs since

not much relief was built during sea-level fall
(cf. Fig. 9a and b), and the subaerial unconformity
represents a smaller hiatus than in the standard
scenario. Incision occurs mostly on the outer-
most shelf (resulting in a decreased preservation
of strata from around 160 kyr shown in Fig. 9b),
but is rarely deep enough to cut through deposits
underlying the forced regressive wedge. In the
absence of deep river valleys, sedimentation is
not confined during sea-level rise, which results
in widespread sheet-like transgressive strata. In
subsequent cycles, sediment of the second cycle
is almost fully preserved owing to burial, with
the exception of the shelf edge that is degrad-
ing with decreasing intensity (Figs 9b (right)
and 10b).

In contrast, in the ‘subcycle scenario’ (Table 2),
higher-order sea-level fluctuations lead to a pro-
nounced, stepped topography on the shelf (cf.
Posamentier & Morris, 2000). The combination
of the formation of topography and base-level
change results in marked differential preserva-
tion of successive deposits (Fig. 9c). For instance,
deposits laid down around 107 kyr are relatively
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well preserved because they were buried by a
sub-highstand delta from ∼118 kyr, in contrast
to ∼111 kyr sub-lowstand strata that are exposed
(Fig. 9c (left)). Later in the cycle, erosion partic-
ularly affects sub-transgressive and sub-highstand
strata whenever sea level falls. Large-scale shelf
erosion after emergence of the shelf break is inter-
rupted by a short transgression (∼164–172 kyr)
with onlap in the incised valleys. During the sub-
sequent sea-level fall, the river belts still occupy
the same valleys and completely flush out the
valley fills, resulting in low overall preserva-
tion. In contrast to the standard scenario, the
rate of decrease of preservation is high at ulti-
mate lowstand (Fig. 10c). The chronostratigraphic
distribution of volume is greatly modified after the
second cycle (Fig. 9c (middle)).

Gradient scenarios

The difference in gradient between the river pro-
file and the submerged shelf profile has often been
put forward as a governing factor in the preserva-
tion of the inner shelf when sea level falls (Miall,
1991; Posamentier et al., 1992; Schumm, 1993;
Wescott, 1993). However, in that portrayal, the
coastal prism has been oversimplified by omitting
the presence of a steeper shoreface (Törnqvist
et al., 2000) and the morphological development
takes no account of submarine deposition in the
coastal area. In fact, the trajectory of the coast-
line and the ensuing longitudinal river profile is
much more complex, especially in three dimen-
sions. Figure 11 exemplifies this by means of

a number of model runs with varying gradient
contrast (vertical) and varying sediment supply
(horizontal). Indeed, erosion is dependent on the
gradient contrast between coastal prism and shelf,
but the amount of sediment supply appears to be
a more important control on erosion (Table 3).
With increasing shelf gradient, fluvial aggrada-
tion on the highstand delta becomes less promi-
nent and incision into the highstand delta rim
and the forced regressive deposits right in front
of it becomes more common for a given sedi-
ment supply. For increasing sediment supply,
subaerial exposure of the highstand delta plain
and front decreases because they are buried more
extensively (Fig. 11). Increasing supply improves
preservation of initial topography, despite the
accompanying increase in erosive power of rivers
because deposition inhibits the development of
steep slopes. Therefore, incision is more likely
with increasing shelf gradient relative to the gra-
dient of the coastal prism and with decreasing
sediment supply.

When in the course of sea-level fall, a sec-
ond convexity in the margin profile basinward of
the coastal prism is exposed, be it a shelf break
or a curved shelf, a second phase of incision
may occur that is more widespread, which will
decrease preservation further. Only in situations
where the shelf break is relatively deep or the shelf
exceptionally wide, do major cross-shelf incisions
fail to occur and the formation of large hiatuses
is restricted to the inner shelf and coastal prism
(Talling, 1998; Wallinga, 2001, Chapter 10). An
additional influence on the preservation of the
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from top to bottom. The coastline is indicated with a thick line. The depth of incision decreases landward and basinward of
the highstand delta rim (cf. Posamentier et al., 1992; Talling, 1998; Törnqvist et al., 2000). The maximum depth of incision
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Table 3. The amount of erosion of the initial topography expressed as a percentage
of the reference case, which is the underlined mean value, for varying sediment
supplies and differences between the gradient of the coastal prism and the shelf.

Sediment supply

Low Moderate High
Gradient contrast 1 km3 kyr−1 2 km3 kyr−1 4 km3 kyr−1

Shallower shelf
0.25 m km−1 174 ± 14 99 ± 9 56 ± 4

Equally steep
0.50 m km−1 180 ± 26 100 ± 9 55 ± 4

Steeper shelf
0.75 m km−1 199 ± 39 115 ± 29 78 ± 35
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Fig. 12. The volume and preservation of strata of the second glacial–interglacial cycle through time for the standard and
two supply scenarios (Table 2). The graphs on the left are similar to Fig. 5, those in the middle to Fig. 6, and the ones on
the right to Fig. 7. Also indicated in light grey are the shapes of the respective supply curves. (a) The standard scenario.
(b) The ‘low supply scenario’. (c) The ‘high supply scenario’.

coastal prism which is likely to occur is river ero-
sion owing to changes in the palaeohydrology as
a result of climate change in the drainage basin
(Blum & Price, 1998; Blum & Törnqvist, 2000).

Supply scenarios

Sea-level change may be the most important driv-
ing force in coastal areas (Posamentier & James,
1993; Blum & Törnqvist, 2000), while the amount
of sediment supply can modify its effect on the for-
mation and preservation of stratigraphy (Schlager,
1993; Posamentier & Allen, 1993). In this section,
the modelled results of a number of scenarios
of discharge and sediment load are discussed
in terms of morphological development and pro-
cesses that control preservation, which are distinct
from the standard scenario.

In the ‘low supply scenario’ (Table 2), sediment
load and discharge are halved relative to the stan-
dard scenario. As a consequence of low supply,
there is less progradation and aggradation at ini-
tial highstand. Furthermore, because of slow delta

deposition, relatively steep gradients arise on the
inner shelf as sea-level fall forces the coastline
to migrate basinward, which promotes (small-
scale) incision despite the low discharge. The thin
forced regressive wedge, as well as underlying
deposits from earlier glacial–interglacial cycles,
is greatly affected by river incision (Fig. 12b) (cf.
Posamentier & Morris, 2000). The local, rain-
fed drainage system on the shelf plays a more
important role relative to the discharge from the
hinterland. The system is not able to reverse ret-
rogradation and start progradation before the end
of the cycle, and there is a funnel-shaped river
mouth at final highstand (Talling, 1998). In addi-
tion, fluvial onlap does not reach as far up the
river as in the standard scenario, and downward
profile adjustment still continues during the early
part of the following cycle. Because the incised
valleys are not completely filled during transgres-
sion, there is a greater influence of antecedent
topography on the development of forced regres-
sive deposits during the subsequent sea-level fall.
When the supply is double the standard value,
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as in the ‘high supply scenario’ (Table 2), rapid,
forced progradation occurs that is not as strongly
dictated by sea-level fall. Protruding delta lobes
reach the shelf edge as soon as ∼40 kyr into the
cycle, resulting in increased preservation of subse-
quent upper continental slope deposits (Fig. 12c,
left). The high erosive capacity of rivers causes rel-
atively prominent incision before the shelf break
emerges. The thickness of the forced regressive
wedge is considerably more than in the ‘low sup-
ply scenario’, which leads to deep river erosion.
Fast fluvial onlap and highstand progradation pro-
duce a voluminous coastal prism (Talling, 1998).

The ‘high glacial-supply scenario’ (Table 2)
has a sinusoidally increasing sediment load and

discharge from the hinterland. The model results
combine features of the ‘low supply scenario’ dur-
ing interglacial periods and the ‘high supply sce-
nario’ during glacials. The opposite is the case for
the ‘low glacial-supply scenario’ (Table 2), which
has a decreased supply during glacial times. The
relatively low rate of sedimentation during initial
highstand in the former scenario results in low
preservation of inner shelf strata (Fig. 13a). In both
scenarios the supplied discharge and sediment
load were changed proportionally, keeping carry-
ing capacity and river load balanced, except for
changes en route to the river mouth. However,
in the ‘low glacial-load scenario’ (Table 2), the
discharge increases more than the drainage basin
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yield, resulting in a tendency for rivers to pick
up sediment and to lower their gradient. Moder-
ate incision occurs steadily during sea-level fall
in response to the increasing undercapacity, and
subsequent major incision after emergence of the
shelf break results in a relatively low preserva-
tion of inner shelf deposits (Fig. 13c). In contrast,
in the ‘high glacial-load scenario’ (Table 2), the
increased yield in proportion to the water dis-
charge leads to overcapacity of the rivers. Rivers
are less inclined to incise, and even show local
aggradation during forced regression, making mid-
shelf river avulsions, as opposed to avulsions on
the downstream active delta, more likely to occur.
Knickpoint migration from the shelf edge land-
ward is slow and since the achieved equilibrium
gradient is steeper than in the standard scenario,
knickpoints do not reach as far upstream. Because
of this slow connection, deposits in the transfer
valley are relatively well preserved and more shelf-
edge deltas remain active during lowstand. In this
scenario, there is an overall greater preservation of
deposits on the shelf (Fig. 13d).

CONCLUDING REMARKS

The nature of Quaternary glacio-eustasy favours
the formation of depositional units with a rela-
tively low preservation potential, despite the fact
that the sediment accumulates on a constantly
subsiding basin margin. Because positions of
coastlines are repeatedly reoccupied during a suc-
cession of glacial–interglacial cycles, strata must
regularly endure cannibalization. The model
results show that preservation of deposits from
a glacial–interglacial cycle varies both spatially
and in time, dependent on the palaeohydrology
(discharge and sediment supply), sea-level change
and its relation to the surface morphology. There
is a marked difference in preservation between
deposits on the shelf and the continental slope,
which has consequences for basin-scale grain-size
sorting (see Meijer, this volume).

The model results presented here are largely
conceptual. In the future, data sets will become
available that allow further elaboration of the
model and that will lend more empirical support.
Given the importance of lateral and temporal vari-
ability illustrated in this paper, these data sets
will need to be three-dimensional (i.e., they should
include volumetric data), covering the coastal
plain, continental shelf and continental slope, and
have good age constraints.

Unravelling the history of deposition on a basin
margin is not a straightforward task, especially
for Quaternary deposits generated under the influ-
ence of drastic base-level fluctuations and shore-
line shifts. However, eventually this research may
help interpret the stratigraphy of passive continen-
tal margins in terms of sediment yield from the
hinterland, which then can be related to climate
changes.
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Modelling source-rock distribution and quality variations:
the organic facies modelling approach
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ABSTRACT

This paper demonstrates the concept of process-based organic facies modelling
(OF-Mod) software, and discusses general conceptual ideas and their translation and
numerical description in the different modules of the program.The OF-Mod concept
is based on the idea that (1) the source type, (2) the preservation conditions of organic
matter during deposition and burial, and (3) sequence-stratigraphic aspects are themost
important elements defining the organic-facies–source-rock distribution. Each of these
elements and their interactions are reviewed and their translation in the program is
outlined. Modelling results from a case study of the Late Jurassic Spekk Formation of
the mid-Norwegian Continental Shelf are presented in this study. The challenge here
was to mimic realistically the special environmental conditions during deposition of
the lower ‘rich’ Spekk Formation, and to reproduce the subsurface data adequately,
thereby testing the validity of OF-Mod’s process description.

Keywords Source rock modelling, organic sedimentation, Late Jurassic, Spekk
Formation.

INTRODUCTION

In exploration, the ability to predict hydrocar-
bon occurrence and quality variations within a
prospect, prior to drilling, is of great economic
importance. Particularly, recently developed 3D
modelling techniques are gaining significance
with respect to volumetric hydrocarbon predic-
tions. Nevertheless, in basin modelling studies,
source rocks are often the least constrained input
parameters, even though the source rock is the
first prerequisite for a hydrocarbon accumulation.
Often a conceptual approach or simple models
applying average geochemical values describing
source rock properties are used. This often is insuf-
ficient, particularly in areas with heterogeneous
geological conditions and/or variable depositional
environments. Hence, the original idea to develop
a simulation program for organic facies modelling
(OF-Mod) evolved from the needs in the petroleum

1Present address: Statoilhydro ASA, Strandveien 4, N-7501
Størdal, Norway.

industry to obtain better estimates of source-rock
characteristics and variability in basin kitchen
areas.1

Several attempts for predicting source-rock
occurrences have been made (e.g. Passey et al.,
1990; Carpentier et al., 1991; Schwarzkopf, 1993;
Mallick & Raju, 1995). Calculation of organic car-
bon (OC) content based on well-log data (resistiv-
ity, density, sonic or gamma-ray logs; Carbolog
software by Carpentier et al., 1991) is widely
utilized by explorationists. This method is fast
and easy to apply, and therefore commonly used
to obtain a first estimate of source-rock distri-
bution. However, it gives only an estimate of
source-rock distribution at well positions (1D). To
obtain a spatial impression, good subsurface (well)
control for extrapolation is required. Further, it
does not provide any information on source-rock
quality. Schwarzkopf (1993) used a process-based
approach to predict marine siliciclastic source
rocks. Based on calculations of marine produc-
tivity, carbon flux and burial efficiency he esti-
mated OC content, and combined this with Monte
Carlo simulation to account for the uncertainties in
the input parameters (water depth, sedimentation
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rate, marine productivity). Also this approach
gives little indication of quality variations of the
organicmatter, and the distribution and variability
of the source rock in space are not considered.
For a better appraisal of spatial source-rock dis-

tribution and also of spatial quality variations,
source-rock occurrences have been discussed in
a sequence-stratigraphic framework (e.g. Wignall,
1991; Katz & Pratt, 1993; Pasley et al., 1993;
Bessereau et al., 1995; Tyson, 1996; Mann & Stein,
1997). This integrated approach describes the vari-
ability of a source-rock system as a function of
the depositional setting and it depicts the rela-
tionship between the accumulation of organic rich
strata and sea level. Based on a realistic under-
standing of the distribution of various facies types,
predictability away from the actual sample site is
provided.
Few attempts have been made to incorporate

these ideas into the modelling of source-rock dis-
tribution, even though several 2D and 3D tools
for stratigraphic modelling have been published
(e.g. SedSim, Tetzlaff, 1989; DEMOSTRAT, Rivenæs,
1993; SEQUENCE, Steckler et al., 1996; Fuzzim,
Norlund, 1996; DIONISOS, Granjeon et al., 1999;
PHIL, Petrodynamics Inc.; SedFlux, Syvitzki &
Hutton, 2001; Griffith & Dyt, 2001; Repro, Huess-
ner et al., 2001; Carbonate 3D, Warrlich et al.,
2001; among many others). Carpentier et al.
(1993) published a model combining evaporite
with organic sedimentation and applied it to the
cyclic evaporite sequences of the Mulhouse Basin.
Their model, SIMSALT, was the first to con-
sider the interaction of basin-fill stratigraphy (here
evaporite sequences) and organic sedimentation.
Some of the stratigraphic models started to incor-
porate marine productivity, mainly applying the
approach that Schwarzkopf (1993) used in his
model. However, little has been published and it
seems that this approach is not flexible enough
to account for the various processes influencing
source-rock distribution and quality. Terrestrial
organic matter is not included and variations in
preservation conditions during OC flux and burial
are not considered.
In 1998 the OF-Mod project was started at SIN-

TEF Petroleum Research. The goal was to describe
the spatial distribution of a source rock in terms
of thickness, and spatial quality/facies variations
in terms of OC content and generation potential
(hydrogen index –HI) for input in basin-modelling
studies. Source-rockmodelling should account for
two main aspects: (1) The program should pro-
vide the initial properties and characteristics of the

Production of organic matter
      TOM                  MOM

Preservation
Redox conditions

Oxygen exposure time

Proximal–distal effect
Sequence stratigraphy

Sedimentation rate

Organic facies distribution

Fig. 1. Main aspects affecting organic facies distribution:
TOM, terrestrial organic matter; MOM, marine organic
matter.

modelled source rock to be used as direct input
into subsequent basin modelling because often
only maturity-altered data exist; and (2) there is
a particular need to obtain information on source-
rock characteristics in deeper graben areas, that is,
in areas where little or no well data are available.
Based on these requirements a statistical mod-
elling approachwas excluded as it always requires
very good well control. A process-based approach
was favoured.

THE CONCEPT

The OF-Mod concept is based on the idea
that (1) the organic-matter source type, (2) the
organic-matter preservation conditions during
deposition and burial, and (3) basin fill/sequence-
stratigraphical aspects are the most important
features influencing the organic facies/source-rock
distribution in space and time in marine environ-
ments. Therefore these three main aspects had to
be considered in the modelling approach (Fig. 1).

(1) The two principal organic-matter source
types, marine (autochthonous) and terrestrial
(allochthonous) organic matter, are important
for source-rock assessment even though the
marine/aquatic organic matter is the more relevant
part in terms of oil-proneness. However, more than
90% of OC burial presently occurs in continental
margin sediments (Hartnett & Devol, 2003) and up
to 50% of the organic matter deposited at mod-
ern shelves can be of terrestrial origin (Schluenz
& Schneider, 2000) and even more at huge river
mouths such as at the Amazon Shelf (Showers
& Angle, 1986). Therefore, the terrestrial organic
matter fraction should also be included in themod-
elling as it can constitute a significant part of the
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source rock andmay contribute considerably to the
source-rock quality in terms of composition.
(2) The source-rock quality is further affected

by the preservation conditions during deposition
and burial. Because different types of OC are
produced and recycled, a differentiation between
the source fractions (marine and terrestrial) has
to be made, also when discussing organic mat-
ter preservation. Generally, the terrestrial organic
matter (TOM) has already experienced previous
degradation and microbial breakdown in soils and
during transport before entering the marine sys-
tem. It is therefore considered to be more resistant
to further extensive degradation at sea (Hedges &
Keil, 1995; Hedges & Oades, 1997). Once entered
into the marine environment, transport behaviour,
mechanical grain-size reduction and sorting of the
terrestrial/allochthonous organic particles is simi-
lar to those ofmineral grains, even thoughdifferent
densities and grain shapes have to be consid-
ered (Littke et al., 1997). With increasing distance
from the shoreline, grain size and also quality
of the allochthonous organic particles decrease.
Littke et al. (1991) determined the grain sizes of
vitrinite and inertinite particles in marine sed-
iments in the central Indian Ocean and found
that there are virtually no particles larger than
20µm. Generally, with increasing transport dis-
tance the intertinite/vitrinite ratio increases indi-
cating a greater degree of chemical degradation
(Littke et al., 1997). An exception may be turbidity
currents which are able to transfer larger terres-
trial particles into distal offshore regions (Degens
et al., 1986). Also Bergamaschi et al. (1997) and
Keil et al. (1998) examined intensively the rela-
tionship of source, composition and diagenesis
of organic matter with grain size and mineralogy.
They concluded that particle size and mineral-
ogy coincide with variations in composition and
distribution of the organic matter. Fresh woody
debris as well as lignin-phenol enriched organic
matter is concentrated in the sand-sized fraction,
pollen grains in the silt-sized fraction whereas
organic matter in the finer fractions is progres-
sively more degraded. Tyson and Follows (2000)
investigated particularly the relation of micro-
scopic plant debris and sequence stratigraphy in
an Upper Cretaceous section of the Pyrenees.
They found that sedimentological sorting based on
particle size and density better predicts the com-
position of phytoclasts along an onshore–offshore
transect than do palaeoecological gradients. Sum-
ming up, we consider the distribution and preser-
vation of TOM in the marine environment mainly
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Fig. 2. Calculations of carbon flux with a constant pri-
mary productivity (PP) value of 150 applying equations by
Berger et al. (1987, 1989), Sarnthein et al. (1988) and Stein
(1991).

a function of transport distance, mechanical grain-
size reduction and sorting similar to those of
inorganic sediment particles.
In contrast, autochthonous produced marine

organic matter (MOM) may be severely degraded
on its way through the water column and in
the uppermost sediment layers depending on
water depth, sinking velocity and redox condi-
tions. Measured carbon-flux data from sediment
traps show that most of the primary produced
organic matter is degraded in the uppermost part
of the water column. Based on such data, several
authors have estimated the carbon flux by corre-
lating the primary produced organic matter (PP
in gCm−2 yr−1) to water depth (Fig. 2). However,
when incorporated in faecal pellets or aggregates
or due to increased vertical particle flux (high
organic-matter rain rate), organic particles can be
transported much faster to the sea floor and accu-
mulate in the sediment (Ittekkot et al., 1992; Knies
& Stein, 1998). Also sorption of organic particles
on mineral surfaces (organic coatings) might be
an important process enhancing preservation of
the organic matter (Keil et al., 1994; Mayer, 1994;
Hedges & Keil, 1995). Further, increased oxygen-
exposure time andburial efficiency at the sediment
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Sequence boundary

TOC HI TOM DI

Maximum flooding surface

Transgressive surface

Sequence boundary

Highstand systems tract

low high low high low high low high

Transgressive systems tract

Lowstand systems tract

Fig. 3. Relationship between organic
matter characteristics and position
within a depositional sequence (Mann
& Stein, 1997; modified after Pasley
et al., 1993): TOC, total organic carbon;
HI, hydrogen index; TOM, terrestrial
organic matter; DI, degradation index.

surface and in the uppermost centimetres of the
sediment can play a major role in preservation
of the labile marine organic matter (e.g. Henrichs
& Reeburgh, 1987; Betts & Holland, 1991; Stein,
1991; Hartnett et al., 1998). However, whether
high marine productivity and high OC flux rates
or oxygen deficiency and preservation conditions
play a more important role for the accumulation
of organic-matter-rich sediments is an ongoing
debate (e.g. Pedersen & Calvert, 1990; Parrish,
1995 (and references therein); Littke et al., 1997).
(3) Sequence stratigraphy, or basin-fill stratig-

raphy, is the third aspect which we regard a
main element when discussing spatial organic/
source-rock facies distribution. Recent papers
have examined the close relation between sequence
stratigraphy and organic-matter-rich strata (afore-
mentioned references). The two organic-matter-
source fractions, marine/aquatic and terrestrial,
are genetically related to parasequence stacking
(Fig. 3). Each systems tract in a depositional
sequence is affected by the position of the trans-
gressive or regressive shoreline and consequently
by the rate of terrestrial input (both inorganic
and organic matter) to the shelf (Pasley et al.,
1993). During seaward movement of the shore-
line, sediments are generally deposited in delta,
strand-plain and pro-delta environments, and are
subsequently redistributed and transported to the
shelf as storm deposits and by shelf plumes.
Therefore the amount of terrestrial organic mat-
ter (TOM) delivered to the shelf during regressions
is also relatively high, but both OC and hydrogen
index (HI) values are often relatively low due to
dilution effects and poor preservation. During a
transgression, relatively small amounts of terrige-
nous sediment are delivered to the shelf because
most of the sediments are trapped in proximal
environments. In contrast, autochthonous organic

matter is proportionally more common in trans-
gressive systems tracts, because less TOM is deliv-
ered to the shelf. In addition, fine-grained facies
in the transgressive systems tract contain more
hydrogen-rich organic matter and may be more
prone to anoxia (Pasley et al., 1993) andmay there-
fore enhance preservation of the autochthonous
fraction. Primary production of marine OC, how-
ever, is related to shoreline position. In coastal and
near-shore areas, where nutrient supply from the
continent is much higher than in distal open ocean
regions, primary productivity (PP) is elevated as a
consequence of increased phytoplankton growth.

Furthermore, preservation of marine OC in
the sediment may increase with increasing sed-
imentation rate due to short oxygen exposure
time and rapid passage through the near-surface
zone of intense organic degradation (e.g. Müller
& Suess, 1979; Stein, 1991; Hartnett et al.,
1998). Poor preservation occurs especially in
deep-sea distal offshore regions with extremely
low sedimentation rates. In areas with a very high
clastic input (high sedimentation rates), for exam-
ple in delta regions or during turbidite deposition,
sediment dilution effects may occur and lower the
OC fraction in the sediment as well. To conclude,
the above relations provide the link between the
nature of organic-matter deposition and deposi-
tional systems tracts because the type and preser-
vation of organic matter deposited on the shelf
is directly associated with parasequence stacking.
Therefore, organic-sedimentation or source-rock
modelling has to consider basin-fill stratigraphy
if a comprehensive and complete model of the
organic facies distribution in time and space is
intended.
There are other, more indirect very important

aspects such as palaeocenographic (water-mass
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P

Fig. 4. Sketch showing parameters and processes included in organic facies modelling (OF-Mod): OMZ, oxygen minimum
zone; ABW, anoxic bottom water; MOC, marine organic carbon; TOM, terrigenous organic matter.

circulation, ocean currents, etc.) and palaeocli-
mate conditions (wind systems, climate belts,
humidity, aridity, etc.) affecting OC accumulation
in sediments which are not directly considered
in our model but influence the aforementioned
aspects. For instance, a shift in climate condi-
tions from a humid to a more arid climate may be
expressed in a distinct decrease of TOM input,
that is, a decrease of higher land plant debris
simultaneously with an increased input of clastic
material (e.g. Stein, 1991; Wagner, 2000). Fur-
ther, climate shifts can be simultaneous with or
can be the cause of sea-level changes and are there-
fore expressed in the basin-fill stratigraphy. We
do not consider such palaeoclimate and palaeo-
ceanographic parameters directly because they are
still very difficult to constrain, particularly for
ancient sediments. That type of modelling con-
cerns a much larger scale (ocean scale, �basin
scale) than organic facies/source-rock modelling
(basin, kitchen-scale). The development of palaeo-
ceanography and palaeoclimate models (e.g. Bar-
ron et al., 1995; Parrish, 1995; Sellwood et al.,
2000; Handoh et al., 2003) has made enormous
progress during recent years but they still contain
large uncertainties regarding the boundary condi-
tions. However, the present OF-Mod concept does
not ignore the application of palaeoceanographic
modelling, even though a directmodelling of these
parameters in OF-Mod is excluded. Amore appro-
priate approach would be to use results of these
models and construct together with other local

parameters a probability distribution, for example
upwelling occurrences.

IMPLEMENTATION

In this article we will outline how we considered,
translated and interpreted the aforementioned
aspects into the OF-Mod program.
Figure 4 outlines the processes and parameters

accounted for in OF-Mod. Only processes in the
marine realm are included in OF-Mod. Aeolian
transport of organic particles, coal deposition and
peat growth, evaporites and other chemical sedi-
ments are not included.
As mentioned above the two OC source frac-

tions were treated separately; we model dis-
tribution of marine primary productivity (PP)
in the surface layer of the water column and
input/supply of terrestrial organic matter (TOM)
into the marine/aquatic system via rivers and run
off. Also preservation of the two organic matter
types is treated independently. The primary pro-
duced marine organic matter (MOM) is modelled
under aerobic conditions to accumulate as a func-
tion of carbon flux and burial, while under oxygen
depleted conditions two optional preservation sce-
narios can be chosen. An oxygen-minimum-zone
scenario (OMZ) develops as the result of inten-
sive phytoplankton growth, for example induced
by upwelling conditions. Alternatively, one can
chose an anoxic bottom water scenario (ABW),



ANFMS: “ANFMS_C011” — 2008/8/29 — 16:18 — PAGE 244 — #6

244 U. Mann and J. Zweigel

Interpretation of seismic

Palaeowater depth Stratigraphy builder:

Organic sedimentation modelling:

Basin Fill Model:

Stratigraphic forward model

Deterministic model

Source-rock thickness
Total organic carbon

Organic matter properties: HI, d13C
Source-rock potential

OF-Mod

Fig. 5. Work flow of an organic facies modelling (OF-Mod) study: MOM, marine organic matter; TOM, terrestrial organic
matter; HI, hydrogen index.

which is independent of PP values and depends
on reduced oxygen content in the bottom water
due to sluggish circulation or stagnation of water
masses.
In the modelling of the distribution, accumula-

tion and preservation of terrestrial OC, the mineral
grain distribution is taken as a measure. Coarse
grain-size fractions (sand) are more common in
near-shore areas as is discrete/particulate terres-
trial plant debris. The heavily degraded and/or
residual allochthonous organic matter is associ-
ated with the fine grain-size fractions (shale). The
grain size or lithology distribution is provided by
the basin-fill stratigraphy.
The basin-fill stratigraphy can be provided by

stratigraphic forward modelling tools or as deter-
ministic models created by reservoir modelling
tools and is then imported into OF-Mod. Alter-
natively, simple deterministic models can be
directly created inside OF-Mod with the stratigra-
phy builder module. These latter are comparable
to those from other reservoir modelling tools. Hav-
ing imported/created the stratigraphy/basin-fill
model, it has to be completed with the additional
parameters, needed for calculation of the organic
sedimentation (sedimentation rate, distance to the

shore, etc.; see discussion below). Subsequently,
OF-Mod uses each time layer of the basin-fill
model as a basis for the subsequent organic
sedimentation modelling.
Figure 5 shows the work flow of an OF-Mod

study. To run an OF-Mod study the inter-
preted geometries from seismic information and
the initial palaeobathymetry/basin topography are
required. Based on these, one can choose between
a deterministic and a forward modelling tool to
fill the lithology between the bounding surfaces.
The definition of the grid resolution and all further
steps can be handled in OF-Mod.

Basin-fill stratigraphy

As mentioned above, the (inorganic) basin-fill
stratigraphy is handled separately from the organic
modelling. We chose this approach because there
already exist several powerful and sophisticated
forward and deterministic stratigraphic mod-
elling tools (cf. references in the introduction).
Furthermore, the option to handle the stratig-
raphy modelling independent from the organic
modelling allows choosing between forward or
deterministicmodels from case to case. The choice
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of a forward stratigraphic model or a determinis-
tic model is certainly dependant on data, time,
and software availability. An advantage of the
forward modelling is that these models include
process understanding, and processes such as iso-
static adjustment, sea-level changes, compaction
processes, and so on, are considered. They only
need to be ‘imported’. A deterministic model as
provided by reservoir modelling tools needs much
betterwell control to achieve the samedetail, since
variations on a smaller scale might not be cov-
ered if well control is not available. However,
these models are generally much more flexible
with respect to the grid building and are also eas-
ier to handle with respect to the fitting/calibration
of data to existing well data.
Another advantage of decoupling the strati-

graphic and the organic modelling is that it makes
the source-rock model definitely faster, allowing
quick ‘organic’ parameter testing and multiple-
scenario runs, because the sedimentary model
does not need to be re-run. This is especially appli-
cable when the basin-fill model is produced by
a forward modelling tool as these kinds of mod-
els often require considerably more computing
time.
A disadvantage of modelling the basin-fill

stratigraphy and organic sedimentation separately
is that erosion and redeposition of organic mate-
rial cannot be accounted for. Further, volumet-
ric changes of a stratigraphic layer because of
an extreme richness in organic matter cannot be
considered. As this applies only at very high
OC values (�20% TOC), or in coal deposits and
because such high OC values are quite excep-
tional for marine source rocks, this problem can be
neglected for most applications.
Deterministic reservoir models and most of the

present-day stratigraphic forward modelling tools
have been designed for topics related to reservoir
rock. Several parameters, essential for source-rock
modelling, are not standard output. Therefore,
additional information (e.g. sea-level history, well
data/log datings, and palaeobathymetry maps)
can be imported directly into OF-Mod and the
necessary parameters are then generated. Besides
lithology distribution, other parameters needed
by OF-Mod are age, sedimentation rate, dry bulk
density, palaeowater depth and distance-to-shore.
In this context the shoreline position or

distance-to-shore parameter is especially impor-
tant, as several input parameters are defined
as a function of shoreline distance (e.g. marine
PP, particulate terrestrial OC supply, etc., see

discussion below). We therefore included the
option to account also for information fromoutside
the study area by either extrapolation of the slopes
or by importing the shoreline position outside the
study area (Fig. 6).

Organic matter source types

Marine organic matter fraction

The MOM fraction is defined as marine/aquatic
primary-produced organic matter. Primary
productivity (PP) in modern oceans shows a great
contrast between coastal areas and the open sea as
well as an asymmetry between theAtlantic and the
Pacific Ocean. Generally, PP is higher in coastal
and inner shelf areas than in outer shelf or dis-
tal open ocean regions (Fig. 7). In OF-Mod, the
PP of MOM is therefore defined as a function of
shoreline distance. For example, with increasing
distance from the shoreline, PP decreases until a
constant value is reached. This general trend is in
accordance with the present-day PP distribution,
though absolute valuesmay vary significantlywith
latitude, and the location within an ocean basin
(west or east side).
Areas with particularly high PP may occur

locally due to increased nutrient supply caused
by upwelling conditions or river input (Fig. 7).
However, location, duration and intensity of these
features cannot be predicted directly as this would
require ocean and atmosphere circulation models.
Therefore, in OF-Mod a flexible approach is used,
allowing the user to place a highPP area of a certain
size and intensity at a distinct position. The pro-
gram automatically adapts the high PP lenses to
the shoreline position (Fig. 8).
Preservation and sedimentation of marine OC

is calculated using the three main processes con-
trolling the accumulation under ‘normal’ aerobic
conditions: (I) PP of MOM and its flux through the
water column; (II) dilution by inorganic sediment
at the sea bottom; (III) decomposition/preservation
during burial (burial efficiency).

MOC = carbon flux (I) × dilution by organic

sediment (II) × burial efficiency (III)

where MOC is the marine organic carbon, PP is
the primary productivity and carbon flux is PP ×
degradation during sinking.
Numerically this term can be expressed as

follows (Knies & Mann, 2002; Mann & Zweigel,
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Chlorophyll a concentration (mg m−3)

0.01 0.1 1.0 10 60

Fig. 7. Present-day global chlorophyll distribution in the sea-surface layer of theworld ocean as ameasure for phytoplankton
growth, i.e., marine primary productivity. Note the increased chlorophyll intensity in coastal and in upwelling areas.
Enlarged area shows the Orinoco River plume. The river outflow, enriched in nutrients and because of its low density,
remains at the surface, and stimulates phytoplankton growth, so that a plume of higher productivity waters is observed.
(Source – http://earthobservatory.nasa.gov)

2002a; Knies et al., 2003):

MOC =
Carbon flux(

0.409PP1.41 × z−0.63

10

)
×

Dilution(
100

DBD × LSR

)

×
Burial efficiency(

0.54 − 0.54 ×
(

1

0.037 × LSR1.5 + 1

))
(1)

where PP is primary productivity, z is water depth
(m), DBD is dry bulk density, and LSR is linear
sedimentation rate, of which the latter three can be
derived from the basin fill model.
Equation (1) is based on studies by Müller

& Suess (1979), Johnson-Ibach (1982), Betzer,
et al. (1984), Stein (1991) and Betts & Holland
(1991). The carbon-flux term is based on data
from sediment-trap studies, whereas the burial-
efficiency term is based on a huge collection of
data sets from mainly Cenozoic deep-water – and

from DSDP/ODP sediment cores. However, since
all these terms are empirical, their application is
limited, andwith decreasingwater depth (<200m)
uncertainty increases significantly.
As pointed out, increased preservation of MOM

may occur under anoxic conditions, when the
oxygen consumption by degradation exceeds the
oxygen supply. Aerobic degradation processes
will be reduced/stopped and less efficient anoxic
processes take over. This applies to the degra-
dation in the water column as well as in the
sediment. Therefore, the above carbon-flux and
burial-efficiency approach cannot be applied in
these environments. Instead we apply an OC
preservation factor (PF) that describes the relation
between the primary produced OC (PP) and the
accumulation of OC in the sediment. This factor
is independent of water depth (Brumsack, 1980;
Bralower & Thierstein, 1984):

PF = ((MOC/100)× LSR × DBD)/PP (2)
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Fig. 8. Synthetic scenario showing modelled PP distribution as a function of shoreline distance including an additional
high-productivity area caused by coastal upwelling. (a) How the user can define an area of higher productivity in terms of
position, extent and intensity; the small map shows where the defined high-productivity area is located. (b) The primary
productivity (PP) distribution including the high-productivity area is shown on a surface plot. (c) A chronostratigraphic
plot of PP. It illustrates how the zone of high productivity automatically fluctuates with the shoreline movements through
time. The small inset map shows the position of the transect in the study area: light grey, the undefined onshore area; light
blue, areas of non-deposition or later erosion.

where PF is the preservation factor (%), and
the expression ((MOC/100) × LSR × DBD)
is the organic carbon accumulation rate (in
g cm−2 kyr−1), and PP is primary productivity.
For the forward modelling we rearranged

equation (2) for the calculation of the MOC under

anoxic conditions into:

MOC = (PP × PF)/(DBD × LSR) (3)

Thus, under anoxic conditions the modelled
MOC content is the result of the primary
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productivity PP, the preservation factor PF, and
the dilution. The PF describes the simplified sum-
mary effect of carbon flux and burial efficiency
under anoxic conditions.
OF-Mod uses values for DBD and LSR extracted

from the basin-fill model, these values relate only
to the inorganic part and not to the total sediment.
Therefore, in cases of very high PP values and low
inorganic sedimentation rates, equation (3) leads
to unrealistically high MOC values; when inor-
ganic LSR approaches zero the calculated MOC
will approach infinity. If one assumes that the
porosity of the organic matter is the same as the
porosity of the inorganic sediment (for reasons of
simplification), this problem can be avoided by
calculating the total as follows:

LSRtot = LSRinorg + LSRorg (4)

The LSRorg can be derived from PP

LSRorg = PP × PF
DBDorg

(5)

and

DBDorg = ρorg × (1 −�) (6)

where ρorg is the density of the organic matter and
� is the porosity.
The density of organic matter can be easily

derived from literature data. In Tyson (1995) a
comprehensive summary of density of particulate
organic matter, kerogen, and associated materials
is given. Densities for MOM are about 1.1 g cm−3.

The DBD can be expressed as:

DBDtot = DBDorg × LSRorg + DBDinorg × LSRinorg

LSRorg + LSRinorg

(7)

By combining this with equation (3) for calcula-
tion of MOC deposited under anoxic conditions
the following equation results:

MOC = PP × PF
(PP × PF)+ 10 × (DBD × LSR)

(8)

In order to test equation (8) for a range of PP
values (5–150 gCm−2 yr−1) and LSRinorg (0.1–
100 cmkyr−1), MOC values were calculated and
compared with the initially used formula (3).
Applying a PF of 0.02% (open ocean, pelagic

environment), a porosity of 60% and the den-
sity of MOM of 1.1 g cm−3, almost no differences
are observed except for very extreme conditions.
For low sedimentation rates (0.1 cmkyr−1) and
PP values of 50 gCm−2 yr−1), the effect reaches
a difference of 0.81% MOC. But, using a PF
of 4% (as an example for Black Sea conditions;
Bralower & Thierstein, 1984) even for sedimenta-
tion rates of 1 cmkyr−1 and moderate PP values
(150 gCm−2 yr−1), the different equations produce
a difference in MOC of 20%. Using equation (3) at
sedimentation rates lower than 1 cmkyr−1 calcu-
latedMOCvalueswere higher than 100%at almost
all tested PP rates.
The main challenge in the modelling process

is to define where anoxic conditions occur. As
mentioned above we differentiate between two
scenarios with different controlling mechanisms
(Fig. 4). In oxygen minimum zones (OMZ) the
amount of the primary-produced organic matter
controls the intensity and extent of anoxia. The
effect of anoxia is recognizable where the OMZ
impinges on the sea floor (anoxic response). The
coupling between productivity, water depth and
oxygen depletion can be directly defined in the
program. The lateral extension is controlled by the
PP distribution in the model. Anoxia is only mod-
elled where PP in the surface waters, and thus
oxygen consumption below, exceeds a threshold
value, and where the resulting OMZ impinges on
the sea floor (Fig. 9a–c).
Anoxic bottomwater conditions (ABW)maydev-

elop due to reduced water circulation in (semi-)
enclosed basins and/or through stratification of the
water column, and are independent of PP values
(Fig. 10). Reasons for a stratified water column
can be variable. Without an oceanographic model,
these conditions cannot be simulated directly.
Again a flexible approach is used. The user has
to define, based on well data and/or geological
knowledge, where an ABW could be present. The
program will then automatically centre the ABW-
lens in the sub-basin or at a rivermouth at the coast
and calculate the degree of anoxia through the
interaction of the lens’ lateral and vertical extent
and the topography (i.e., anoxia will be modelled
onlywhen andwhere the basin reaches a sufficient
depth; Fig. 11).

Terrestrial organic matter fraction

In contrast to the productivity of marine/
autochthonous organic matter, the production of
terrestrial organic matter is not simulated because
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OF-Mod only considers OC deposition in the
marine realm. Modelling TOM production would
indeed require information about climate, atmo-
sphere and drainage area for realistic simulation
of vegetation cover and type. Here, the ‘terres-
trial organic fraction’ represents all allochthonous

organic matter which is not produced in situ in
the marine environment and enters the marine
system via rivers and run-off. It is assumed to
have already experienced some degradation and
microbial breakdown in soils and during trans-
port before entering the marine system and is
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Fig. 9. Development of an oxygen minimum zone (OMZ) as a result of intense organic matter productivity. (a) How the user
can define the OMZ in terms of vertical extension, the productivity-threshold values and the preservation factor. (b) The
defined vertical extent of the OMZ is shown in a cross-section including the anoxic response at the sea floor (i.e., where the
oxygen depletion actually affects the carbon deposition at the sediment surface). Full anoxic conditions (anoxic response
= 1) only apply where primary productivity exceeds 300 gCm−2 yr−1, and are therefore not reached in the modelling area
(maximum anoxic response 0.58, cf. scale). (c) The surface plots of the primary productivity and the respective development
of the oxygen minimum zone for one time step is shown.
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Fig. 10. Sketch illustrating processes that can lead to the
development of anoxic bottom water conditions. Reduc-
tion of water-mass mixing can be the result of (semi-)
restricted basin topography, salinity differences because
of high freshwater input from rivers or high precipitation,
high terrestrial organic carbon input consuming oxygen and
leading to oxygen depleted conditions, or a combination of
several of these processes.

therefore regarded resistant to further extensive
degradation. We differentiate two subfractions
based on grain size, transport behaviour and sort-
ing: a discrete/particulate fraction derived from
higher land-plant material and a soil or residual
OC fraction. Depending on their particle size they
are modelled to be associated with the distribu-
tion of the coarse mineral grains (sand fraction)
and with the fine grain size (shale fraction) of
the inorganic basin fill, respectively. Based on
end-member values for the respective terrestrial
sub-fraction, the discrete and/or residual terres-
trial OC content is calculated for each cell filled
with a distinct sand–shale mixture, that is the
higher the shale content of a grid cell, the more the
modelled residual OC content will approach the
user-defined end-member/maximum value. How-
ever, the maximum end-member user-defined par-
ticulate terrestrial OC content is not necessarily
associated with pure sand, but with lower val-
ues, since pure sands often do not contain any
kind of organic matter as a result of winnowing
of the lower density organic particles in highly
hydrodynamic regimes (Fig. 12a and b).

The input of TOM may vary laterally in a basin
as does water and sediment discharge. Part of
this lateral variation is already accounted for by
the basin-fill model. Higher sand discharge leads
to a higher deposition rate, therefore OF-Mod
will automatically model higher amounts of the
coarse or particulate land-plant-derived organic
matter in these areas. However, input of TOM type
may be significantly higher close to river mouths.
These scenarios can be modelled by defining areas
(lenses) of higher terrestrial input, which can vary
in position and intensity over time, and which are
automatically located at the shoreline (Fig. 12b).
The modelled terrestrial content is then the result
of the extent of the lens(es), a defined maximum
particulate terrestrial fraction to be applied within
that area, and the sand content of the grid cells
within this area (Fig. 12c).

Source-rock quality

As mentioned previously, source-rock quality is
dependent on organicmatter source types and also
on preservation. Quality was briefly discussed ear-
lier in connection with the organic-matter source
fractions, marine and terrestrial. The source-rock
quality in terms of hydrocarbon richness (hydro-
gen index, HI), is simulated in OF-Mod applying
an end-member mixing model. For each organic-
matter type (marine primary produced, partic-
ulate terrestrial, and residual organic matter) a
HI end-member value has to be defined. Tak-
ing into account the modelled amount of each
fraction in every grid cell, the HI parameter is
calculated. Various end-member mixing models
are proposed to show mixing processes of two
source fractions (marine–terrestrial) or two preser-
vation fractions (well preserved–poorly preserved)
to explain the actual component distribution in
cores and also to estimate complete organic car-
bon budgets of certain areas (Huc et al., 1992;
Westerhausen et al., 1993; Prahl et al., 1994;
Villanueva et al., 1997; Dean & Gardner, 1998;
Ransom et al., 1998; Knies, 1999; Rachold &
Hubberten, 1999). In this context, the HI values
of the pure particulate terrestrial fraction and the
marine primary-produced organic matter repre-
sent the marine and terrestrial end-members while
the residual organic-matter fraction represents the
degraded end member of the two source fractions.
However, applying a pure end-member mixing
model in a 2D or 3D model implies that the influ-
ence of preservation on the marine-organic-matter
fraction is considered to be similar at all locations
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Fig. 11. Surface plot illustrating anoxic bottom water distribution in one sub-basin of the modelling area. (a) Extent of the
anoxic conditions restricted to the extent of the sub-basin and dependent on depth. (b) The effect of anoxic conditions on
quality distribution (i.e., hydrogen index, within and outside the area of oxygen depletion/enhanced preservation).
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in the modelling area (basin). This is not nec-
essarily the case: the HI value for the marine
fraction may vary significantly between the maxi-
mum value (end-member HI marine fraction) and
the minimum value depending on the degree of
preservation. OF-Mod therefore offers, in addi-
tion to the HI end-member mixing, an empirical
calculation of the HI-value of the marine fraction
coupled to the preservation of this fraction. The
degree of preservation or the preservation factor,
describes how much of the produced MOM actu-
ally gets entombed in the sediment. We therefore
use this ratio also to describe how much of the
initial potential of the MOM is finally preserved
as MOC in the sediment.
The HI-value of the marine fraction is calculated

by the following equation for each location:

HIMOC = HISOM + (HIMOM − HISOM)× P0.1 (9)

where HIMOC is the HI value for the marine OC
fraction, HIMOM and HISOM the HI end-member
values given by the user for each of the source frac-
tions, and P the preservation factor (fraction) of
the MOM.
The relationship between preservation, the

given end-members of HISOM and HIMOM, and the
resulting HI value of the marine OC fraction is
shown in Fig. 13.
In addition to the hydrogen index, other param-

eters could be added aswell to improve the predic-
tive nature of the simulations in terms of variations
in source-rock-facies trends and/or fingerprinting

Fig. 13. Plot illustrating the relationship between the
preservation (P) and the resulting hydrogen index (HI) of
the marine organic carbon (MOC) fraction, based on the
user-defined end-member values for the marine and the
soil organic matter. Note the logarithmic scale. The red
diamond shows that a HI of 422mgHCg−1 C is modelled
for a preservation of 2% using end-members of HI MOM
(600mgHCg−1 C) and HI SOM 50 (mgHCg−1 C), respec-
tively. SOM = soil or residual organic matter.

of distinct components resulting in a specific
hydrocarbon phase distribution.

MODELLING THE LATE JURASSIC
SPEKK FORMATION AT THE
MID-NORWEGIAN CONTINENTAL
SHELF: THE FIRST OF-MOD
APPLICATION TO A COMPREHENSIVE
EMPIRICAL DATA SET

The Late Jurassic Spekk Formation is the major
source rock at the mid-Norwegian Shelf. During a
shallow-drilling campaign by SINTEF Petroleum
Research (former IKU) detailed seismic explo-
ration and drilling was carried out in the Froan
Basin, a small semi-restricted sub-basin of Late
Jurassic age (Skarbø et al., 1988). The cored Late
Jurassic to earliest Cretaceous succession (Spekk
andRognFormations) provides one of the best doc-
umented reference sections for this time interval in
the region.
The comprehensive data set from seismic line

IKU125-87 and the cores of the Froan Basin
(6307/07-U-02 and -03A) were used as a base
for this OF-Mod 2D study (Fig. 14). The cored
sections are shale-dominated, thermally imma-
ture, and have a good biostratigraphic control
(Krokstad & Monteil, 1995). A comprehensive
organic-geochemical data set (Skarbø et al. 1988;
Krokstad & Monteil, 1995: Monteil, 1997; Tyson,
1997) served as a base for source-rock modelling
in order to test if the OF-Mod software is capable
of realistically simulating the deposition of the
Spekk Formation and if the processes in OF-Mod
adequately reproduce the well data. A challenge
during this study was to simulate the special
depositional conditions of the locally occurring
lower ‘rich Spekk Formation’, which is char-
acterized by high amounts of Botryococcus-like
algal organic matter and exceptional preservation
conditions.
Based on the IKU wells 6307/07-U-02 and -03A,

the Spekk Formation can be locally divided into
an upper and lower section separated by the sandy
Rogn Formation (Skarbø et al., 1988) (Fig. 15). The
part of the Spekk Formation below the Rogn Sand
(lower Spekk Formation) reaches a thickness of
61.5m in IKU-well 6307/07-U-03. However, the
base of the Spekk Formation was not reached. The
source-rock quality in this lower part of the Spekk
Formation is variable, with a very rich middle
part showing single TOC values up to 18% and
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Fig. 14. Map showing the study area and the position of the studied wells and modelled transect (from Ringås et al., 1997).

HI values up to 900mgHCg−1 C (lower ‘rich Spekk
Formation’).
The sandy Rogn Formation was drilled in well

6307/07-U-03A and partly in well 6307/07-U-02.
It reaches a thickness of 79m in well 6307/07-
U-03A. The deposits consist of fine-grained, well

sorted, subangular sandstones, which are inter-
preted as mass flow deposits with short trans-
port distances but an effective sorting mechanism
(Skarbø et al., 1988). Some shale intercalations
occur, in particular in the upper part of the Rogn
Formation.
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Fig. 15. Summary logs and correlation of the two IKU-wells, which serve as control wells in the present study. Well
6307/07-U-02 includes the sandy Rogn Formation in the lower part and the Upper Spekk Formation in the upper part. Well
6307/07-U-03 comprises the lower Spekk Formation and the lower part of the sandy Rogn Formation in the upper part.
The lithology is indicated to the left, interpreted from the gamma-ray logs. To the right total organic carbon contents (TOC)
and interpreted kerogen types are shown.
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The upper part of the Spekk Formation recov-
ered in IKU-well 6307/07-U-02 reaches a thick-
ness of 68.5m. It is of higher source rock quality
with TOC-values above 6% and HI values around
350mgHCg−1 C. Two condensed sections in this
succession are indicated by palaeontological data.
This had, however, no clear impact on source-rock
quality.
The basin was rather shallow with water depths

less than 200m throughout the Upper Juras-
sic, as indicated by micropalaeontological data
(Kjennerud & Gillmore, 2001).

Basin-fill stratigraphy

First, a structural restoration of the initial basin
geometry was carried out based on data from

seismic section IKU-125-87 at the southern tip of
the Froan Basin (Kjennerud & Gillmore, 2001).
This was used as a basis for the successive strati-
graphic modelling. However, since part of the for-
mer basin fill has been eroded, a reconstruction of
the complete initial basin shape was difficult. The
available seismic data (seismic line IKU-125-87)
cover a stretch of ca. 21 km. Micropalaeontological
proxies of palaeowater depth and basin geometry
constrain the position of the centre of the Late
Jurassic basin to west of the drilling sites. This
implies that deposition of the Rogn Sand occurred
on the eastern basin flank with the probable sed-
iment source east of the reconstructed section
(i.e., the mainland; Fig. 16).
The basin fill was modelled applying the

process-based forward modelling tool

Fig. 16. (a) Initial basin shape for the DEMOSTRAT modelling. Indicated are the area covered by seismic line IKU-125-
87 and positions of wells 6307/07-U-02 and -03. The reconstructed base was slightly modified, smoothed and extended
towards the mainland to include the palaeoshoreline throughout the simulation. Note that the topography is exaggerated.
(b) Subsidence values used along the section. The different curves show the subsidence at given times; linear interpolation
between these estimates were made for other age estimates. Note that the main period of differential subsidence was during
the Rogn Sand deposition.
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Fig. 17. (a) Eustatic sea-level curve after Haq et al. (1987) adjusted to the timescale of Gradstein et al. (1999). (b) Sediment
input curve and stratigraphy. Note that the deposition of the Rogn Sands occurred during a period of eustatic sea-level rise
and that the condensed sections correspond to phases of eustatic sea-level falls.

DEMOSTRAT (Rivenæs, 1993). DEMOSTRAT
employs a dual-lithology, depth-dependent dif-
fusion equation to model deposition and erosion
of sand and mud. Thus, sediment transport and
erosion is modelled as a function of sediment
input, slope, and diffusion coefficients. The pro-
gram takes initial basin shape, compaction, tec-
tonic and isostatic subsidence as well as eustatic
sea-level variations into account (Fig. 17). Base-
ment compaction and overload can also be con-
sidered. A summary of the input parameters used
for DEMOSTRAT is given in Table 1.
The time interval covering the Spekk Formation

(17.16Myr) was subdivided into 600 time steps,
which results in a temporal resolution of 28.6 kyr
per modelled layer. The spatial (horizontal) res-
olution of the model is 400m per cell, section
length of 120 km divided in 300 columns. Thus,
the model includes 180 000 cells.
Figure 18 illustrates the evolution of the mod-

elled section; thickness and geometries are shown
at the time of deposition. During deposition of
the lower Spekk Formation the basin is filled rel-
atively rapidly. Sands are confined to the basin
margin while finer grain sizes are transported to
the basin centre. Deposits onlap the western basin

Table 1. Summary of the input parameters used in
DEMOSTRAT. Compaction of sand and shale after
Baldwin & Butler (1985).

Time interval 154–136.8Myr (17.16Myr)
Temporal resolution 600 steps (à 26.8 kyr)
Section length 120 km
Spatial resolution 300 columns (à 400m)
Sea level Haq et al. (1987)
Sediment input From mainland (southeast)
Transport coefficients Time-, depth-varying
Subsidence Time-, location-varying
Isostasy (flexural rigidity) 1E23 (EET = 25km)
Compaction Sand: Baldwin & Butler (1985)

Shale: Baldwin & Butler (1985)
Basement 500m thickness

80% Sand on erosion
5% porosity

Overburden 1400m

margin ca. 15–20 km west of the well locations.
This compares well with the seismic data, which
indicate a pinch out of the lower Spekk Formation
approximately 15 km from the wells.
During deposition of the Rogn Sand the deposi-

tional pattern changed. Sands did not accumulate
in the shore zone, but were transferred by mass
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flow events towards the basin centre. Mass flows
were probably triggered by faultmovements. Thus,
net erosion was modelled along the coast and
sands accumulated as a wedge in deeper water.
During deposition of the upper Spekk For-

mation, the Froan High was overstepped by
deposition. Sands are mainly restricted to the
coastal zones. Only during the development of
the two condensed sections during eustatic sea-
level lowstandswere sands distributed further into
the basin. These model results suggest that the
condensed sections developed in response to a
lowstand bypassing of the basin. During the entire
interval the modelled water depth at the well loca-
tions ranges between 160m and 100m which is
compatible with the palaeowater depth estimates
by Kjennerud and Gillmore (2001).
Modelled thickness, lithologies and sedimen-

tation rates were extracted along the approxi-
mate well locations and compared to the drilling
results (Fig. 19). The modelled thickness at well
positions was realistically reproduced. However,
modelled thickness of the upper Spekk Formation

is somewhat lower than measured. Consequently,
the modelled sedimentation rates are also slightly
lower than the measured ones, but the trend of
decreasing sedimentation rates are well repro-
duced (Fig. 19). Both, occurrence and age of the
two condensed sections within the upper Spekk
Formation match well with the well data.

Organic matter sedimentation

As a basis for the organic-sedimentation mod-
elling, organic-geochemical, visual kerogen and
palynofacies data from wells 6307/07-U-02 and
6307/07-U-03A were used to describe the depo-
sitional environment and to constrain the model
settings. Based on these data, a simplified divi-
sion of the Upper Jurassic sedimentary record into
five units was made with respect to source and
preservation of organic matter (Figs 20–23 and
Table 2).
Core 6307/07-U-03 includes units I, II, and III,

which cover the lower Spekk Formation (Figs 20
and 21). The variability in quantity and quality

(cm kyr
�1

)

LSR (cm kyr�1
)

Well 02Well 02

At position: 20 km

Fig. 19. Comparison of modelling results (position 20 km) on the left, with well 6307/07-U-02, on the right showing the
Rogn Formation (lower part of the section, yellow colour coding) and the Spekk Formation (upper part of the section, green
colour coding). Note that modelled thickness and sedimentation rates are uncompacted. GR = gamma ray.
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(mg HC g�1 C)

k

Fig. 20. Organic geochemical and microscopy data from well 6307/07-U-03, lower Spekk Formation: TOC, total organic
carbon; HI, hydrogen index, δ13C, organic carbon isotope ratio; marine kerogen, marine organic matter fraction (alginite +
liptinite + fluorescing amorphous organic matter) estimated based on visual kerogen analyses; AOM, amorphous organic
matter.

)

Fig. 21. Palynofacies and organic geochemical data from well 6307/07-U-03, lower Spekk Formation.
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U
n

it
 II

I

 C)
Marine kerogen

Fig. 22. Organic geochemical and microscopy data from well 6307/07-U-02, upper Spekk Formation: TOC, total organic
carbon; HI, hydrogen index, δ13C, organic carbon isotope ratio; marine kerogen, marine organic matter fraction (alginite +
liptinite + fluorescing amorphous organic matter) estimated based on visual kerogen analyses; AOM, amorphous organic
matter.

of the organic matter in these units is significant.
Highest OC contents and HI values occur in Unit
II. In microscopy analyses this unit is character-
ized by distinct amounts of amorphous and algal
organicmatter (e.g.Botryococcus is relatively com-
mon) showing a bright fluorescence (Tyson’s Scale
5–6, Fig. 21 and Table 2). Dynocysts in the lower
Spekk Formation are generally characterized by
low-diversity, high-dominance, and high-density
assemblages which are often indicative of near-
shore areas characterized by anoxia and fluctu-
ating salinity. In terms of preservation the afore-
mentioned trends indicate that the lower Spekk
Formation and particularly Unit II of the lower
Spekk Formation, is characterized by good to
very good preservation conditions under oxygen-
depleted conditions. This is further supported
by the distinct odd/even predominance of the
aliphatic hydrocarbon fraction (n-alkanes) and the
total sulphur data (Mann & Zweigel, 2002b), both
suggestive of anoxia. The total sulphur content is
relatively high (>5% on average), and the mean
C/S ratio which is significantly lower than 2.8

reflects an excess in sulphur. However, these
preservation conditions seem not to have contin-
ued, and in the upper part of Unit III all geochem-
ical data indicate a deterioration of the deposi-
tional environment in terms of preservation, and a
more mixed/dynamic water column as indicated
by increasing dynocyst diversity and increasing
silt content (Figs 20 and 21, and Tables 2 and 3).
Units IV and V are present in core 6307/07-U02

and cover the Rogn Sands and the upper Spekk
Formation, respectively (Figs 22 and 23). The
lowermost part of the core also includes Unit III
(uppermost lower Spekk Formation). The well
sorted mass-flow sands of the Rogn Formation
(Unit IV) have very poor OC contents, whereas in
the intercalated shale layers the OC quality and
quantity is distinctly higher. Unit V, covering the
entire upper Spekk Formation, is generally more
homogeneous than the lower Spekk Formation. It
is characterized by organic-carbon values between
6 and 8% and HI values about 350mgHCg−1 C.
In the few intercalated shales of Unit IV and in
Unit V preservation conditions are good, but not



ANFMS: “ANFMS_C011” — 2008/8/29 — 16:18 — PAGE 263 — #25

Modelling source-rock distribution and quality variations 263

Fig. 23. Palynofacies and organic geochemical data from well 6307/07-U-02, upper Spekk Formation/Rogn Sands AOM,
amorphous organic matter.

as exceptional as in parts of Unit I and Unit II,
as indicated by fluorescence values and dynocyst
diversity. Unit V seems to represent the more gen-
eral pattern of the Spekk Formation elsewhere at
the mid-Norwegian Shelf.
In the overlying Lange Formation on top of Unit

V only geochemical bulk data, and no microscopy
or biomarker data, exist indicating that organic-
carbon quality and quantity decrease dramatically.
This interval is not included in the modelling
study. Also Lipinsky et al. (2003) and Langrock
et al. (2003) infer good preservation conditions in
an oxygen-depleted environment based on trace
metal enrichment and visual kerogen data of the
Spekk Formation, a drastic decrease in organic-
C content, and a change in depositional condi-
tions during deposition of the overlying Lange
Formation from a restricted marine to a more open
marine, well-ventilated environment.

Input parameter estimation

For estimation of the palaeoprimary productivity
(PP) and the approximate terrestrial organic-matter
input we had to decipher the marine and ter-
restrial OC fractions from the total OC con-
tent. We used HI values, visual kerogen, and

biomarker data for estimating the proportions of
the marine/aquatic (amorphous fluorescing + algi-
nite + liptinitic material) and terrestrial (amor-
phous non-fluorescing, vitrinitic + inertinitic
material) OC fractions (Mann & Zweigel, 2002b;
Table 3).
For the PP calculation from MOC we had to

estimate water depth, sedimentation rate and
density of the sediments at the well positions
(cf. equation 8). These data were taken from the
stratigraphic model at positions corresponding
to the location of well 6307/07-U02 and -U03
(Table 4). Primary productivity was subsequently
calculated for the well positions for Unit I, II, III
and V of the Spekk Formation, based on rear-
rangement of equation (8). The derived PP values
are generally in good agreement with literature
data of the Late Jurassic and Cretaceous Atlantic
(e.g. Bralower & Thierstein, 1984; Stein, 1986)
taking into account that the wells 6307/07-U02
and -U03 were located in a very near-shore, shal-
low and temporarily restricted environment. The
calculated PP values, particularly for Unit II, are
quite high but not unreasonably high, as we have
indications for temporary enrichment of algae
in these units (algal blooms, cf. Tables 2 and
3). In addition the geochemical and microscopic
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Table 3. Averaged values for the five units of the Spekk Formation. The estimates of marine and terrestrial organic carbon
fractions are based on the analytical and microscope data shown in Figs 20–23. Ctot = total organic carbon, MOC = marine
organic carbon, tTOC = total terrestrial organic carbon, HI = Hydrogen Index.

Units
Ctot
(wt%)

tTOC
(wt%)

MOC
(wt%)

HI
(mg HC g−1C) Preservation Remarks

V. Upper Spekk 6–8 3–4 3–4 340 Good Some freshwater input
(Botryococcus), open marine

IV. Rogn Sands 7 shale/ 3–5 shale/ 2 shale/ 250 shale/ Good in shale/ More or less pure sand unit,
0.2 sand 0.2 sand 0.0 sand ≤100 sand poor in sand only very few thin shale

layers

III. Upper 2–(5) 1.9–(3.5) 0.1–(1.5) 100 (250) Fair–good Increasing silt content,
lower Spekk increasing dynocyst diversity

II. Rich 10(5–18) 3 7 500 (maximum Very good Algal blooms (Botryococcus)
lower Spekk up to 900) especially in Unit II,

restricted environment, very
low dynocyst diversity,
significant freshwater input

I. lower 5–8(12) 3.5–5 1.5–3(7) 200 Good–very good
lower Spekk (maximum 600)

Table 4. Calculated PP values for well 6307/07-U02 and 03. OC = organic carbon, PP = primary
productivity.

Unit I Unit II Unit III Unit IV Unit V

Water depth (m)∗ 140 125 105 115 40–80
Dry bulk density (g cm−3)∗ 0.67 0.67 0.67 1.35 0.67
Sedimentation rate (cm kyr−1)∗ 10 9 8 ??? 2
Sand fraction (%)∗ 0.1 0.1 0.1 97–100 0.1

Total organic carbon (Ctot wt%)∗ 8 10 ∼2.5 0.2/7 7
Marine organic carbon (wt%)† 3–4 7 0.2 0/2 3.5
Terrestrial organic carbon (wt%)† 3–5 3 ∼2.4 0.2/3–5 3.5
Preservation factor (%)‡ 3–6 5–10 ∼0.1 – 1.5–3

Primary productivity (gCm−2 yr−1) 74–150 150–250 91 n.a. 90–100

∗Data derived from basin-fill model.
†Data from geochemical and visual kerogen analyses from well 6307/07-U03 and 02.
‡Estimated values based on organic geochemical, microscopy and palynofacies data.

data indicate very good preservation conditions
(Table 3). Therefore relatively high preservation
factors were applied for this unit.
The total terrestrial organic carbon (tTOC) frac-

tion was estimated based on visual kerogen data,
palynofacies analyses and HI values. The tTOC
content is about 3% in Units I, II, III and V
(cf. Tables 3 and 4). In Unit IV, Rogn Formation,
the proportion of the terrestrial fraction in the
few shale layers was about 3–3.5% too, whereas
in the sands only very little residual or no OC
was deposited. Generally, the main part of the
terrestrial OC fraction in all units consists of
non-fluorescent amorphous organic matter with a

minor fraction of macerals (microscopically iden-
tifiable particles such as woody and coal particles,
liptinites, etc., Table 2). In contrast to these dis-
crete organic particles, whose occurrence is often
associated with a coarser sediment type (silt and
sand), the amorphous organic fraction is enriched
in the fine sediment/shale fraction.
End-member HI values were calculated for the

different pure OC fractions (marine organic car-
bon, MOC; particulate terrestrial organic carbon,
pTOC; residual/soil organic carbon, SOC) based
on estimates of the different amounts of the OC
fractions at the well position. These end-members
were assumed to be valid for the entire modelling
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interval, except for parts of Unit I and the whole
of Unit II. As indicated by the HI values, paly-
nofacies and kerogen data, distinct enrichment of
algae (e.g. Botryococcus) suggests a significantly
enhanced HI value for the MOC during these peri-
ods. A summary of all input parameters derived
from the geochemical data and used in OF-Mod is
shown in Table 5.

Results and discussion

Figure 24 shows the modelled distribution of the
total OC content and HI values. A variable pattern
of OC and HI is clearly visible in the lower part
of the basin fill (i.e., in Units I, II and III (lower
Spekk Formation)). Highest OC values occur in
Unit II as a response to the increased PP mod-
elled, but also due to the range of preservation
factors (PF) applied. Lower OC values were mod-
elled in Unit III, where a reduced PF was used
to account for environmental changes, and low-
est OC values in the sands of the Rogn Formation
(Unit IV) and within the coastal sands. Nearly
the same pattern is observed for the HI distribu-
tion except that the highest values do not occur
where highest OC values were modelled, but more
basinward (cf. Fig. 24a and b). This is due to
the defined preservation conditions. Because fully

anoxic conditions do not apply in very shallow
surface water (Fig. 25), preservation decreases
towards the shoreline and therefore also organic
matter quality (HI).
When comparing themodelled data correspond-

ing to the well position to the data from wells
6307/07-U-02 and -03, a very good match is
observed (Fig. 26). The PFs in the ranges proposed
in Table 4 roughly mimic the higher frequency
variations observed in the measured data, even
though well data indicate an even higher vari-
ability. In this context the preservation factor
seems to be one of the most sensitive parameters
in this case study. Sedimentation rates, which
are generally relatively low in the Late Jurassic
(decompacted sedimentation rates vary between
2 and 10 cmkyr−1), could not have caused such
a high variability in the resulting OC and HI val-
ues. Besides the additional input of algal organic
matter (Botryococcus-type matter) during deposi-
tion of Unit II, no further variability in PP was
modelled and a time constant ‘basic’ PP was
applied in all other units (PP coastal to open ocean:
100–80 gCm−2 yr−1; cf. Table 5). Geochemical
data point more to variations of preservation
conditions and a variable depositional environ-
ment as clearly indicated by the Tyson’s fluores-
cence scale and dynocyst diversity (Figs 21 and

Table 5. Summary of input parameters used in OF-Mod.

Remarks

Marine primary productivity (PP) PP coastal (g C m−2 yr−1) 100
Distance to open ocean (km) 80
PP open ocean (g C m−2 yr−1) 100
Time varying No
δPP (g C m−2 yr−1) 100 δPP occurs only between 152.3 and

153.0 Ma (Unit II)
Distance from shore (km) 1
Extension of δPP (km) 60
Time varying Yes
Preservation Anoxic In Units I–III and V PF varies

randomly in ranges as shown in
Table 4

Time varying Yes
Terrestrial organic matter pTOC (%) 0.2

SOC (%) 2.5
Time varying No

Organic matter properties HI MOC (mgHCg−1 C) 500 HI MOC varies randomly between
500 and 800 in the time interval
from 152.3 to 154 Ma (Unit I and II)

HI pTOC (mgHCg−1 C) 200
HI SOC (mgHCg−1 C) 50
Time varying Yes
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Fig. 24. (a) Distribution of total organic carbon (Ctot) and (b) Hydrogen Index (HI). Pink lines indicate unconformities.

Position (km)

Fig. 25. Distribution of themodelled anoxic response at the sediment surface along the transect. The anoxic response shows
where the defined preservation conditions affect organic-carbon deposition at the transect. Because preservation conditions
do not occur in the photic zone (water depth <70m), the shallower parts of the transect show no anoxic response (blue
colours). Additionally, a thickness of 50m for a transition zone with dysoxic conditions was defined. Consequently, full
application of the defined preservation conditions occurs only below 120m water depth (red colours) and therewith only
in the deepest part of the Froan Basin.
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23). In addition, the change in depositional envi-
ronment and the decrease in preservation in Unit
III are accompanied by increasing silt content and
a complete change of sedimentation from shale
to sands in Unit IV (Rogn Formation). Here, the
lowest PFs were applied. The exceptional preser-
vation conditions of parts of Unit I and Unit II
could not be re-established later during deposition
of Unit V, where the swell restricting the Froan
Basin from the open Norwegian Sea was over-
stepped by sedimentation and more open-marine
conditions developed. This is indicated by mod-
erate dynocyst diversities and lower Tyson’s scale
and HI values. Based on this, the moderate PF
values applied for this unit seem reasonable in
comparison to the distinctly higher values applied
in Unit II.
Another important aspect is that the extremely

OC-rich sediments of the lower Spekk Formation
(partly Unit I and Unit II) are most probably a
very local phenomenon. Algal (Botryococcus type)
material was transported by fresh-water supplied
by rivers or continental runoff into the surface
water of the semi-restricted Froan Basin. The
lower density fresh-water flushing over the more
saline seawatermay have favoured stratification of
the water column in addition to enhanced oxygen
consumption due to a higher organic-matter con-
tent, and hence resulted in very good preservation
conditions. In the upper Spekk Formation (Unit V)
only few indications for such input of fresh-water
algal material have been reported (cf. Table 2;
Monteil, 1997) and may explain the worse preser-
vation during deposition of this interval (lower
carbon flux and less intense salinity stratification).
Generally, Unit V seems to be more representative
of the Spekk Formation as described elsewhere in
the mid-Norwegian Shelf. In other wells further
to the north along the mid-Norwegian shelf little
evidence for such input of fresh-water algal matter
has been documented, even though the wells are
also located in a very nearshore deltaic environ-
ment (e.g. well 6407/09-08, Monteil, 1997; well
6814/04, Langrock et al., 2003).
With OF-Mod it was possible to account for this

local phenomenon by applying the δPP parameter.
We could mimic the input of additional algal
organic material via run-off by positioning a
δPP cell directly at the coastline and letting it
decrease into the direction of the Frøya High,
or with increasing distance to the source during
deposition of Unit II. Beyond that we used a
constant PP value based on the back-calculated
marine OC values from the well for the entire

modelling of the Spekk Formation (cf. Table 5).
In our opinion this PP value (PP coastal to open
ocean: 100–80 gCm−2 yr−1; cf. Table 5) represents
a general PP estimate for the Late Jurassic organic-
rich sediments of the Norwegian Shelf at least for
near-shore environments. This is in contrast to the
results from Langrock and Stein (2004) who esti-
mated productivities from the samewell, 6307/02,
ranging between 20–30 gCm−2 yr−1. Reasons for
this difference remain unclear since their con-
clusions are not justified by more detailed data.
Nevertheless, Langrock et al. (2003) also identi-
fied the variation in preservation conditions as
a major controlling factor and found the sup-
ply of terrestrial organic matter to be of minor
importance.

CONCLUDING REMARKS

The process-based modelling software OF-Mod
that models organic/source-rock facies delivers
results in terms of source-rock thickness, and the
distribution of quantity and quality of organic
content (TOC, HI, source-rock potential). Gener-
ally, the numerical modelling enables a multi-
variable parameter cross check of all (previously
defined) aspects influencing organic sedimenta-
tion. It can thereby handle much more complex
scenarios than any conceptual model approach.
Two very important and completely new aspects
in this context are that OF-Mod considers (1) the
OC source fractions, that is, marine and terres-
trial, and (2) organic-sedimentation modelling is
combined with basin-fill stratigraphy. The source
fraction approach enables differentiation between
the specific processes affecting each of the OC
types on their way from their sources to the site
of final accumulation. Furthermore, it enables
application and refinement of end-membermixing
models to achieve more information on organic-
matter properties (i.e., HI, but also possibly carbon-
isotope composition (δ13C) and other prospects
in the future). On the other hand the combina-
tion of the organic sedimentation with the basin-
fill stratigraphy permits evaluation of a realistic
spatial distribution of a source-rock unit in a
basin.
When defining and constructing depositional

settings through application of the aforementioned
processes and parameters, there always is some
uncertainty regarding the definition of the input
parameters, as many bounding conditions are not
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exactly known and data coverage is usually lim-
ited. This applies especially to source-rock mod-
els in frontier areas. However, the process-based
approach in general, and the possibility to test the
complexity and interactions of different parame-
ters and processes in particular, enables a much
more holistic and extensive evaluation of a source-
rock unit, even in cases of very limited well
control.
The case study from the Late Jurassic Spekk

Formation of the mid-Norwegian Shelf presented
here documents that OF-Mod is able to repro-
duce realistically the environmental conditions
during deposition of the Spekk Formation and to
adequately reproduce the subsurface well data.
Also the local conditions during deposition of the
lower ‘rich’ Spekk Formation can be accounted
for with processes and modules included in OF-
Mod. Themodelling allowed further identification
of the most important controlling factors: such as,
in the lower Spekk Formation the combination
of increased algal input and increased/variable
preservation conditions, whereas in the more uni-
form upper Spekk Formation, the less pronounced
preservation conditions most decisively influenc-
ing the OC content and quality.

ACKNOWLEDGEMENTS

The Norwegian Research Council, ENI and Cono-
coPhillips supported the development of the OF-
Mod 2D software and this case study of the
Late Jurassic mid-Norwegian Shelf. ENI, Cono-
coPhillips and Total provided further financial
support for the development of the OF-Mod 3D
version. IFP is gratefully acknowledged for provid-
ing the synthetic basin-fill model from DIONISOS,
on which some of the shown example plots are
based. We would like to thank Robert Drysdale
for his careful review of our English. Johannes
Wendebourg, Sadat and Dave Waltham are grate-
fully acknowledged for their constructive contri-
butions to an earlier version of the manuscript.

NOTE

1. The kitchen area is the part of a basin where the source
rock generates hydrocarbons (i.e., the parts of the basin
where the source rock is in a respective depth and
temperature regime). In the case where a source rock
shows lateral facies variability, then particularly the
source rock type/quality of the area where hydrocarbon
generation takes place is of importance for the type of
hydrocarbons generated (i.e., oil prone and gas prone).
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ABSTRACT

Francis Galton (1822–1911), one of the fathers of mathematical statistics, used a
mechanical device known as the Quincunx as a template for simulating the mathe-
matics of the normal distribution and its role in regression. This paper shows that
with suitable modifications, a spatial version of the Quincunx template may be used
for exploring commonalities in stochastic models of recognizable, generic landform
types, such as alluvial fans and volcanoes. The procedures followed may increase
understanding of the complex processes of landform generation.

Keywords Geocomputation, sedimentary landscape modelling, stochastic pro-
cesses, Quincunx, cellular automata.

INTRODUCTION

Recently, there have been rapid increases in our
ability to create analogue and digital models of
landform development that elucidate the ways in
which landscape change may occur. Analogue
models often require the building of large physical
structures, but numerical models that capture the
essence of landscape change processes can be run
relatively cheaply on personal computers. While
detailed numerical models of large areas still need
sizeable databases and powerful computing, use-
ful insights into the dynamic processes operat-
ing in landscapes can be gleaned from modular,
computational tool kits.

During the past 20 years many papers have
reported various aspects of the mathematical mod-
elling of hydrological and geomorphological pro-
cesses. A recent review by Pike (2002) lists more
than 6000 papers dealing with surface modelling
published in the period 1900–2002. Much of

1Currently Visiting Professor of Geography, Oxford Uni-
versity Centre for the Environment, Oxford University, UK
(OUCE).

this work has been stimulated by the need to
improve our understanding of sedimentological
or hydrological processes in terms of the interac-
tions between the various agents responsible for
landscape change, such as tectonic activity and
relief (sources of potential energy) and the sur-
face transport of sediment and fluids (Beven, 1996;
Burrough, 1998; Harmon & Doe, 2001; Mitas &
Mitasova, 2001; Clevis, 2003).

Improvements in computer technology have
encouraged the development of more complex
numerical runoff, erosion and sedimentation mod-
els. Increased availability of digital surface data
has also spawned new mathematical models, and
more applications, including studying the sur-
faces of extra-terrestrial bodies such as Mars and
Titan.

One great advantage of numerical modelling
compared with analogue modelling is that it
allows complex phenomena such as landscape
development to be studied at many different lev-
els of spatial and temporal resolution (Casti, 1997;
Stewart, 1997; Favis-Mortlock et al., 2001). We are
no longer constrained by our object of study being
too large to comprehend, or too small to see, or
changing too slowly. In theory, virtual landscapes
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can be developed, studied and displayed at any
required level of resolution.

Today, the main constraints to the numerical
modelling of erosion and sedimentation are nei-
ther computer power, nor the availability of data
in the form of digital elevation models, but are
to do with our lack of understanding of how
essentially simple stochastic processes may com-
bine with deterministic processes in time and
space to produce complex, self-organized forms.
It is interesting to note that of the 6000 papers
listed by Pike (2002), fewer than 20 articles explic-
itly cite the concepts of stochastic modelling, and
only some 80 consider the application of fractal
concepts in the context of multiscale patterns and
processes.

The main problems associated with modelling of
dynamic processes such as erosion and sedimen-
tation or the effects of tectonics on the shape and
forms of landscapes include:

• incomplete knowledge – therefore using differ-
ent data sets from the same area may lead to
different results and conclusions;

• equifinality – different data sets and procedures
may lead to similar results and therefore it is
difficult to establish the main processes at work
(Beven, 1996);

• landscapes are too large to study in a labora-
tory and therefore physical models (e.g. scale
models) are incomplete replicas;

• it is difficult to obtain a complete picture
of all the processes at work and the tempo-
ral and spatial scales at which they operate
and interact – many models assume linear
behaviour and ignore processes that are non-
linear and include a multiplicity of feedback
loops, including considerable sensitivity to
small differences in the values of the initial
control parameters.

Even with the simplest models there may be many
unknowns. The conceptual basis of the model
will almost certainly be incomplete, different algo-
rithms may yield different results (Jones, 2002),
control parameters and boundary conditions may
not be fully specified and will include errors and
uncertainties, and finally, the data will include
errors of definition, measurement and location. Of
these, probably only the latter have been improved
by recent technical developments such as GPS
(global positioning systems). Some mathemati-
cal studies (e.g. Burrough & McDonnell, 1998;

Heuvelink, 1998) have demonstrated the difficul-
ties of applying classic error propagation through
even quite simple linear, empirical, regression
models. Karssenberg (2002) illustrates an alterna-
tive procedure using Monte Carlo methods, but
this is still computationally demanding.

GENERIC TOOLS FOR MODELLING
HYDROLOGICAL AND
GEOMORPHOLOGICAL PROCESSES:
THE SPATIAL DATA TEMPLATE

Parallel to model development, there have been
considerable advances in the development and
application of modular software packages, not
only for geographical information systems (GIS)
but also for statistics (Bivand & Gebthardt, 2000)
and geostatistics (Pebesma & Wesseling, 1998),
and for hydrological and geomorphological mod-
elling (Gallant & Wilson, 1996; Burrough, 1998;
Pullar, 2003). Implicit in the development and
application of these tool kits is the underlying
assumption that they will function in a similar
way even when applied to data from many differ-
ent scales, sources and even study areas. In short,
there is a fundamental assumption of a common
theoretical but usually unspecified base that links
data, sampling, numerical procedures, algorithms
and applications.

The assumption of a common theoretical base
is well tested in statistics, but in geocomputation
(the generic term for numerical landscape mod-
elling) there have as yet been few investigations
of the effects of choice of algorithm or data set or
level of resolution on the results of numerical mod-
elling of erosion or sedimentation. For example,
Beven (1996) noted that virtually all hydrologi-
cal analyses and modelling of surface forms start
with some form of catchment topography – this is
usually a digital elevation model. Until recently,
however, few models have incorporated feedbacks
between hydrological and geomorphological pro-
cesses. This is attributed to the different nature of
the disciplines and also to the differences in time
scales over which observable processes operate.
Favis-Mortlock et al. (2001) point out the cultural
differences inherent in erosion modelling by dif-
ferent groups of workers in Europe, North America
and the tropics. They also comment on the ‘sober-
ing conclusions of validations of erosion models
using common data sets’.

For most study areas, it is rare for multiple
data sets to have been acquired for the numerical
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modelling of geomorphological and hydrological
processes; data may have been gathered by many
different sampling techniques over a wide range
of spatial and temporal scales, and may contain
many outliers, all of which make it difficult to
separate the different components of the resulting
patterns (Burrough, 1983a, 1983b). Consequently,
we may not be able unambiguously to disentangle
patterns in data arising from different processes,
nor to assess the contributions of non-linearity due
to sensitivity to boundary conditions or feedback.

It would improve insight into the computing of
spatial processes if we could develop a set of stan-
dard, but essentially unambiguous and uncom-
plicated data sets that have a known and well
understood behaviour with respect to the pro-
cesses being modelled. Given their spatial char-
acter, I call these initial data sets ‘spatial data
templates’ (SDT).

A typical example SDT for a given section
of landscape is the wetness index (Burrough &
MacDonnell, 1998) that is computed from a raster
digital elevation model (DEM). This SDT not only
defines the area and the processes used to com-
pute it, but forms a basic structure on which many
other forms of spatial analysis are worked out. This
SDT is a deterministic structure with well defined
topological links. In reality, however, the SDT
includes contributions from uncertainties such as
elevation errors and effects of the choice of algo-
rithm (Jones, 2002). When this is so, as it is for most
natural landscapes, the simple SDT may underrep-
resent the sources of variation. It is also unlikely
that the levels of uncertainty are uniform over the
whole area.

In addition, change in natural landforms such
as fans, deltas and volcanoes may also reflect pos-
itive and negative feedback loops. So, rather than
attempting to model how any specific landscape
may have been created deterministically following
a single set of linear rules, the focus in this paper
is on the way in which the combination of simple
non-linear interactions, feedback loops and small
levels of uncertainty may lead to characteristic,
stable, recognizable and emergent landforms. The
approach considers the uncertainties and errors in
the initial surface, and the uncertainties in the pro-
cesses as part of the feedback system that leads
to the development of characteristic landforms,
such as alluvial fans, braided rivers, deltas and
volcanoes. In all cases the development of a sta-
ble landform is the result of several interacting
components that may have different temporal and
spatial scales (Burrough, 1983a, 1983b). The aim is

to represent each factor by a simple SDT together
with a very simple probabilistic model and to
explore how they interact to create recognizable,
self-generating forms.

Consider overland flow and the development
of river networks, the underlying processes are
well understood and there are several popular
algorithms for deriving overland flow paths
(e.g. Beven, 1996; Gallant & Wilson, 1996; Bur-
rough, 1998; Burrough & MacDonnell, 1998; Jones,
1998). Most of these methods create a set of flow
lines over a gridded DEM that follow the steepest
downhill path from a given cell to one of its eight
downhill neighbours on the grid. None of these
algorithms immediately gives rise to dispersion
patterns because algorithms that follow the steep-
est downhill path automatically cause drainage
convergence. They do, however, create a version
of a stable SDT. In raster GIS-based hydrological
models, the grid-based algorithms usually confine
the width of the flow channel to a single grid cell.
Accumulating flow over the steepest downhill
path leads to estimates of the size of the catchment
upstream of a given cell (Fig. 1a) which can be
expressed only for the cells located on the sim-
ple, deterministic single-cell flow path. Consider
the increase in knowledge that results from adding
a small amount of noise to the elevation surface of
the SDT (Fig. 1b), repeating the computations for
100 or more realizations of the stochastic compo-
nent of the process and displaying the joint results.
With this approach the variations in estimated
wetness index reflect a basic SDT component plus
a stochastic contribution.

The stochastic approach to determining the vari-
ations in size and location of drainage channels
automatically searches out the most likely flow
paths, giving narrower or broader zones that reflect
the probability of flow discharging through any
given cell (Fig. 1b). Note that where the ampli-
tude of surface noise is large with respect to the
deterministic variations in elevation (the area of
application is predominantly flat) the location of
drainage channels may vary widely and stream
avulsions are frequent. When global variations
from the SDT dominate, the locations of drainage
channels scarcely vary.

A SIMPLE, SPATIAL DATA
TEMPLATE – THE QUINCUNX

The results shown in Fig. 1 reflect only the balance
between a chosen spatial data template (SDT) of
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Fig. 1. (a) A spatial data template of wetness index derived
from a gridded digital elevation model (DEM) for single
grid cells, implying that the stream is only as wide as the
grid cell: darkness of grey scale indicates magnitude of
upstream catchment. (b) Stochastic modelling of wetness
indices based on the spatial data template takes account
of stochastic variations in elevation of DEM cells (pooled
results of 100 realizations).

the selected area plus a realistic, but rough esti-
mate of noise. Now it would be useful to find
a spatial landform model for which the SDT is
generic, i.e., a landform model for which change in
pattern is caused only by change in a set of defining
parameters.

The first step in creating a generic model based
on a ‘representative’ surface is to select a simple
SDT that permits the derivation of a stochastically
based drainage topology with the options to incor-
porate feedback based on random changes. One
such model that can deal with convergent and
divergent flow paths and multiple scales of Fig. 2a
is given in Fig. 2b by the ‘Quincunx’. Francis
Galton (1822–1911) used the Quincunx (Fig. 3) as
a mathematical tool (i.e., a computer) to generate
a probabilistic, but physical model of the normal
distribution and demonstrate its role in regression
(Stewart, 1997). The Quincunx, or Galton’s Board,

Fig. 2. (a) Braided-stream channels, showing bifurcations
and avulsions over a range of scales. (b) The classic Quin-
cunx used as a spatial data template for an alluvial fan,
showing nested levels of bifurcation on a regular lattice.

is a device that allows a ball to drop through an
array ofn rows of nails stuck in an inclined surface.
The nails are equally spaced both horizontally and
vertically and when the ball hits a nail it is equally
likely to fall to the left or the right. The ball then
lands on a nail in the next row where the process is
repeated, until after passing through all rows it is
collected in a bucket at the bottom. For each nail on
a Galton’s Board (Quincunx), the probabilities of a
solid particle following the left-hand or right-hand
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Fig. 3. Galton’s Board or pin table as a template for simu-
lating the Poisson distribution. At each pin, a falling ball
has a 50–50 chance of falling to left or right. Buckets at the
bottom of the board indicate the most likely routes. Given
sufficient realizations, the distribution of balls per bucket
yields a normal distribution.

path around any given nail are equal and
sum to 1.

Prleft = Prright = 0.5 (1)

The probability of a ball following any particu-
lar path through the Quincunx, however, depends
on the cumulative probability summed over all n
rows. This cumulative probability can be more
or less than 0.5, depending on the cumulative
probabilities that have accrued over all rows. For
example, the probability of a ball reaching any
given pin depends on the route it takes through
the rows (Fig. 3). The probability of a ball reach-
ing either of the two pins on the second row is 0.5;
the probability for a ball reaching each of the three
pins on the third row is 0.25, 0.5 and 0.25; the
probability of a ball reaching each of the four pins
on the fourth row is 0.125, 0.375, 0.375, 0.125, and
so on.

After sufficient balls have traversed the board,
their cumulative distribution over the buckets
provides a realization of the binomial distribution.

Because each row in the Galton’s Board is a
separate experiment, the piles of balls in the
buckets represent the sum of n random variables.
This illustrates the central-limit theorem, which
states that the distribution of the sum of n ran-
dom variables approaches the normal distribution
when n is large. The more rows of nails on the

Fig. 4. A single realization of a computer simulation of
the path of a cellular automaton spatial data template that
yields connected flow paths over a tilted regular grid sur-
face. Each iteration, the surface is coloured with low level
random noise to mimic the binomial action of the Quin-
cunx. The arrow points to the input cell at the top and the
lines give the connections via the steepest downhill descent
to the next row of ‘pins’. Every realization of this process
yields a separate, independent, and unique set of the flow
paths.

board, the better the approximation to the normal
distribution.

Although Fig. 4 shows a single possible path
of simple convergent flow over a connected SDT
surface, many paths are possible. Therefore a prob-
abilistic flow regime can be generated by repeating
the experiment many times and recording the
results, as shown by Fig. 1b. Each repeat of the
experiment computes and updates the probability
that any given path will be traversed by a ball. The
joint probability surface defines the Poisson dis-
tribution, which is also the surface reached by the
falling stones.

A CELLULAR AUTOMATON MODEL OF
THE QUINCUNX

If the Quincunx is laid out in a raster GIS (such
as PCRaster – Wesseling et al., 1996) it can easily
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be programmed as a cellular automaton (Wolfram,
2004). In this context, the cellular automaton
implies that for every iteration of the model, the
value of a given grid cell is computed from values
of the surrounding cells, where the derivation may
follow a simple mathematical relationship. This
provides a feedback mechanism whereby new,
local values are derived purely by local interac-
tions. The whole set of these interactions may
lead to self-organizing patterns that are capable of
having a physical interpretation (Wolfram, 2004).

USING THE QUINCUNX TO MODEL
EROSION AND SEDIMENTATION

The basic Quincunx has several attractive prop-
erties as a simple model of sedimentation. It
reproduces the divergence seen in nature, it has
a balanced binomial reaction to stochastic inputs,
it has a credible statistical pedigree and incorpo-
rates fractal behaviour in that it may reflect many
levels of spatial resolution. The following discus-
sion investigates Quincunx as a prototype model
of fan building and explores what additions need
to be made to it in order to be able to successfully
simulate the self-organizing dynamic processes of
fan and delta development.

A purely stochastic Quincunx returns realiza-
tions that are independent and that contain no
feedback: as there is no accumulation of material
on the surface of the board, each realization starts
out from the same premise. In reality, this will not
be so, because in a landscape the changes brought
about by one realization may shape the situation
for the next (Tucker & Bras, 2000; Tucker et al.,
2001). On a real fan, material may be left behind,
or knocked into motion, so that the flow path
becomes modified with every realization. Adding
a small, but different forcing level of random noise
to the surface between one run and the next will
modify the situation further because the accumu-
lation of serial results causes differences through
feedback.

Because of its simplicity, the Quincunx is really
a very stupid model in the sense that it only reacts
to unrelated events and has no intelligence. Intel-
ligence is defined as the capability to retain an
ordered set of information about the processes
that have been interacting with it. Through feed-
back, all landscapes retain a memory of the past
processes that have shaped them – if they did
not there would be no need for sciences such as
geology, hydrology and geomorphology. Clearly

any realistic model of fan formation must include
a memory of the way a channel might become
blocked or eroded. The incorporation of ‘memory’
in the ‘process’ may strongly affect the probabil-
ities of a given unit of sediment arriving at any
given location on which material is deposited.

The resulting, limiting properties of a simple
Quincunx can be summarized as follows.

1. All balls entering the top of the Quincunx are
the same size and weight – this means that for
every cycle of the model, each package of sedi-
ment or falling stone delivered to the fan is the
same, which is clearly unrealistic.

2. Each left–right binary switch is equally likely:
this implies that there are no biased irregulari-
ties in the surface that will consistently nudge
the sediment package to the right or left of
the flow. Again, in reality this may not be
realistic due to anisotropy in the underlying
surface caused by geological forces (see Holmes’
Fig. 17.35; Duff, 2002).

3. There is no interaction between the balls and
the pins, which means that flow cannot be
blocked, neither can new channels be created.

4. Each impact between a ball and pin is indepen-
dent of all other interactions between all other
balls and pins – this means that the path of one
ball cannot influence others.

5. The inertia of the balls is not taken into account.
6. All balls leave the system. There is no mem-

ory of the paths taken, except in the probability
distribution contained in the final buckets.

While a stupid Quincunx must have the above
properties to be unbiased, each of the above lim-
iting properties provides a way in which the ideal
Quincunx can be modified to match real events.
For example, it is unlikely that all particles falling
on an alluvial fan will be of the same size and
weight or that the sediment load of a discharg-
ing river is always the same. Local factors, such
as rock shoulders or easily eroded soil may influ-
ence the interactions between a travelling parcel of
sediment or a rock and the substrate over which it
is falling. In reality there is even the chance that a
rock falling onto a surface may break into smaller
stones or even come to rest on the fan where it
may interfere with the trajectories of subsequent
stones. All these factors can be seen as essentially
stochastic and they enhance the role of chance in
the development of the fan.

The simple Quincunx implies that the inertia
of the balls plays no part, while in nature, the
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kinetic energy of stones or a flood peak may force
continuation of the flow along a direction that is
other than a simple switching of direction. The
alluvial deposits left behind by material that has
been transported downstream are the landscape’s
memory of what has passed along that route.

The following discussion addresses what
results when extra, but simple, components
such as the following are added to the original
Quincunx SDT.

1. Record the cumulative paths taken by all parti-
cles (adding ‘memories’). This includes allow-
ing a particle to get blocked on the Quincunx
surface (deposition) or to be knocked into
motion (erosion).

2. Modify the transport direction probabilities as
may be the case with diffusion (Freeman, 1991)
so that at each nail three or more flow paths are
possible.

Add serial correlation to the paths by treating
the trajectory of the falling particle as following
a Markov chain. This illustrates how the inertia
of a particle describes its momentum in a given
stochastically determined direction (diffusion),
thereby increasing its chance of continuing in
that direction. In addition, let the sizes and iner-
tia of stones or loads of sediment vary for each
realization.

SOME SIMPLE EXPERIMENTS OF FAN
GENERATION AND THEIR RESULTS

Alluvial fans

Experiments embodying simple modifications of
the Quincunx were implemented using the PCRas-
ter dynamic modelling language, developed by
the Department of Physical Geography, Utrecht
University (Wesseling et al., 1996). PCRaster is a
raster-based GIS and dynamic modelling package
that permits numerical, iterative models to incor-
porate both stochastic processes and feedback
loops. Tables 1 and 2 are examples of simple sim-
ulation models written in PCRaster to demonstrate
how the language is used to generate and report a
time series of spatial events.

The PCRaster codes used for the generation of
a fan are presented in Tables 1 and 2. Figure 5
presents the results of very simple fan-generation
experiments which combine the aforementioned
processes. Except for the display in Fig. 5a of
the paths taken by five realizations of the binary

Table 1. Listing of PCRaster model for a simple Quincunx.

#QC1.mod
#Simple Quincunx model of a stochastic fan (Poisson)

binding
#Inputs
Pin = Pin1.msk; #Top pin for input of balls
Tc1 = Tc1.msk; #Accumulator buckets for stones
Qcm = Qc1.msk; #Mask to seed random routes

#Outputs
Qcflux = Qcflux1; #Cumulative numbers of stones

in buckets

areamap
Qc1.msk;

timer
1 2000 1;
rep1 = 1,1 + 1 ·· endtime;
#rep1 = endtime;

initial
Qccumx1=0;

dynamic
Randomld = ldd(if(uniform(Qcm) le 0.5, 1, 3));
Ldpath = lddrepair(Randomld);
Qcflux = accufractionflux(Ldpath,Pin,Tc1);
report(rep1) Qccumx1 = Qccumx1+Qcflux;
report(rep1) LQCflux = ln(Qccumx1);

model without serial correlation or memory, each
model is iterated for 2000 times (realizations)
and the results are added cumulatively to pro-
vide the memory of the processes. Each realization
includes a new, but low level of surface noise, to
randomize the initial conditions.

In these experiments, the probabilities of the
flow paths have been modified in three ways.
First (Fig. 5a), the simple binary switch (simple
Quincunx) has been used to generate five alter-
native scenarios. The cumulative results for the
simple Quincunx (not shown) yield a broad, shal-
low fan that spreads out over the whole width of
the modelling area. Avulsions (channel switching)
may occur at every step.

Secondly, Fig. 5b shows the result of controlled
diffusion plus weak random surface noise for five
directions at each node (strong left, moderate left,
straight on, moderate right, strong right). The
weight given to ‘straight ahead’ dominates the
resulting pattern, and avulsions are less frequent
than in Fig. 5a. As illustrated (and expected)
this concentrates the sediment deposition in the
middle of the area.

The third experiment (Fig. 5c) computes the
post-node transport direction as the sum of the
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Table 2. PCRaster script for simulating 2000 realizations
of alluvial fan development including five diffusion direc-
tions from each cell, plus serial correlation (Markov chain)
to model forward momentum of sediment flow. Feedback
loops in the dynamic section of the model script describe
the interactions between a simple Quincunx SDT and a
correlated, random noise surface (Rnds2 and Rnds3).

#QC3COR.mod
#Simple ternary Quincunx model of stochastic fan (Poisson)
# with serial correlation and 5 weighted directions

binding
#Inputs
Pin = Pin1.msk; #Top pin for input of balls
Tc1 = Tc1.msk; #Accumulator buckets for stones
Qcm = Qc1.msk; #Mask to seed random routes
B1 = 0.49; #Boundaries for flow directions
B2 = 0.51;
B4 = 0.350;
B6 = 0.650;
Ac1 = 0.995; #Flow direction correlation parameter
#Outputs
Qccumx3 = Qccum3z0; #Cumulative numbers of

stones in buckets
Qcflux3 = Qcflx3z0; #Flow paths of balls

areamap
Qc1.msk;

timer
1 2000 1;

# rep1 = 1,10+10..endtime;
# rep1 = 1,1+1..endtime;

rep1=endtime;
initial

Qccumx3=0;
#Rnds3=uniform(Qcm); # Initial randomization

of directions
Rnds3=.5;

dynamic
Rld = Rnds3;
Randomld=ldd(if(Rld le B4,4, if(Rld le B1, 1,
if(Rld le B2, 2, if(Rld le B6,3,6)))));
Ldpath=lddrepair(Randomld);
Qcstate,Qcflux= accufractionstate,

accufractionflux(Ldpath,Pin,Tc1);
report(rep1) Qcflux3 = Qcflux;
report(rep1) Qccumx3 = Qccumx3+Qcstate;

Rnds2=uniform(Qcm); #noise
Rnds3=(Ac1*Rnds3+(1−Ac1)*Rnds2); #correlated

randomness

strong nodal diffusion of the previous experiment
and the serial autocorrelation (Markov chain) with
the pre-node transport direction. The stronger the
autocorrelation, the less likely that the flow path
will be affected by channel-direction switching at
the node. This is illustrated by Fig. 5d, which dis-
plays flow patterns in Siberian peat lands to relate
the strong autocorrelation models to reality. All

three simulations in Fig. 5 were modelled over a
tilted, but planar surface.

Figure 6 provides a view of a simulated fan
in which the deposition probabilities have been
enhanced by a break of slope (less steep) near the
lower edge of the simulation. The flow of ‘stones’ is
also constrained in a channel to mimic conditions
in the Scottish mountain scene. This illustrates
another feature of the models in which the form
and slope angle of the underlying template is also
seen to modify the locations and forms of the fans
generated.

Simulating a volcano

To illustrate how changing the parameters of the
underlying SDT controls the form of the simulated
fan, consider the form of a volcano. For exam-
ple, the SDT of a volcano can be thought of as a
large, circular fan. Material (ash, magma) is ejected
through a pipe and follows gravitational forces
which distribute material away from the vent.
Once deposited, the magma/basalt flows harden
and provide a feedback barrier for the next lava
flow, which must take another route. If the process
is iterated a sufficient number of times, a realistic
model of a volcano develops spontaneously (Figs 7
and 8) along the lines of the drawings of volcanoes
(Holmes’ diagrams in Figs 13.3 and 13.5 in Duff,
2002).

Figure 8 shows the results of modelling a vol-
cano in this way, using PCRaster code that is
similar to that for fans, with the addition of a
circular DEM Quincunx template instead of an
inclined slope. The PCRaster code used for mod-
elling the volcano is presented in Table 3. The
results are remarkable and are at least as con-
vincing as Holmes’ diagrams, providing results
that suggest the simple stochastic feedback model
may go a long way to providing sufficient under-
standing of volcano building for basic studies in
quantitative landform generation.

DISCUSSION AND CONCLUSIONS

Stochastic processes of dispersion (embodied as
sets of most probable paths over a Quincunx or
similar SDT) go a long way towards providing
a stochastic, but simple theory of the genera-
tion of archetypal landforms, namely channel
belts, alluvial fans and volcanoes. The ability to
write the model in a dynamic generic computer
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Fig. 5. Fan simulation with binary Quin-
cunx and feedback memory (flow from top
to bottom of figure). (a) Five independent
realizations of simulated paths according
to simple Quincunx with a record of paths
traversed. (b) As in (a) but cumulative
results with strong serial correlation. Sed-
iment tends to converge and remain on
chosen, random locations. (c) Serial Markov
chain with diffuse discharge from point
source: fan tends to converge. (d) Delta
fan in Siberian peat wilderness exhibit-
ing strongly autocorrelated flow and large
dispersion of flow paths. (Courtesy W.
Bleuten.)

Fig. 6. Stochastic model of rock fan created by stones falling
randomly down a gulley. The abrupt change of slope near
the bottom of the hillside slows the stones and initiates fan
development, both on the mountain and in the Quincunx
(top).

Fig. 7. Transforming the spatial data template (SDT) of a
fan to a cone requires only that it to be rolled up around
the z axis so that the probabilities of magma being ejected
around the vent are spread equally.

language that uses the concepts of geomorphol-
ogy, hydrology and physical geology makes the
model-building exercise and the addition of extra
modules within the reach of all, providing insight
into how combinations of simple process can yield
self-organizing archetypal forms.

The dynamic, probabilistic models also sug-
gest that far from increasing instability in
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Fig. 8. Top six images show respectively 1, 10, 50, 100, 250 and 400 iterations in the simulation and growth of the volcanic
cone based on random paths taken by the lava. Each outflow of lava may modify the path taken by the subsequent flow.
This process shows a strong autocorrelation, as seen in bottom images. (Photograph bottom right taken by Raymond Sluiter,
Utrecht.)
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Table 3. PCRaster code for volcano simulation.

# VOLCANO1.MOD - model for simple volcano formation

binding
# inputs
dem=volcbas2.map; # initial dem
lavain=input.map; # location of magma pipe
lavaload=100; # average lava load delivered per eruption
base=-50.0; # base level (metres a.s.l)
depcnv=0.05; #depth of lava deposition for DEM update

# outputs
dem1=volcano0; # new dem after deposition
depos2=lava0000; # deposition output maps
ld=lddmap; # local drain direction output - surface flow paths

areamap
volcbas2.map;

timer
1 250 1;

initial
depos=0;
dem1 = dem;
# lava source
sedmsk=boolean(lavain);

dynamic
# initialize the driving DEM - add a smoothed random error and report surface
report dem1 = dem1 + windowaverage(normal(boolean(volcbas2.map))*0.2,120);

# dem1 = dem1 + normal(boolean(volcbas2.map))*0.3;

# build topology of volcano
ld = lddcreate(dem1,1E35,1E35,1E35,1E35);

#add random component to lavaflow load delivered by the lava flow
#lavaflow load must be 0 or more
lavaflow = cover((normal(sedmsk)*5+lavaload),0);
lavaflow = if(lavaflow lt 0,0,lavaflow);

#Compute transport capacity as function of slope (tc in range .9-1)
synslp = sin(atan(slope(dem1)));

# Maximum slope is 45 degrees (sin45 = 0.7071)
synslp = if(synslp gt 0.7071, 0.7071, synslp);

# Transport capacity of lava flow is a function of elevation difference
# and surface resistance

transcap = 0.9 + synslp*0.14142;

# compute fluxes as volcano discharges lava over cone from cell to cell
flux1 = accufractionflux(ld,lavaflow,transcap);
# amount added to each cell from upstream cells

# report cumulative deposition on all paths as natural log to aid display
depos = (depos+flux1);
report depos2=if(depos ge 0, ln(depos+1), 0);

# convert fresh lava layer to depth
# (model build up of cone in first term)

dem1 = (if(lavain eq 1, (dem1+0.15*flux1*depcnv), (dem1+flux1*depcnv)));
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the landscape-forming processes, incorporating
uncertainty in the physical processes of erosion
and sedimentation tends to lead to clear, stable
results. The models demonstrate that this stability
arises from the cumulative sets of most likely real-
izations. Put another way, the landforms resulting
from a set of most likely outcomes incorporate a
strong stability through negative feedback loops,
which can also be seen as a kind of hystere-
sis in the landscape. Perturbation of a dynamic,
stochastic process does not always lead to unstable
conditions, but may return a disturbed system to
a stable configuration. It is interesting to note that
the addition of small amounts of random noise to
the feedback loops of the models also provides a
means of achieving stability.

Finally, it appears that the underlying similar-
ity in the form of elementary fans and volcanoes
is also a result of different scales of probability.
The fact that symmetry is not always apparent in
a landscape is a result of interactions between dif-
ferent processes and different levels of resolution,
leading to variation and unevenness in the spa-
tial and temporal distribution of the contributing
processes.
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ABSTRACT

Modelling is a critically important part of all scientific work. Its goals are (1) to gain
understanding of the systems being studied, and (2) to predict how those systems are
likely to behave under given input conditions. Two substantially distinct styles of
modelling can be identified, based on the degree to which the model and its parent
system are behaviourally equivalent; a model and its parent system are defined as
being behaviourally equivalent to each other if they can readily be trusted to behave
in a satisfactorily similar way, for the very great majority of possible input states.
The first modelling style involves the use of models that cannot be trusted to be
behaviourally equivalent to their parent systems; these models typically are ones that
rely on numerous auxiliary hypotheses and unconstrained parameters. Though they
often give superficially impressive results, these models are unlikely ever to be capable
of saying much that is significant about the systems concerned. The second modelling
style is feasible only for models that can reasonably be believed to be close to being
behaviourally equivalent to their parent systems. These models may often seem over-
simplified, yet they are capable of giving considerable insight into the nature of their
parent systems; they justifiably can be referred to as ‘models that talk back’. Published
examples of the two styles of modelling are analysed in this paper. The first style
is illustrated by an exercise in landscape evolution modelling. The model used gave
apparently realistic predictions of present-day landscapes and drainage patterns, ones
that appeared to lend support to a previously published hypothesis about the evolu-
tion of a highland area. However, the model gave these predictions under demonstrably
unrealistic conditions. The example of the second style of modelling concerns the pat-
terns of cyclicity found in stratigraphic successions. The model used predicted that
cyclic successions generally should be considerably more complete than they usually
are reported to be. The inherent simplicity of this model meant that this ‘too-complete’
dilemma had to be confronted; it could not simply be explained away. The confronta-
tion of the dilemma then led directly to the identification of several new hypotheses
worthy of investigation.

Keywords Model, sedimentation, landscape evolution, stratigraphy, cycle.

INTRODUCTION

Every model that a scientist makes of a system
being studied is a practical expression of a partic-
ular set of ideas about that system. These ideas –
they can also be dignified by the terms ‘hypothesis’
or ‘theory’, depending on the amount of evidence
that exists to support them – are expressed in
the model in a form in which they can read-
ily be worked with; this form may be physical,
or mathematical, or graphical, or even verbal.

There are two reasons for studying a system with
the help of models. Either it may be hoped that
experimentation with those models will help in
understanding the structure and function of the
system, or it may be believed that the models will
be capable of predicting how the system would
behave under given input conditions. Understand-
ing and prediction are rightly described as the twin
goals of scientific modelling.
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Understanding clearly must precede prediction,
for no sensible scientist would ever rely on a model
to predict the behaviour of a system that is not yet
understood. But how can any system – natural or
artificial – ever be known to be properly under-
stood, or at least be known to be understood well
enough to allow a model of it to be used for predic-
tion? To this question there is a range of answers,
from the principled to the pragmatic. The prin-
cipled answer is that a system should be taken
to be understood only when it can be fully rep-
resented in terms of fundamental physical laws;
the pragmatic answer is that a system can be taken
to be understood as soon as any model of it has
been made that can be shown to be capable of pre-
dicting its behaviour for a sufficiently wide range
of input conditions. The principled position ren-
ders unnecessary any use of modelling for the
purpose of gaining understanding; it foresees mod-
elling only for prediction. The pragmatic position
foresees modelling both for understanding and for
prediction; it is the position earth scientists have
to adopt.

The systems with which this paper is concerned
are natural sedimentation systems, i.e., systems
involving natural processes of erosion, transport
and deposition. One example of such a sys-
tem would involve the processes operating in
some newly uplifted mountain area; this sys-
tem might be modelled using what are now usu-
ally referred to as landscape evolution models
(e.g. Flemings & Jordan, 1989; Tipper, 1991, 1992;
Jordan & Flemings, 1991; Kooi & Beaumont, 1994;
Slingerland et al., 1994; Tucker & Slingerland,
1994; Braun & Sambridge, 1997; Syvitski et al.,
1998; Weltje et al., 1998). A second example
would involve the processes operating in a subsid-
ing sedimentary basin; this system might be mod-
elled using one of the many sediment-distribution
modelling packages developed in the last two
decades (e.g. Helland-Hansen et al., 1988; Strobel
et al., 1990; review in Paola, 2000). Models of
natural sedimentation systems are used both for
understanding and for prediction, depending on
how well understood the system being studied is
judged to be.

This paper has three objectives: (1) to look at
some aspects of the theory and practice of mod-
elling that seem not to be fully appreciated by
many earth scientists who make and use models
of natural sedimentation systems; (2) to iden-
tify two contrasting styles of modelling; (3) to
illustrate these modelling styles, using as exam-
ples two modelling exercises drawn from the

recent literature. Finally, some general observa-
tions about the use of models and modelling are
presented.

SOME ASPECTS OF MODELLING IN
GENERAL, WITH PARTICULAR
REFERENCE TO NATURAL
SEDIMENTATION SYSTEMS

The model and the system

The definition of a scientific model adopted in
this paper – ‘a practical expression of a particu-
lar set of ideas about a system’ – is by no means
the only one that could have been chosen. Alter-
natives to it can readily be found in any general
text on scientific modelling (e.g. Vemuri, 1978)
and in papers in numerous specialist volumes
(e.g. Cross, 1990; Harbaugh et al., 1999; Merriam
& Davis, 2001). The advantage of this definition
is that it is absolutely straightforward. There is
no place in it for waffle about subtle but sup-
posedly significant differences between different
forms of model (numerical, physical, etc.); nor is
there place for delicately teased out distinctions
between ‘models’ and ‘simulations’ and ‘scenar-
ios’ (cf. Greenwood, 1989); nor is there place
for details that ultimately are only of secondary
importance, for instance details about different
types of parameterization (distributed-parameter,
lumped-parameter, etc.). The definition says sim-
ply that I – the scientist – am studying a system,
that I have developed certain ideas about it (for
example, about its structure and function), and
that I have chosen to express those ideas in some
particular practical form. If my ideas and my
expression of them are both correct, then the sys-
tem and the model will behave identically to each
other, for all of the possible input states (Fig. 1a).

When looked at closely, every natural system
is unique. However, few natural systems are
so singular that they must be modelled in an
entirely unique way. Usually it is possible to
group together systems that are broadly similar,
then to apply the same general model to each of
the systems within that group. The application
of the same general model to a group of broadly
similar systems is made possible by parameteri-
zation. As an example – a deliberately artificial
one – consider a group of river systems, each
composed of a single channel meandering over
a floodplain; to these systems might be being
applied a numerical transport model based partly
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Fig. 1. Relationships between input value (I) and behaviour
(B) for the simplest possible modelling framework, for a
model that is correct. (a) No parameters in either system
or model. System and model behave identically, for all
allowable input values. (b) System and model are both
parameterized, with identical parameter values (P). System
and model behave identically for the same input values, for
all allowable parameter values.

on Chezy’s equation (Hsü, 1989). One difference
that would certainly exist between the individ-
ual systems within the group would be the nature
of the floodplain materials into which the chan-
nels were cut. This difference would be recognized
within the model by means of a parameter (Chezy’s
coefficient) that would take into account the effects
on river flow that different bed and bank materi-
als are known to have. To apply the model to one
particular system, the value set for Chezy’s coef-
ficient would be the one most appropriate to that
system’s bed and bank material. The model would
then behave identically to the system, for all the
allowable input states, provided of course that it
was otherwise correct (Fig. 1b).

The testing of models

There can be no such thing as a perfect model of a
natural system – that would be one that could be
relied on always to behave in an identical way to
its parent system. The best to be hoped for is that a
model is and its parent system behave in satisfac-
torily similar ways. This raises automatically the
question of how models of natural systems can be

tested. How is it possible to judge how satisfactory
the behaviour of such a model is and hence how
satisfactory are the ideas behind it are?

The obvious strategy to use in testing a model
would seem to be to allow it and its parent sys-
tem to run under exactly the same conditions. If
the behaviour of the model appears to differ sig-
nificantly from that of the system, the confidence
to be had in the model is decreased (‘test failed’);
if the behaviour of the model appears to match
that of the system, that confidence is increased
(‘test passed’). This strategy is attractively straight-
forward, but problems inevitably arise whenever
an attempt is made to implement it in practice.
These problems involve: (1) the access that is nec-
essary to the parent system, (2) the significance
of apparent differences, and (3) the phenomenon
of non-uniqueness (equifinality). These problems
are particularly severe for the types of models with
which earth scientists commonly work, i.e., field-
scale models of natural systems operating over
long periods of time.

The problem of access

Just how severe the problem of access is for nat-
ural systems can readily be appreciated once the
two irreducible requirements of the testing strat-
egy have been spelled out. First, the input state of
the parent system must be known exactly, in order
that the correct input and parameter values can be
set for the model. Second, the behaviour of the par-
ent system must be capable of being observed and
measured in as much detail as is the behaviour
of the model. The degree of access necessary in
order for these requirements to be fulfilled is quite
unattainable for any natural system. Such access
can only ever be achieved for what can be thought
of as pseudo-natural experiments – and then only
approximately. An example of a pseudo-natural
experiment would be the flooding of a lake behind
a newly built dam. This might allow the testing
of some model for sedimentation associated with
sea-level rise. Invaluable though they are, pseudo-
natural experiments clearly have their drawbacks.
First, they are essentially unrepeatable (for eco-
nomic and environmental reasons). Second, they
seldom can be run for long enough under suf-
ficiently controlled conditions. Third, the input
state cannot usually be set at will.

An alternative to the use of pseudo-natural
experiments involves laboratory-based testing. An
artificial version of the natural system in ques-
tion is constructed in the laboratory; then the
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behaviour of the model being tested is subse-
quently compared with the behaviour of this arti-
ficial system. Tests carried out in this way are
repeatable, unlike those based on pseudo-natural
experiments. They can also be carried out for any
of the input states that are allowable for the sys-
tem, provided of course that the state is realizable
in the laboratory. There are numerous descriptions
of models of sedimentation systems being tested in
this way. The best known are numerical models for
fluvial transport and deposition, which commonly
are tested against artificial river systems set up in
laboratory flumes (see references in Bridge, 2003).
Work of this type has given significant insight into
the processes active in natural river systems, even
though the range of flow conditions capable of
being produced in even the largest flume is but a
fraction of that found in natural rivers.

Laboratory-based testing has two principal
drawbacks. The first is that the artificial systems
constructed in a laboratory are themselves mod-
els – they are expressions of what the scientist who
has made them thinks the parent systems are like.
Thus laboratory-based testing is nothing more than
a comparison of two different types of model of
the same parent system. The second drawback to
laboratory-based testing concerns the scaling that
has to be introduced into every artificial system
in order that the system’s behaviour can properly
be compared with behaviour observed in nature
(Yalin, 1971). Such scaling is often impossible to
achieve. Partially scaled laboratory-based systems
certainly can produce intriguing results, results
that often stimulate important ideas about how
natural systems work (e.g. references in van Heijst
et al., 2001). But no artificial system that is at all
incompletely scaled should ever be used to test a
model of a natural system.

The problem of behavioural differences

In the testing strategy considered here, the cri-
terion used to declare ‘test passed’ is that the
behaviour of a model be found to match the
behaviour of the parent system. The criterion used
to declare ‘test failed’ is that these behaviours
differ significantly. But what does ‘match’ mean
in this context? And how small can behavioural
differences be that still must be deemed signifi-
cant? Two contrasting interpretations of the word
‘match’ can be put forward – one strict and one
liberal. The strict interpretation is that ‘match’
really does mean ‘match’ – the behaviour of the

model must therefore be completely indistinguish-
able from that of the system. In that case, no test
will ever be passed (cf. Brown, 1992)! The lib-
eral interpretation is that behavioural differences
should be deemed insignificant whenever they lie
within the range of expected natural and exper-
imental variation. This lets differences be dis-
counted that are attributable to measurement error
and sampling variation. Sadly, this liberal inter-
pretation is no less unsatisfactory than the strict
one, for it takes into account only those aspects of
behaviour that actually were measured during the
test. What about aspects that were not measured,
either deliberately (because they were thought not
to be relevant) or accidentally (because they had
not been identified before the test began)? Surely
these should be taken into account too! The fol-
lowing conclusion is inescapable: the behaviour
of a model can never be shown to match that of a
parent system, no matter how strictly or how lib-
erally the word ‘match’ is interpreted. Therefore,
testing can never increase the confidence to be had
in a model; it can only decrease it.

The problem of non-uniqueness

Non-uniqueness (equifinality) is the bugbear of
all modelling. It exists (a) whenever several
intrinsically different models behave in essen-
tially the same way for one particular combina-
tion of input and parameter values (‘intermodel
non-uniqueness’), and (b) whenever one model
behaves in essentially the same way for sev-
eral combinations of input and parameter values
(‘intramodel non-uniqueness’). Non-uniqueness
is an intractable problem, for there is never
any objective basis for choosing between mod-
elling alternatives that appear equally satisfactory.
A decision in favour of one particular model (or
in favour of one particular combination of input
and parameter values) can only ever be made sub-
jectively, using what have been referred to as
‘extra-evidential considerations’ (Oreskes et al.,
1994, p. 642).

This impossibility of deciding objectively
between equally satisfactory alternatives is a
tempting invitation to stop testing once the first
model of a system has been developed that
matches that system’s behaviour acceptably (or
once the first acceptable combination of input and
parameter values has been identified). Many sci-
entists accept this invitation with evident relief,
asserting as they do so that there is a negligible
chance of two different models of a natural system
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behaving in essentially the same way (or of two dif-
ferent combinations of input and parameter values
giving essentially the same result). This assertion
is entirely unwarranted: well documented exam-
ples of non-uniqueness are readily found in the
literature (Burton et al., 1987; Kendall & Lerche,
1988). In fact, there is only one reputable course
of action to take when a model is found in a test
to behave in a similar way to its parent system:
this is to continue with the testing, using as many
other models of the system as can reasonably be
formulated, and as many combinations of input
and parameter values as can reasonably be thought
of (cf. Chamberlin, 1897). This, sadly, is a recipe
for unending work – the ‘worse dilemma’ alluded
to in Oreskes et al. (1994, p. 642).

The real purpose of testing

It is important to be clear on what testing can
and cannot show. Most importantly, it cannot
show that the model being tested is true. As so
convincingly argued by Oreskes et al. (1994), mod-
els of natural systems are inherently incapable of
being verified, or of being validated, or of being
confirmed. Nor – perhaps surprisingly to many
scientists – can testing show that a model is false.
Certainly it can decrease the confidence we have in
a model; that is what a ‘test-failed’ result does. But
there is always the possibility that the data with
which the model’s predictions are being compared
are biased against the model in some way, perhaps
because of the way they were collected or inter-
preted; this is the effect referred to by Eldredge &
Gould (1972) as ‘the cloven hoofprint of theory’
(see also the quotation from Darwin, 1861, repro-
duced in Medawar, 1969, p. 11). In fact the real
purpose of testing a model should never be to try
to show that it is true or false; it should always
be simply to probe for weaknesses – in effect to
search for aspects of the parent system that are not
yet properly understood.

Auxiliary hypotheses

The description so far given of modelling has pre-
sented it as if it could be carried out in vacuo,
with perfect knowledge. But modelling cannot be
carried out in that way, at least not for natural sys-
tems. Natural systems are open systems, and they
are always incompletely known; therefore, they
must always be modelled against a background
of partial knowledge. This partial knowledge is
augmented by the modeller with what are termed

‘auxiliary hypotheses’. These are ‘the additional
assumptions, inferences, and input parameters
required to make a model work’ (Oreskes et al.,
1994, p. 642). It must be stressed that ideas incor-
porated in auxiliary hypotheses have an entirely
distinct status to those expressed in the model
itself. Those latter ideas – they are conveniently
referred to as the ‘principal hypothesis’ – should
be thought of as the model’s basic rules.

The most widespread use of auxiliary hypothe-
ses in modelling is in the specification of initial
and boundary conditions. Some such hypotheses
are required in almost every modelling exercise.
The credibility of the initial and boundary con-
dition hypotheses used in a modelling exercise is
largely a function of how well the system being
modelled can be observed and measured. For
instance, a model of how a particular modern
reservoir will fill with sediment in the coming
decade will certainly have initial and bound-
ary condition hypotheses that are accurate and
detailed; these hypotheses will be highly credible
ones. In contrast, a model of the sedimentation sys-
tems in a foreland basin of Tertiary age will surely
rely on initial and boundary condition hypotheses
that are highly speculative at best. These hypothe-
ses will depend on how the known geology of the
basin is interpreted, and they will also reflect the
modeller’s personal views on how the sedimenta-
tion systems in the basin are likely to have been
driven. Were they driven largely by tectonics, for
instance, or did climate and sea-level change also
have roles to play? Obviously there is a danger here
that the principal and auxiliary hypotheses will
become inextricably confounded.

Auxiliary hypotheses are also commonly used
for specifying values of model parameters. This
is done whenever the true values cannot be mea-
sured directly, for whatever reason. Care is always
needed in using auxiliary hypotheses to specify
parameters, to avoid three common pitfalls. The
first of these occurs when particular values are cho-
sen solely on grounds of mathematical neatness or
computational expediency, or sometimes because
of a desire for simplicity (see discussion in Oreskes
et al., 1994, note 25, p. 645). An example would be
when all the members of a set of related parame-
ters are given the same value purely because there
is no convincing rationale by which they can be
given different ones. The second common pitfall
occurs when parameter values are chosen so as to
maximize the fit of a model to its parent system
(see references in Oreskes et al., 1994, note 19,
p. 644). Parameters that can be treated in this way
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are so-called ‘free parameters’. They are ones that
play no intrinsic or satisfactorily explained role in
the ideas of which the model is the expression.
Modelling exercises in which free parameters are
used to force a fit between a model and its parent
system contribute nothing to the understanding
of that system; they demonstrate only that the
model obeys the wishes of its maker. The third
common pitfall involves the uncritical reliance on
higher-level hypotheses, in particular on ones that
somehow have managed to attain fact-like status.
An example would be the use of the Haq–Vail
global sea-level chart to determine parameter val-
ues for a regional sea-level modelling exercise.
This chart (Haq et al., 1988) is one of the most
prominent examples of a hypothesis that com-
monly is taken as fact despite still being essentially
untested (Miall, 1992; Tipper, 1993, 1994; Miall
& Miall, 2001). Uncritically accepted higher-level
hypotheses are dangerous in that they tend to con-
fer fact-like status on every lower-level hypothesis
that is based on them. This status is entirely unjus-
tified, even if that lower-level hypothesis actually
is correct.

The presence of auxiliary hypotheses alters rad-
ically the way in which modelling results must
be viewed. This is seen most easily by looking
at how the results of simple pass/fail tests have
to be interpreted (Fig. 2). Consider first the ‘test
failed’ result – the model in question is found
to behave in a way that is significantly different

System (P)

Model (P∗)

Principal hypothesis

Auxiliary hypothesis (P)

P

P∗

B (P)

B (P∗)

Auxiliary hypothesis (I)

I

I∗

Fig. 2. Modelling framework with auxiliary hypotheses
about input value and parameter value. System has input
value I and parameter value P; model uses hypothesized
input value I∗ and hypothesized parameter value P∗; I �=
I∗, P �= P∗. System and model will generally not behave
identically, even if model is correct.

to its parent system. This could mean that there
are errors in the principal hypothesis; however,
it could also mean that there are errors in one or
more of the auxiliary hypotheses. Similarly, the
‘test passed’ result could mean that the principal
and auxiliary hypotheses are all correct; or it could
mean that somewhere there are cross-cancelling
errors (Oreskes et al., 1994, p. 642). These could
be in the principal hypothesis, or they could be
in the auxiliary hypotheses, or they could be in
both. It is never possible to determine that such
cross-cancelling errors exist, nor is it possible to
distinguish between effects due to errors in the
principal hypothesis and effects due to errors in
auxiliary hypotheses. That is true no matter what
the test result is.

Inverse modelling (‘inversion’)

The type of modelling so far described here is com-
monly termed ‘forward modelling’. It is also pos-
sible to carry out ‘inverse modelling’; this is also
termed ‘quasi-backward modelling’ or ‘inversion’
(Lessenger & Lerche, 1999). Inverse modelling
involves identifying the input and/or parameter
values that result in a given model reproduc-
ing some specified target behaviour. This target
behaviour is usually a simplified version of a pat-
tern of behaviour produced by the model’s parent
system.

The aim of inverse modelling is nothing other
than the solution of a conventional optimiza-
tion problem (Bornholdt et al., 1999). It is car-
ried out using three computational components
(Fig. 3): (1) a model of the required system,
(2) a comparator, and (3) an adjuster. The model
is any normal scientific model; its behaviour
is observed as it is run forward in time with
given input and parameter values. The compara-
tor takes this observed behaviour and compares it
against the target behaviour; as output it returns
the value of some chosen measure of discrep-
ancy. The adjuster takes this particular discrep-
ancy value and considers it together with other
values obtained from previous runs of the model,
runs that were made with different input and/or
parameter values. The adjuster calculates how best
to adjust the model’s input and parameter values
so that the discrepancy between the observed and
the target behaviour is reduced. This modelling–
comparison–adjustment process continues auto-
matically until some acceptably low value of the
discrepancy measure has been obtained, prefer-
ably one that seems to be a global minimum. The
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up to
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Behaviour
at step n

Behaviour
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Discrepancy
at step n

Discrepancy
at step n +1

Target
behaviour

Fig. 3. Computational process involved in inverse modelling, for two steps. See text for further explanation. Note that the
model is always run forward (shaded arrow).

input and parameter values finally found are inter-
preted as being those that were responsible for the
pattern of parent system behaviour from which the
target behaviour was derived.

Inverse modelling is sometimes presented as the
Holy Grail of modelling. After all, what could
be more important than to obtain estimates of
the input and parameter values that evidently
were responsible for some given pattern of natural
behaviour – and best of all to obtain these esti-
mates in a fully automatic way? This thoroughly
rosy perspective has problems, unsurprisingly.
These can be appreciated immediately by remem-
bering just what type of model is used in every
inverse modelling exercise – it is a normal scien-
tific model, with all of the weaknesses that normal
scientific models have. It is not fundamentally ‘a
different type of model’, as claimed by Cross &
Lessenger (1999, p. 69). The inescapable conclu-
sion is that the results of inverse modelling should
be viewed in the same way as all other modelling
results – with a healthy degree of scepticism.

TWO CONTRASTING STYLES OF
MODELLING

It was stressed earlier that there is no such thing as
a perfect model of a natural system. Yet certainly
there are some models that will always be pre-
ferred over others: these are the ones that clearly
are able to be used for prediction immediately,

with only the very minimum of testing. The iden-
tifying characteristic of models such as these is
that they can readily be trusted to be behaviourally
equivalent to their parent systems. (By this is
meant that they can readily be trusted to behave in
a satisfactorily similar way to their parent systems,
for the very great majority of possible input states.)
In contrast to these are the models that cannot
readily be trusted to be behaviourally equivalent
to their parent systems. These latter models can-
not be used for prediction, at least not until they
have been subjected to a considerable amount of
testing. A conceptual measure of the amount of
testing a model needs is given by the proportion
of the allowable input states for which the model
and the system cannot be trusted to show the same
behaviour. What is here termed the ‘necessary-
testing curve’ is a graph of the amount of testing
that a model needs plotted against the degree
to which the model and its parent system are
behaviourally equivalent; a form for this curve is
suggested in Fig. 4.

The necessary-testing curve separates two con-
trasting styles of modelling. Below the curve is
modelling that is inherently speculative; above
the curve is modelling designed always to err
on the side of safety. The below-the-curve style
of modelling tests models less frequently than
necessary, it uses them for prediction in situ-
ations where they cannot be trusted to behave
in the same way as their parent systems, and
it includes exploratory investigations that are
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Fig. 4. The necessary-testing curve. The amount of testing a
model needs is measured by the proportion of the allowable
combinations of input and parameter values for which it
cannot be trusted to show the same behaviour as the system;
the amount of prediction possible from a model is measured
by the proportion of the allowable combinations for which
it can be so trusted. ‘A’ and ‘B’ indicate the two distinct
styles of scientific modelling – above-the-curve modelling
and below-the-curve modelling respectively.

essentially inductive (Baconian experimentation).
The above-the-curve style tests models more
frequently than really is necessary, it uses
them for prediction less frequently than really
would be possible, and it includes exploratory
investigations that are strictly deductive (Kan-
tian experimentation). The below-the-curve style
of modelling – it corresponds to what Medawar
termed ‘academic play’ (1969, p. 38) – is prevalent
whenever models are used that cannot be trusted
to be behaviourally equivalent to their parent sys-
tems; these models typically are ones that rely
on numerous auxiliary hypotheses and contain
numerous free parameters. The above-the-curve
style of modelling is feasible only for models that
can reasonably be believed to be close to being
behaviourally equivalent to their parent systems.
Such models often seem oversimplified, yet they
are capable of providing considerable insight into
the nature of the parent systems. These models can
justifiably be referred to as ‘models that talk back’ –
an expression that I borrow gratefully from Toffoli
& Margolus (1987).

BELOW-THE-CURVE
MODELLING – LANDSCAPE
EVOLUTION IN SOUTHEASTERN
AUSTRALIA

The modelling exercise

An example of below-the-curve modelling is fur-
nished by a recent exercise in landscape evolution

modelling (van der Beek et al., 1999; abbrevi-
ated to ‘VBL’), the principal object of which was
to offer support to an existing hypothesis about
the evolution of the highland area of southeast-
ern Australia. This hypothesis, due originally to
Lambeck & Stephenson (1986), suggests that the
present-day topography of this area – here referred
to simply as the ‘Highlands’ – is due solely to
the denudation and isostatic rebound of an old
(late Palaeozoic) mountain belt; there is there-
fore no need to postulate that episodes of uplift
occurred in the Highlands during the Mesozoic
or Cenozoic, as is the case in some competing
hypotheses. For the purpose of this present paper,
it is only the modelling exercise itself that is impor-
tant; the underlying geomorphological questions
are essentially irrelevant.

The principal hypothesis used in the modelling
exercise is the set of general ideas about landscape
evolution that are expressed in ‘CASCADE’ (Braun
& Sambridge, 1997; VBL, fig. 3); this is a mod-
elling package that aims to show how landscapes
evolve in time as a result of the action of commonly
occurring geomorphic processes. CASCADE takes
account of the following processes: (1) fluvial
transport, bedrock incision and alluvial deposi-
tion, (2) hillslope transport by slow and contin-
uous processes such as soil creep, (3) hillslope
transport by landsliding, (4) isostatic response
to denudational unloading. These processes are
represented using seven parameters: (1) a fluvial
transport parameter, (2) a precipitation parame-
ter (the mean annual precipitation), (3) a length
scale for bedrock incision, (4) a length scale for
alluvial deposition, (5) a hillslope diffusion coeffi-
cient, (6) a threshold slope for landsliding, (7) a
parameter describing the flexural rigidity of the
lithosphere in the area being modelled. The geom-
etry of an area to which CASCADE is being applied
is represented as a mesh of triangles, with the
elevations of the vertices serving to define the land-
surface topography. The values of the parameters
can be set separately at each vertex, and they can
also be altered in time; therefore there are no less
than 7 × M × N potentially independent parame-
ter values in a CASCADE model, where M is the
number of time-steps used and N is the number of
vertices.

The Highlands area is approximately 600 ×
600 km in size (Fig. 5). It was represented as a mesh
of 14 641 triangles, with an average vertex spacing
of about 5 km. The vertex elevations were initially
set to reproduce the required hypothesis about the
topography of the area at the end of the Palaeozoic.
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Fig. 5. CASCADE model of southeastern Australian highlands; details in van der Beek et al. (1999). Study area (location
map at top-left) is approximately 600 × 600 km in size. Modelling framework is made up of principal hypothesis and three
auxiliary hypotheses; see text for details. Right-hand panel shows oblique views of the study area taken from the southeast:
I, view initially (end of Palaeozoic); II, view after first boundary condition change (formation of Gippsland Basin); III, view
after second boundary condition change (rifting of Tasman Sea).

This hypothesis – it constitutes the first of three
auxiliary hypotheses – is that the Highlands at
the end of the Palaeozoic were a more-or-less uni-
formly high plateau, the northwestern corner of
which sloped gently down to the northwest. The
second auxiliary hypothesis concerns the bound-
ary conditions used by the model; these were set
so that initially there would be little or no land-
surface gradient normal to any of the study area
margins, except in the sloping northwestern cor-
ner. Two changes were made subsequently, as the
model ran (Fig. 5). The first change permitted the
development of high north–south land-surface gra-
dients at the southern margin of the study area;
this simulated the drop in base level at that margin
that would have resulted from the formation of the
Gippsland Basin. The second change simulated
rifting in the Tasman Sea, together with the drop in
base level that that rifting would have produced.
The rifting itself was simulated by removing a tri-
angular section of the mesh in the southeastern
corner of the study area; the drop in base level was

simulated by permitting the development of high
margin-normal gradients at the study area’s eastern
and southeastern margins. The model was run in
a series of time-steps simulating 250 million years
of landscape evolution. The first boundary condi-
tion change was implemented ‘between 150 and
140 Ma’ and the second ‘between 100 and 90 Ma’
(VBL, p. 161).

The third of the auxiliary hypotheses con-
cerns the model’s parameters. Each of these
was taken to be fixed in its value, both spa-
tially and temporally. The fixed values used
were ones that previously had been obtained by
comparing the model’s predictions with present-
day morphology and denudation rates (van der
Beek & Braun, 1998). The apparent circularity
involved here was defended using the follow-
ing argument (VBL, p. 162): ‘. . . the evolution
of landforms in CASCADE is independent of
process rates and the absolute parameter values
mainly serve to translate “model time” to “real
time” ’.
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The results of the exercise: two contrasting
assessments

The results of the modelling exercise were pre-
sented largely in the form of snapshots show-
ing predicted topographies and drainage patterns
(VBL, fig. 5). It was stressed that the landscapes
depicted were of course synthetic ones ‘. . . which
do not have an obvious relationship to real land-
forms’ (VBL, p. 162). Their smallest features
were necessarily no smaller than the interver-
tex spacing used in the model’s mesh (c. 5 km).
Yet even considering these limitations, the results
seemed impressive. For instance: ‘. . . the predicted
present-day drainage . . . shows some remarkable
analogies to the drainage patterns observed in
southeastern Australia’ (VBL, p. 163), and ‘the
model predictions thus appear to be in reasonable
agreement with the available geomorphological
information . . .’ (VBL, p. 165). The conclusion
drawn was that a high plateau existing in the
Highlands area at the end of the Palaeozoic could
certainly have evolved into the present-day land-
scape there solely as the result of denudation and
isostatic rebound.

A radically different assessment of the mod-
elling results is possible, namely that they show
very little. Certainly they do not – indeed they
cannot – show what was claimed for them. This
latter assessment is based primarily on the fact that
the third of the model’s auxiliary hypotheses is
demonstrably unrealistic – this is the one by which
the values of all of the parameters were taken to be
fixed, both spatially and temporally. The rejection
of this hypothesis then renders the second auxil-
iary hypothesis invalid – this is the one concerning
the changing boundary conditions.

The rationale for adopting fixed parameter
values

The decision to adopt spatially and temporally
fixed values for all of the parameters might seem
simply to be an example of the use of Ockham’s
Razor – the scientist’s metaphysical commitment
to simplicity (Oreskes et al., 1994). Yet it was not
that at all, for the developers of the Highlands
model were more than ready to admit there was
‘no reason why these parameters should be fixed
in space and time’ (VBL, p. 162). Indeed, they
stressed that some of the processes to which the
parameters relate ‘can obviously vary both spa-
tially and temporally’ (VBL, p. 162). In fact, the
rationale for adopting fixed parameter values was

entirely pragmatic: ‘. . . since we present first-order
results here, and since the variability of these
parameters is completely unconstrained, we adopt
fixed values for this study’ (VBL, p. 162, italics
added here for emphasis). Something had to be
done, and why not that!

In assessing this rationale, it is necessary first to
clarify the sense in which the word ‘first-order’ is
being used here. (This is an adjective with a num-
ber of special-context meanings that also is used in
a general context – but then often with an unfortu-
nate lack of care.) When used in a general context,
‘first-order’ properly has the sense of ‘just ade-
quate’, for instance in the following explanation
of the term ‘first-order measurement’ (Weinberg,
1997, italics added here for emphasis): ‘The term
“first-order measurement” is used . . . to describe a
measurement just adequate to the task of getting
things built. First-order measurements . . . support
the “rule of thumb” and the rough sketch, as well
as the “quick and dirty” or “seat of the pants”
estimate.’ If ‘just adequate’ was indeed the sense
intended in the Highlands modelling exercise,
then the results of that exercise should be seen only
as demonstrating that synthetic landscapes similar
to those in the present-day Highlands can be pro-
duced by running a CASCADE-based model. The
adoption of fixed values for any or all of the param-
eters would then be amply justified, for all that
ultimately would be important would be that the
required landscapes could somehow be produced.

It is hard to believe that the developers of the
Highlands model had only this very limited objec-
tive in mind, for two compelling reasons. First,
they wrote ‘. . . we show what the consequences of
certain assumed scenarios can be’ (VBL, p. 158;
see also van der Beek & Braun, 1999, p. 4946);
this surely indicates an intention to use the model
they had developed as a tool for studying the evo-
lution of the Highlands area, not just to show
that CASCADE-based models could work. Second,
they had already spent considerable time deter-
mining which particular set of parameter values
would be most appropriate for modelling the High-
lands (van der Beek & Braun, 1998); this work
would have been quite unnecessary if just any
parameter values would have sufficed in the end.
Yet if the objective in carrying out the modelling
exercise was really to show how the landscape of
the Highlands could have evolved in time from
a particular initial state using a particular set of
parameter values, what justification could there
possibly have been for adopting single fixed val-
ues for the parameters for the entire study area
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and for the entire Mesozoic and Cenozoic? The
sole justification offered – that the variability of
the parameters is completely unconstrained – is
plainly inadequate.

The effects of adopting fixed parameter values,
particularly for the precipitation parameter

The fixing of the value for any one of the seven
parameters can be expected to have had some
effect on the landscape-evolution history pre-
dicted for the Highlands. However, the effect
would certainly not have been equally great for
each parameter. The effect of fixing the flexu-
ral rigidity parameter would have been the least,
simply because that parameter is a solid-earth
parameter. Solid-earth parameters can be expected
to be more-or-less spatially uniform in their value
at any one time (at least over an area the size
of the Highlands); they can also be expected to
vary slowly and steadily in time. Of the other
parameters, five are earth-surface parameters: the
fluvial transport parameter, the length scales for
bedrock incision and alluvial deposition, the hill-
slope diffusion coefficient, and the threshold slope
for landsliding. Earth-surface parameters can be
expected to vary more than solid-earth parameters,
and their fixing should therefore have correspond-
ingly greater effects. The final parameter – the
mean annual precipitation – is a climate param-
eter; it can be expected to vary considerably,
both spatially and temporally. It is the fixing of
this precipitation parameter that can be expected
to have had the greatest effect on the predicted
landscape-evolution history.

An idea of how substantial this effect is likely
to have been can be obtained by listing some of
the surface processes that are strongly controlled
by either the rate, the seasonal distribution, or
the type of precipitation. These include: (1) the
processes of local surface-water flow and infiltra-
tion (these control the amount of surface run-off,
the soil-water saturation, and the height of the
groundwater table); (2) the processes affecting the
development and spread of vegetation (this tends
both to stabilize and to destabilize land surfaces,
and also is a source of organic acids that play
a crucial role in weathering); (3) the processes
involved in soil formation and in physical and
chemical weathering (the control that these pro-
cesses have on the development of the regolith
is discussed in Taylor & Eggleton, 2001); (4) the
processes affecting slope stability and hence the

activity of slope movement processes; (5) the pro-
cesses associated with river systems (rivers are by
far the most efficient means of facilitating long-
range drainage and sediment transport, and they
also create directly their own erosional and deposi-
tional landforms). Without an appropriate supply
of water, many of these processes do not work;
other processes do work, but at entirely different
rates and with entirely different results. It is not
sensible to think of modelling landscape evolution
without first having accepted the possibility of spa-
tial and temporal variation in precipitation. And it
is extremely unwise to start to model the evolution
of the landscape in a particular area without first
having ascertained if significant spatial and tem-
poral variations in precipitation are likely to have
occurred there.

Did the precipitation in the modelled area vary
significantly?

There is strong evidence that the mean annual pre-
cipitation in the Highlands area was probably far
from constant in time during the Mesozoic and
Cenozoic. There is also strong evidence that it was
unlikely always to have been spatially uniform.
Two lines of evidence bear on the probable non-
constancy of precipitation in time (Fig. 6): one
concerns the changing global climate during the
Mesozoic and Cenozoic, the other concerns the
changing palaeolatitude of southeastern Australia.
The global climate during the Mesozoic and Ceno-
zoic was characterized by the alternation of warm
and cool climate modes (Frakes et al., 1992): a
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Fig. 6. Variation in time of mean global temperature (after
Frakes et al., 1992) and variation in time of palaeolatitude
of modelled area (data from Schmidt & Clark, 2000, fig. 10).
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warm mode lasting from the Triassic to the mid-
dle Jurassic was followed by a cool mode lasting
until the early Cretaceous, which was followed
by a warm mode lasting until the early Eocene,
which gave way to the cool mode culminating in
the modern ice age. Certainly there will be few
scientists who would claim that the mean global
temperature directly controls the mean annual pre-
cipitation at every point on the Earth’s surface.
Equally, however, there will be few who would
suggest that the mean annual precipitation in any
particular area is likely to be wholly independent
of the current global climate state. A similar line of
argument applies to the very substantial changes
in the palaeolatitude of the Highlands area dur-
ing the Mesozoic and Cenozoic (Schmidt & Clark,
2000; fig. 10). The area is presently centred at a lat-
itude of about 35◦, but it was situated close to the
South Pole during the early Triassic; only during
the first half of the Cretaceous was its palaeolati-
tude constant for any length of time, and even then
its orientation with respect to the prevailing wind
systems was continually changing. Again, there
will be few scientists who would claim a direct
correlation between latitude and mean annual pre-
cipitation (especially in times of changing global
climate). Equally, however, there will be few who
would suggest that mean annual precipitation is
entirely independent of latitude, either in amount
or in type. Most scientists will surely want to
assume that the mean annual precipitation in the
Highlands area did vary significantly in time dur-
ing the Mesozoic and Cenozoic, rather than that it
did not. The adoption of a temporally fixed value
for the precipitation parameter therefore has to be
rejected.

The evidence bearing on the spatial distribution
of precipitation in the Highlands area is limited
but incontrovertible – it concerns the precipi-
tation pattern at the present-day (Fig. 7). This
pattern is very far from being spatially uniform:
there is a fivefold difference between the high-
est mean annual precipitation (over 2000 mm, in
the Victorian Alps) and the lowest (400 mm, in
central New South Wales). There are also sub-
stantial differences between the seasonal distri-
butions of precipitation in different parts of the
Highlands (Commonwealth Bureau of Meteorol-
ogy, 2004). The spatial differences in precipitation
are reflected in the spatial distribution of differ-
ent vegetation types (Australian Native Vegetation
Assessment, 2001), as would be expected. Clearly
there is no good reason to assume that the present-
day precipitation pattern existed in the past (or, at

200016001200800400

Mean annual rainfall (mm)

N

Study
area

boundary

Fig. 7. Present-day mean annual rainfall in southeastern
Australia. Data from Commonwealth Bureau of Meteo-
rology (2004); averages are for 30-year period 1961 to
1990.

least, prior to the Quaternary), but equally there
is no good reason to assume that precipitation in
the past was ever spatially uniform (particularly
bearing in mind the changes in the area’s palaeo-
latitude). The adoption of a spatially fixed value
for the precipitation parameter therefore has to be
rejected.

The auxiliary hypothesis concerning boundary
conditions

The rejection of the hypothesis of fixed parame-
ter values has an immediate knock-on effect: it
leads automatically to the rejection of the hypoth-
esis concerning boundary conditions. The reason
for this is that there are two changes in bound-
ary conditions foreseen in this latter hypothesis,
each of which has to be made at exactly the right
moment in time. These changes correspond to the
formation of the Gippsland Basin and to the rift-
ing of the Tasman Sea. These events took place
‘between 150 and 140 Ma’ and ‘between 100 and
90 Ma’ (VBL, p. 161, i.e., after 40% and 60% of
the total time-span of the Mesozoic and Cenozoic
had elapsed). The conversion of real time to model
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Fig. 8. Effects of inappropriate use of temporally and spatially fixed parameters, demonstrated for two-dimensional land-
surface evolution system. Sketch at top of left-hand panel shows details of system definition. Locations are measured in
arbitrary units west of zero. Plateau is cut back in time from west to east, with debris being removed at slope base (base-
level). System has two parameters: (1) the eastward-migration rate of the brink point at the plateau edge; (2) the debris
removal rate. A rifting event is incorporated in the system; it is known to take place at 50% of real-time and to be sited
at 50 units west. Right-hand panel shows evolution in time of land surface (1) for a fixed-parameter model of the system,
and (2) for a variable-parameter model (‘Real World’). Graphs in left-hand panel show (1) temporal variation of brink point
migration rate, and (2) spatial variation of debris removal rate. Assumption of linear conversion of real-time to model-time
leads to rift being introduced at 50% of model-time (i.e., after time-step 2), both for the fixed-parameter model and for the
‘Real World’. The result is that the final land-surface form produced by the fixed-parameter model differs greatly from that
produced in the ‘Real World’ (compare ‘A’ with ‘B’). To use the model to produce ‘B’, the rift must be introduced after
time-step 1, i.e., after only 25% of model-time.

time would pose no difficulty if the spatial and
temporal fixing of the parameter values really were
justified. The evolution of landforms in CASCADE
is independent of process rates, therefore the cor-
rect conversion would be achieved automatically
by making the boundary condition changes after
exactly 40% and 60% of the total model run-
time had elapsed. This is what the developers
of the Highlands model did. But the rejection of
the hypothesis of fixed parameter values changes
this situation entirely, as shown in Fig. 8. Real
time now no longer converts linearly to model
time. Making the boundary condition changes
after 40% and 60% of the total model run-time
therefore makes the model rifting events happen
at the wrong points in real time. It also makes
the model rift basins appear in landscapes that are

topographically quite unlike the ones in which the
corresponding real basins would have appeared.

The value of below-the-curve modelling

The Highlands modelling exercise produced real-
istic landscapes, despite being based on two
demonstrably invalid auxiliary hypotheses. So
what did it really show? And what do its results
really mean?

One possible answer is that what is seen in this
exercise is simply an example of non-uniqueness.
This entails believing (a) that the general ideas
about landscape evolution expressed in CASCADE
are complete and correct, and (b) that the hypoth-
esis about the plateau-like topography of the High-
lands at the end of the Palaeozoic is correct, and
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(c) that the Highlands model would have behaved
in exactly the same way for the right combina-
tion of boundary conditions and parameter values
as it did for the particular wrong combination
that happened to be specified in the invalid aux-
iliary hypotheses. A second possible answer is
that what is seen here is an example of errors
fortuitously cancelling each other out. Errors intro-
duced by using the invalid auxiliary hypotheses
have been cancelled out either (a) by errors in CAS-
CADE, or (b) by errors in the hypothesis about
the initial topography of the Highlands, or (c) by
other errors in the invalid auxiliary hypotheses,
or (d) by some unknown combination of all three.
A third possible answer is that the modelling exer-
cise – a classic example of the below-the-curve
style of modelling – was intrinsically incapable
of showing anything other than that a CASCADE-
based model for the Highlands could produce
realistic landscapes. The results of the exercise
then say nothing about the rightness or wrong-
ness of any of the auxiliary hypotheses – or indeed
about the rightness or wrongness of CASCADE
itself.

I would suggest that it is this third answer that
should be preferred here, even though it is in many
ways the least pleasant to accept. The reason for
urging this preference is simply to stress that in
modelling exercises it always pays to be critical –
all the more so when the exercise has clearly been
designed to offer support to some already-held
belief (cf. Oreskes et al., 1994, p. 644). This ‘safety-
first’ attitude is the attitude characteristic of the
scientist – ‘a critical man, a skeptic, hard to sat-
isfy’ (Medawar, 1969, p. 2). It can never be safe
to depend on the results of modelling exercises
carried out using numerous auxiliary hypotheses
and effectively free parameters. Such exercises can
readily produce realistic results under completely
unrealistic conditions – as is shown so clearly in
the case of the Highlands model.

ABOVE-THE-CURVE
MODELLING – CYCLICITY IN
STRATIGRAPHIC SUCCESSIONS

The model, and its theoretical background

An example of above-the-curve modelling is found
in a recent paper on stratigraphic cyclicity (Tipper,
2000). The aim of the modelling exercise described
there was to study the range of patterns of strati-
graphic cyclicity that could be produced at a single

point site as the result of variations in sediment
budget and sedimentation capacity.

Sediment budget and sedimentation capacity
are generalizations of the ideas of sediment sup-
ply and accommodation. The sediment budget at
a site is defined as the difference between the
amount of sediment being imported into the site
and the amount being exported. The sedimen-
tation capacity of a site is defined as either the
amount of space at the site in which sediment
can be deposited or the amount of space at the site
from which sediment can be released into trans-
port by erosion. Sedimentation capacity is mea-
sured by the vertical distance between base level
and the lithic surface; base level is taken to be the
surface corresponding to the locally stable equilib-
rium of the sedimentation system concerned. The
definition of sedimentation capacity in terms of
deviation from a proper equilibrium makes possi-
ble the formulation of what effectively are general
rules for sedimentation (Fig. 9). From these can be
predicted the sedimentation history of any site
for which the variations in time of sediment bud-
get and sedimentation capacity are known; from
that history can then be predicted the resulting
stratigraphic succession.

The model used in the exercise is a strict imple-
mentation of the budget-capacity theory of sedi-
mentation; therefore, the principal hypothesis is
simply the budget-capacity theory itself. An auxil-
iary hypothesis – there is just one – describes how
the sediment budget and sedimentation capac-
ity at the site are assumed to vary in time. The

+

−

Sedimentation capacity

− +0

0
Sediment

budget

Deposition

Erosion

Stasis

Fig. 9. Budget-capacity theory of sedimentation. Deposi-
tion takes place when both budget and capacity are pos-
itive, erosion takes place when both budget and capacity
are negative, and stasis takes place whenever budget is
zero. Time-arrowed trajectory shows hypothetical pattern
of cyclic sedimentation (deposition–stasis–erosion).
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Fig. 10. Definition diagrams for one-dimensional cyclic
sedimentation model; details in Tipper (2000).
(a) Elevation–time plot showing the three variables and
their maximum and minimum values: B is the dimen-
sionless subsidence rate; D is the dimensionless limiting
deposition rate; E is the dimensionless limiting erosion
rate. (b) Elevation–time plot showing the four form descrip-
tors: P is the phase lag, S is the sequence proportion, V is
the vacuity proportion, H is the hiatus proportion. For the
cycle shown, P = 114◦, S = 0.25, V = 0.25, H = 0.50.

sediment budget at the site is taken to be always
just enough to keep the site at base level, except
when either of two prescribed budget limits is
reached (Fig. 10a). One of these limits (the maxi-
mum permitted budget surplus) controls the maxi-
mum attainable rate of deposition. The other limit
(the maximum permitted budget deficit) controls
the maximum attainable rate of erosion. The vari-
ation in time of the sedimentation capacity at the
site is driven by change in base level and by tec-
tonic subsidence. The base-level is assumed to
vary sinusoidally in time, with a fixed amplitude
and wavelength; the rate of tectonic subsidence is
assumed to be constant.

It should be noted that the modelling being car-
ried out here is deliberately restricted in its inten-
tion. The model itself is a strictly one-dimensional
implementation of the budget-capacity theory of
sedimentation, and the auxiliary hypothesis pre-
supposes a timespan over which the assumptions
of constant subsidence rate and sinusoidal base

level variation can be considered reasonable. The
model does not pretend to be a model of strati-
graphic cyclicity on a basin-wide scale, nor does it
pretend to offer insight into long-term patterns of
cyclicity.

There are three primary variables in this model:
the tectonic subsidence rate, and the two pre-
scribed budget limits. These variables can be
expressed in terms of the amplitude and wave-
length of the base-level sinewave, resulting in
a set of three secondary variables, all of them
dimensionless. These secondary variables are the
dimensionless subsidence rate (B), the dimension-
less limiting deposition rate (D), and the dimen-
sionless limiting erosion rate (E). Variable B is
expressed as a percentage of the maximum sub-
sidence rate for which any type of cyclic sedimen-
tation is possible.

Cyclic sedimentation patterns are produced in
this model for all combinations of B, D, and E
for which 0% < B < 100%, B% ≤ D ≤ (100 +
B)%, and 0% < E ≤ (100− B)%. The cycles
corresponding to the different combinations dif-
fer from each other only in detail, and they can
all be described using the same set of four form
descriptors (Fig. 10b). These are: (1) the phase
lag, P; (2) the sequence proportion, S; (3) the
vacuity proportion, V ; and (4) the hiatus propor-
tion, H . Descriptor P measures the time in a cycle
at which deposition starts; S measures the pro-
portion of a cycle’s wavelength corresponding to
preserved deposition; V measures the proportion
of the wavelength corresponding to deposition that
is later removed; H measures the proportion cor-
responding to erosion. Of these descriptors, S
is of particular interest; it is equivalent to the
conventional measure of stratigraphic complete-
ness (Tipper, 1998), at the resolution of the cycle
wavelength.

The modelling exercise and its overall results

The aim of the modelling exercise – to study the
range of possible patterns of stratigraphic cyclicity
– required first the generation of the sedimentation
cycles corresponding to all the possible B–D–E
combinations. Then the form descriptors (P, S,
V , H ) had to be calculated for each of these
cycles. The analysis of these form descriptors led
to a number of interesting results. For instance, it
proved possible (1) to recognize four distinct fam-
ilies of cycle types, which have different degrees
of stability, (2) to show that sequence boundaries
in cyclic successions need not be closely tied to
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inflection points in base-level variation curves,
and (3) to develop a strategy for reconstructing sed-
imentation conditions from preserved patterns of
cyclicity. These results and their interpretation are
described in detail in Tipper (2000), where also
are discussed the effects of relaxing some of the
assumptions incorporated in the model’s auxiliary
hypothesis. These effects turn out to be relatively
minor in their magnitude.

Cyclic stratigraphic successions: the ‘too
complete’ dilemma

One entirely unexpected result came out of the
modelling. It concerned the range of values of S
that cycles can have – in effect, the expected com-
pleteness of cyclic stratigraphic successions. Put
simply, cyclic successions seemed usually to have
to be far too complete: the great majority of B–D–E
combinations gave rise to cycles that had values of
S that were very much higher than the complete-
ness values usually claimed for real stratigraphic
successions (e.g. Sadler, 1981). This result is best
appreciated on S–V–H plots (Fig. 11); these are
triangular plots that show how the time in a cycle
is partitioned between sequence, vacuity and hia-
tus. These plots show clearly that only when B
is just slightly greater than zero is it possible to
obtain cycles in which S is realistically low, i.e., in
some cases no greater than about 0.01. This leads
to the following dilemma: if cycles are in fact

produced in the way that the model would sug-
gest, how can it be possible for cyclic successions
to be realistically incomplete?

There are several escape routes from this
dilemma. One possibility is that real stratigraphic
successions are considerably less incomplete than
they are currently believed to be, perhaps because
spatio-temporal masking has not been allowed for
when data for completeness estimation are being
collected (Tipper, 1998). A second possibility
is that real stratigraphic successions are indeed
as incomplete as they are believed to be, but
only on average, and that cyclic successions are
inherently more complete than non-cyclic ones.
A third possibility is that cyclic successions can be
highly incomplete only when there is compound
base-level fluctuation; they therefore cannot be
produced by a model in which only sinusoidal
base-level fluctuation is permitted. A fourth pos-
sibility is that cyclic successions are only ever
produced at sites where the tectonic subsidence
rate is low and the amplitude of base-level varia-
tion high, exactly as predicted by the model. The
values of B at these sites will automatically be
low (and therefore the incompleteness will auto-
matically be high), simply because B is a version
of the tectonic subsidence rate that has been
scaled in terms of the amplitude of the base-level
variation.

The first two of these escape routes accept the
completeness result from the modelling exercise

V
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Usual
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Fig. 11. S−V−H plots. Stippled areas show values of S that can be obtained from the cyclic sedimentation model for
selected values ofB (10%, 30%, 50%). Shaded areas close toH−V axis show values ofS typically found for real stratigraphic
successions.
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and instead challenge aspects of conventional
stratigraphic wisdom. Both of them lead to
hypotheses worth investigating: (1) that real strati-
graphic successions are considerably less incom-
plete than they are currently believed to be, and
(2) that cyclic successions are inherently more
complete than non-cyclic ones. The third escape
route was already partly investigated as part of
the original modelling exercise (Tipper, 2000).
Apparently the addition of high-frequency compo-
nents of base-level fluctuation does not generally
lead to significant decreases in completeness.
An exception seems to be when (1) the high-
frequency components have higher amplitudes
than the lower-frequency ones on which they
are superimposed, and (2) the sediment bud-
get is sufficient to keep the lithic surface within
reach of fast, short-term base-level falls. This
exception demands a ‘shorter-wavelengths-mean-
higher-amplitudes’ assumption about compound
base-level fluctuation, a hypothesis that is dia-
metrically opposite to the ‘shorter-wavelengths-
mean-lower-amplitudes’ assumption commonly
accepted by stratigraphers, for instance in the
Haq–Vail sea-level chart (Haq et al., 1988). This
hypothesis may also be worth investigating.

The fourth of the escape routes accepts the com-
pleteness result from the modelling exercise and
also the conventional wisdom about stratigraphic
incompleteness. It would therefore seem to be
the logical route to take. Yet even this ‘route
of least resistance’ leads to a hypothesis worth
looking at, in this case the one that was once
referred to as the ‘intuitive but undemonstrated
notion that completeness is well correlated with
thickness’ (McShea & Raup, 1986, p. 573). This
hypothesis is certainly not valid over long time-
spans (Tipper, 1987), but it seems that it might
nonetheless be useful in interpreting cyclic suc-
cessions. This can be appreciated by remembering
that the thickness of any individual cycle in a suc-
cession is controlled ultimately by B (Fig. 10b). If
cyclic successions that are highly incomplete are
formed only whenB is extremely low, those highly
incomplete successions should be expected to be
made up of individual cycles that are very thin
indeed. Successions made up of cycles that are
slightly thicker should be expected to be slightly
less incomplete, and so on.

The value of above-the-curve modelling

The cyclicity modelling exercise was carried out
within a remarkably austere framework. There was

the principal hypothesis expressed in the model
(i.e., the budget-capacity theory of sedimentation),
and there was the auxiliary hypothesis concerning
how the model’s three primary variables would
be allowed to vary in time. There were no other
auxiliary hypotheses or free parameters. The three
variables were independent, meaning that all pos-
sible sedimentation conditions could readily be
represented in a three-dimensional space. The
variables also were bounded, meaning that there
was a region within this space outside of which
cyclic sedimentation could not take place. All of
the patterns of stratigraphic cyclicity that could
possibly be produced by the model could there-
fore be studied by looking at the forms of cyclic
sedimentation that occur in this region.

The strength of this style of modelling is clearly
shown by considering the response that had to
be made to the discovery that cyclic successions
seemed usually to be far too complete. Either
there had to be errors in the principal hypoth-
esis, or there had to be errors in the auxiliary
hypothesis, or there had to be problems with some
aspects of conventional stratigraphic wisdom. The
first possibility could immediately be ruled out,
simply because the budget-capacity theory of sed-
imentation is a straightforward expression of mass
balance in a system with a single locally sta-
ble equilibrium. The second possibility could not
be ruled out – there could indeed be errors in
the auxiliary hypothesis. But errors there seemed
unlikely, especially as it could be shown that the
effects of relaxing some of the stronger assump-
tions in the auxiliary hypothesis appeared not to
affect the completeness result to any significant
extent (Tipper, 2000). That left only the possibility
that there were problems with conventional strati-
graphic wisdom. Some aspects of this were duly
challenged, leading in every case to the identifica-
tion of new hypotheses worth investigating. There
were no other auxiliary hypotheses in this exer-
cise that could be hidden behind to explain away
the ‘too-complete’ dilemma; nor were there free
parameters that could be manipulated to make it
disappear. The model had talked back, and the
scientist had had to listen.

MODELS AND MODELLING: SOME
FINAL OBSERVATIONS

What really is ‘heuristic’?

In concluding their deservedly influential paper,
Oreskes and her co-authors posed the question
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‘What good are models?’ (1994, p. 644). Their
answer – that the primary value of models is
heuristic – has since become widely quoted
(e.g. van der Beek et al., 1999). The general drift of
this answer is surely acceptable, for most scientists
certainly regard models primarily as being tools to
be used in a process of discovery. More controver-
sial, however, are some of the specific suggestions
given to show what ‘heuristic’ is evidently to mean
in the context of modelling. One suggestion was
that models can corroborate hypotheses ‘by offer-
ing evidence to strengthen what may be already
partly established through other means’. A sec-
ond was that models can be used for sensitivity
analysis. A third was that models can be used
‘for exploring “what if” questions’ (Oreskes et al.,
1994, p. 644). All these suggestions are worthy
ones, yet it would seem inadvisable to accept them
at their face value unless the style of modelling
being used has been taken carefully into account.

Consider first the suggestion that models can
offer evidence to corroborate hypotheses. The
danger inherent in this can readily be seen by
looking at the Highlands modelling exercise. That
exercise – below-the-curve modelling par excel-
lence – apparently offered evidence to corrob-
orate an existing hypothesis, evidence that the
developers of the model in question gratefully
accepted. Yet all of the evidence had been obtained
as the model was run under what fortunately
could be shown to be entirely unrealistic condi-
tions. If the evidence had been obtained as the
model was run under other conditions – condi-
tions that were equally unrealistic but could not
be shown to be unrealistic – then that evidence
would not have been capable of being discred-
ited. And it might then well have been used –
quite wrongly – to corroborate the hypothesis. It
must be stressed that the results of below-the-
curve modelling should never be used as evi-
dence to corroborate any hypothesis, under any
circumstances.

Next, consider the suggestion that models can be
used for sensitivity analysis, i.e., for investigating
the degree to which the behaviour of a model is
influenced by variation in the values of individual
input variables and parameters. This suggestion
is certainly a most appropriate one, especially for
models that involve a not-overwhelming number
of parameters. The only problem with it is that
sensitivity analysis is something that should be
carried out properly or not at all; it is valueless if
carried out piecemeal, or if it is restricted to only a
small part of the possible parameter or input space.

Proper sensitivity analysis can be extraordinarily
time-consuming, especially if the model being
used is a particularly compute-intensive one. Cer-
tainly there are computational techniques that
are relatively efficient under some circumstances
(e.g. Bagirov & Lerche, 1999, and references
therein), but even these techniques are likely to be
of limited value for realistic models of natural sed-
imentation systems. Only in the simplest and most
straightforward circumstances is it ever feasible to
investigate a model’s behaviour exhaustively, for
all the possible combinations of input and param-
eter values. Such exhaustive investigation is of
considerable value whenever it can be carried out,
for it shows above all what the model in ques-
tion (and hence the system in question) cannot
do. This can lead to the challenge of conventional
wisdom, as was shown in the cyclicity modelling
exercise.

Finally, what about the suggestion that an appro-
priate use of models is for exploring ‘what if’
questions? This is what is sometimes plausibly
termed “ ‘what if” testing’ (Watney et al., 1999).
Great play is often made of the value of this type
of work, particularly – one hesitates to say this –
in modelling exercises that are more than usually
below-the-curve in style. Yes, ‘what if’ testing cer-
tainly can be valuable, but only if there is known
to be a one-to-one mapping from the ‘if’ to the
‘what’. The results of ‘what if’ testing have little
or no meaning when no such mapping exists – as
will surely be the case for most models of natural
sedimentation systems.

Modelling and scientific enquiry

Scientific enquiry has been described in the fol-
lowing way, I believe aptly: ‘[It] begins as a story
about a Possible World – a story which we invent
and criticize and modify as we go along, so that
it ends by being, as nearly as we can make it, a
story about real life’ (Medawar, 1969, p. 59). Mod-
elling lies at the very heart of scientific enquiry,
for it is ultimately through modelling that the
story about the Possible World is invented, is crit-
icized, and is modified. To best carry out this
modelling, we need models that are as close as
possible to being behaviourally equivalent to their
parent systems. It is these models that have the
power to challenge what we currently believe, and
therefore to get us most effectively to that final
story about real life. They are the models that
talk back.
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Australia 297–8
preservation factors (PF), Late

Jurassic Spekk Formation
(mid-Norwegian Shelf)
267, 270

primary productivity (PP)
Late Jurassic Spekk Formation

(mid-Norwegian Shelf)
263, 266, 267, 270

marine organic carbon 263,
266

marine organic matter 243,
245, 247, 248, 249

process-based models
alluvial architecture 114–16,

117, 119
organic facies modelling

239–71
sediment sorting 209
stochastic 139–44

process-imitating models 103
process–response system,

three-dimensional 208
progradation, carbonate

platform 1–31

Quincunx template 275, 277–9
cellular automaton model

279–80
erosion modelling 280–1
fan generation 281–2, 283
limiting properties 280
Markov chain 281, 282, 283
modification 280, 281
volcano simulation 282,

283–4

reservoir effect 176, 177, 178
reverse-basin modelling
flexural 78–9
Rosengarten (Dolomites, Italy)

13–15, 16, 17, 23, 24, 30
sea level 75
Southern Cantabrian Basin

(Spain) 65, 75–6, 77,
78–81

constraints 79
input data 75
methods 79
results 79–81
stage development 88–90
subsidence 88–90

time 75
two-dimensional 75–6, 77,

78–81
workflow 67

ripples 99, 100–1
river systems 119–22, 123–5,

125, 126, 127–8, 129–30,
131

deposition
compressional basin models
122, 123–5, 125, 126,
127–8

extensional basin models
128, 129–30, 131

landscape erosion models
119–20

sediment routing model 100,
106–9, 120–1, 122

sediment supply/deposition
model 120–1, 122

tectonic subsidence model
120

see also braided rivers;
Colorado River (US);
fluvial entries; Po River
(Italy)

river–delta–shelf system
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Colorado River valley
198–203

modelling 192, 194
sea-level change 192, 194,
196–8

sediment flux 198
sediment transport scaling

strategy 193–6
stratigraphic architecture

191–204
river–shelf–slope sediments
climate change 219–20
coarse bodies 215–16
coarse fill 213, 214
delta-front deposits 214
deltaic sorting 214
depositional environments

213
elongate body deposition

214–15
estuarine deposits 213–14
floodplain reworking of fluvial

deposits 216
grain-size distribution 207,

212–14
increased precipitation 219
marine onlap 219
rainwater drainage 219
regressive delta build-up 219
sea-level change 212, 217,

218, 219
sediment
differential preservation
219

distribution 210–12
flux 214
thickness 216
transport model 220–1

shelf edge
degradation 212
deltas 214, 215

stratigraphy 211, 212, 214–16
unconformity formation 211

Rogn Formation (Norway) 254,
255, 256, 262

deposition 258, 260
organic carbon levels 267
terrestrial organic carbon 266

Rosengarten (Dolomites, Italy)
1–31

accommodation changes 24
accumulation rate 28
basin geohistory 19, 22, 23
best-fit model 25, 27, 28

burial history 19, 20, 28–9
carbonate accumulation rate

16, 29–30
chronostratigraphy 3, 8, 11
development 2, 3, 4, 5–7, 8
environmental factor

change 30
formations 9–10
geological map 5
growth mode 28
integrated numerical

modelling 12–16
lithology 9–10
maximum thickness 4
platform evolution controls

30–1
porosity evolution 29
reverse-basin modelling

13–15, 16, 17, 23, 24, 30
sedimentological analysis 6, 8
sequence-stratigraphic

forward modelling
15–16, 17, 23–5, 26–7, 28

best-fit model 25, 27, 28
stratigraphy 8, 11
subsidence rates 23, 24, 30
peak 31

tectonic movements 31
tectonic subsidence 30
thermal history 28–9
thermal modelling 12–13, 14,

16, 18–19, 20–2, 23
time–temperature history

18–19, 20–2, 23
transect 7
Trento platform 8
burial history 19, 20, 29

Wengen volcanics extrusion
23, 24

Rossby radius of deformation
155, 156

scientific enquiry 304
sea floor
incident light 52
shear stress 51

sea-level change
Po River (Italy) 185
river–delta–shelf system

modelling 192, 194,
196–8

river–shelf–slope sediments
212, 217, 218, 219

sediment differential
preservation 213

sediment flux 198, 200
subcycles 217
see also eustatic sea level rise

sediment
arriving at bedform crest

101–2
bedload 177
budget 300, 301
deposition 101, 102
fans 128, 129–30, 131
rate on floodplains 111

diffusion coefficient 120–1
distribution in

glacial–interglacial cycles
210–12

downstream fining 108–9
erosion 101
fluvial supply/deposition

120–1, 122
flux
Colorado River 202–3
glacier influence 176
gradients 208
River Po (Italy) 171–87,
183, 186

river–delta–shelf system
198

river–shelf–slope sediments
214

sea-level change 198, 200
simulation 177

grain size 105
differential preservation
219

distribution modelling
207–21

sorting models 208–9, 219
mining 178
preservation modelling

223–37
river–shelf–slope grain-size

sorting 207–21
routing model of fluvial

deposition 100, 106–9,
120–1, 122

sorting 102
suspended 176, 177
texture 103
trapping efficiency 179, 180
volume of Colorado shelf

system 200
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sediment (Contd.)
yield with glacier ablation

183, 184
sediment bodies, reservoir scale

139–44
sediment transport 101–2
algorithms 208, 224
bed topography interaction

104, 105
climate change 191
climate influence 120
depositional environment

208, 209
dynamics 113
efficiency 196, 197, 198
elevation change 208
eustatic sea-level change 191
flood deposits 103, 104
floodplains 110–11
flow interaction 104, 105
grain-size sorting 119
landscape erosion models 119
models 191
diffusive behaviour 194–5
river–shelf–slope sediments
220–1

scaling strategy 193–6
rate in compressional basin

modelling 125
tectonics 191

sedimentary deposit
preservation on passive
continental margins in
glacial–interglacial cycles
223–37

avulsion events 225
coastal prism 233, 234, 235
delta bodies 225
delta rim incision 233, 234
geomorphology 224–6, 227–8,

229
glacial supply scenarios 226,

236–7
gradient scenarios 233, 234,

235
incision by rivers 233, 234,

237
knickpoint migration 237
model equations 220
model parameters 225
model procedure 224
preservation 229–32
river incision 226, 227–8, 229
sea-level scenarios 232–3

sediment
deposition 230
erosion/remobilization 229
supply 226, 235–7

shelf break scenario 232, 233,
236

shelf gradient 233, 234, 235
shelf-edge degradation 226,

229, 231
shelf-edge delta formation

225
strata preservation 230–1, 233
stratigraphy 229–32
subcycle scenario 226, 232–3
supply scenarios 226, 235–7
topographic evolution 225–6,

227–8
sedimentary systems, physical

experiments 192
sedimentation
budget-capacity theory

300–1, 303
capacity 300
carbonate platform

development 1, 2, 4
evolutionary trends 196
linear rate 247, 248, 249
modelling systems 287–304
natural systems 288–93
numerical models 290
organic 239–71
Quincunx template modelling

280–1
rate in time-averaged per unit

area 196
Rosengarten (Dolomites,

Italy) 6
sediment–water interface

temperature, carbonate
platform formation 12, 14

SEDSIM sediment routing
model 106–7

semivariogram, empirical
116–17

sensitivity analysis models 304
sequence stratigraphy, source

rock modelling 242
shear stress
fluvial bed 108
sea floor 51

shelf canyons 192–3, 194
slope movement processes,

southeastern Australia
297

slope ratio 111
soil organic matter (SOM),

hydrogen index 254, 266
source rock, quality 241, 251,

254
source rock modelling 239–71
basin-fill stratigraphy 244–5,

246
concept 240–3
hydrogen index 251, 254
Late Jurassic Spekk Formation

(mid-Norwegian Shelf)
254–70

organic matter source types
245, 247–51, 252–3

sequence stratigraphy 242
see also OF-Mod model

source–sink system modelling
192, 193, 194

southeastern Australia,
landscape evolution
modelling 294–300

auxiliary hypotheses 295,
298–9

boundary conditions 298–9
drainage patterns 295, 296
earth-surface parameters 297
fixed parameter values 296–7
Highlands 294–5
precipitation
parameter 297
variation 297–8

predicted topographies 295,
296

slope movement processes
297

solid-earth parameters 297
Southern Cantabrian Basin

(Spain) 65–92
accretion 73
Alba Domain 70, 71, 74
basin evolution 88–91
Bernesga Transect 69, 70, 71
structural balancing 71, 72,
73–4

Bodón Domain 70, 71, 74
carbonate
accumulation rate 85, 88,
91

deposition 85, 90, 91
carbonate factories 88
chronostratigraphy 82, 84, 85
compaction 82



ANFMS: “INDEX” — 2008/9/11 — 10:34 — PAGE 315 — #9

Index 315

compaction-induced
subsidence 81

continental encroachment
cycles 90

crust flexural response 80–1
deposition depths 82, 84
eustatic sea level rise 90, 91
flexural response of crust

78–9, 82
flexural-induced subsidence

81
geological setting 66, 67–9
lithostratigraphic plots 82, 83
palaeobathymetry plots 82, 84
Pedrosa Domain 70, 71, 74
‘piggy-back’ thrust

mechanism 73
ramp geometry/angles 73–4
reef growth 90, 91
reverse-basin modelling 65,

75–6, 77, 78–81
rifting 89
sea level 82
siliciclastic sediments 85,

87, 90
stage development 88–90
stratigraphic columns 85, 86
stratigraphic forward

modelling 65, 81–2,
83–4, 85, 86–7, 88

stratigraphy 69
structural balancing 71, 72,

73–4
structural domains 69, 70, 71
subsidence 80–1, 88–90, 90–1
tectonic 82

tectono-sedimentary
evolution 68

terrigenous input 89, 91
thermo-tectonic subsidence

80–1
thrust sheets 70, 72, 73, 74

spatial data templates 275–86
geomorphological processes

276–7
hydrological processes 276–7
Quincunx 277–9
volcano simulation 282,

283–4
wetness index 277, 278

Spekk Formation see Late
Jurassic Spekk Formation
(mid-Norwegian Shelf)

stochastic models

alluvial architecture 116–17
channel belts 109, 110
drainage systems 277, 278
process-based for meandering

channelized reservoirs
139–44

strata, planar 102
stratification, sediment texture

103
stratigraphic architecture of

river–delta–shelf systems
191–204

sediment transport scaling
strategy 193–6

stratigraphic forward modelling
alluvial architecture 131
carbonate platform 1
Southern Cantabrian Basin

(Spain) 65–92
stratigraphic successions,

cyclicity 300–3
budget limits 301
completeness 302–3
results 301–2
tectonic subsidence 301

STRATSIM sediment routing
model 107

stream erosion, climate
influence 120

stromatolites, Glenister Knolls
reef complex (Canning
Basin, Australia) 43

stromatoporoid boundstone,
Glenister Knolls reef
complex (Canning Basin,
Australia) 41, 42, 43

stromatoporoids, Glenister
Knolls reef complex
(Canning Basin,
Australia) 42, 46

growth simulation 60
production rate function

52, 53

tectonic movements,
Rosengarten (Dolomites,
Italy) 31

tectonic subsidence
basin formation 125, 127
compressional basins 125,

127
forward modelling,

stratigraphic of Southern

Cantabrian Basin (Spain)
82

models 120
river systems 120
Rosengarten (Dolomites,

Italy) 30
Southern Cantabrian Basin

(Spain) 82
stratigraphic successions 301

tectonic tilting/faulting,
floodplains 112–13, 114

tectonic uplift, compressional
basins 127–8

tectonic zonation, Variscan
Belt 66

tectonics, sediment transport
191

terrestrial organic carbon, total
(tTOC) 266

terrestrial organic matter (TOM)
240–1, 249–51, 253

depositional sequence 242
hydrogen index 251, 254
input to basin 251
input with climate change

243
input/supply 243
lenses 251, 253

thermal maturity, carbonate
platform 1, 8, 11, 12–13,
14

maximum 19, 20–2
thermal modelling, Rosengarten

(Dolomites, Italy)
methods 12–13, 14
results 16, 18–19, 20–2, 23

thermal subsidence 128
tidal flow
amphidromic systems 155,

156
amplitude 155–6, 157, 158
basin depth 155, 156
Burdigalian Seaway 145–6,

147, 148
funnelling effect 156
M2 wave alternative models

162, 163–5
residual velocities 158, 159,

160–1
time-domain circulation

model 152–3, 154, 155–6,
157–8, 159, 160–1, 162

tidal waves
amplitude 156
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tidal waves (Contd.)
Burdigalian Seaway 146, 148,

149
semi-quantitative

considerations 155, 156
time-domain circulation model,

prognostic 152–3, 154,
155–6, 157–8, 159, 160–1,
162

computational set-up 153
model set-up 152–3
boundary conditions 153,
154, 155

numerical simulation results
155–6, 157–8, 159, 160–1,
162

peak currents 159, 160–1, 162
reference model 155
residual velocities 158, 159,

160–61
tidal amplitudes 155–6,

157–8, 159
transition probability models

117, 118

tuff layers, carbonate platforms
2, 3

turbidity 51, 52
Tyson’s scale 261, 262, 267, 270

Upper Marine Molasse, Alpine
foreland basin (OMM)
145–66

basin shape 149, 150
current velocity 148
M2 wave alternative models

162, 163–5
palaeobathymetric

reconstruction 150, 151,
152

prognostic time-domain
circulation model 152–3,
154, 155–6, 157–8, 159,
160–1, 162

sediment deposits 146, 147,
148

sedimentary facies 148, 150
stratigraphy 148, 150

tidal amplitudes 148
tidal regime 153, 155
tidal waves 155, 156

Variscan Belt
basin formation 89–90
geological setting 66, 67–9
tectonic zonation 66
thrusting 74

vitrinite reflectance (VR)
analysis, carbonate
platform 1, 8, 11, 12,
13, 15

results 16, 18
thermal history 28

volcano simulation 282, 283–4,
285

wetness index, spatial data
templates 277, 278

Wheeler diagrams 196, 199, 212




